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ABSTRACT In the world of microservices, companies must be able to create systems that operate in the
most efficient way. To achieve this, anti-patterns must be avoided because of their detriment to the quality
of the system. Some of the most troubling anti-patterns are hard to detect because of their appearance at
runtime. Effectively removing anti-patterns from a system requires dynamic analysis because of the large
size of microservice-based systems. While the detection of anti-patterns is helpful, being able to visualize
them offers a great benefit to companies working with microservices. Seeing how the overall system is
flowing and recognizing the existence of anti-patterns can help improve microservice-based systems. In this
paper, a systematic mapping study was performed to find the current state of research on visualizing anti-
patterns in microservices from the dynamic perspective. Several hundred papers were examined and a total
of 31 were found to be relevant to the research topic. The papers, when analyzed, revealed that there are
mechanisms to detect anti-patterns at runtime inmicroservices, and there are alsomechanisms for visualizing
the architecture of a microservice-based system. This study’s findings could help to identify and remove anti-
patterns that occur during runtime in microservices, as well as a means of visualizing these anti-patterns.

INDEX TERMS Anti-pattern, dynamic analysis, mapping study, microservice, visualization.

I. INTRODUCTION
As software systems evolve and change, their analysis must
also evolve and change. Microservices are commonly used
in web-based systems because of their flexibility and ability
to support large scale architectures. While microservices are
appealing, they must be designed properly in order to provide
the best use for companies. Anti-patterns, also known as
bad smells, are common design flaws that can be found
across microservices. Understanding and preventing anti-
patterns in microservices is a necessity of any company that
plans on utilizing microservices [1]. This task is not as easy
as it sounds, however, since certain anti-patterns occur at
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runtime [2] and require dynamic analysis to be discovered.
Dynamic analysis can also prove to be costly because of the
amount of time it requires. For a microservice-based system
to be as efficient as possible, there must be measures taken at
runtime to detect and remove anti-patterns.

The reason behind our mapping study was to collect
and analyze the current research on how anti-patterns in
microservices can be visualized from a dynamic perspective.
Tracing through a system at runtime and creating a visual
model is a topic that has been discussed across several
papers [3], [4], [5]. Combining that visualization aspect with
the detection of anti-patterns [6], [7] will allow for system
architects to quickly correct design flaws, suggest corrections
and improve the quality of the system. As straightforward
as this idea may sound, there is a small amount of research
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that has been put towards combining anti-pattern detection
and visualization of a microservice–based system at runtime.
Although there is little research that combines all aspects of
our topic, there is a significant number of papers discussing
visualizing microservices and detecting anti–patterns at
runtime separately.

This research will be significant to system architects who
would like to verify that the system is free of anti-patterns.
To be able to automatically discover and detect the location
of anti–patterns would be beneficial for many companies
utilizing microservice–based systems.

The rest of this paper is organized as follows. Section II
defines anti-patterns as well as lists some examples.
Section III describes the methods utilized to discover and
analyze the existing research on the topic. Section IV presents
an analysis of the results after reading through all of the
selected papers. Finally, section V concludes the paper with
contributions and ideas for future works.

II. BACKGROUND
Patterns are problems that occur often and have solutions
that can be applied to them. By utilizing the solutions to
problems that have already been faced by others, systems can
be designed in the most efficient way. This efficiency is what
patterns are typically used for. Many developers repeat the
same mistakes made by other developers all over, introducing
the same set of previously known issues, anti-patterns, into
the system. That makes anti–patterns similar to patterns, but
anti–patterns are a detriment to the system [8]. It is important
to note that anti-patterns are not errors that result in a system
crashing; rather, they are typically design flaws that decrease
the quality of service [9]. Many anti-patterns were previously
detected and categorized — such as a bottleneck, cyclic
dependencies, knots, etc [2]. While these anti-patterns are
known and have existed for some time now, one may wonder
why they keep resurfacing. Since microservices are used to
support large scale systems, only few selected individuals,
usually system architects, know how all of the pieces interact.
Different people design different sections of a system; one
team can be responsible for one microservice without a deep
knowledge of the system as a whole. Since they do not see
the system as a whole, anti-patterns can manifest without
anyone being aware of it. Utilizing a tool that can create a
visualization of the system, thus, increases the probability of
detecting an anti–pattern.

There are other issues that come with detecting anti–
patterns, such as the fact that some anti-patterns manifest in
runtime. There has been research put into statically detecting
anti–patterns, but static anti-patterns are generally contained
in one service and only impact a single aspect of the whole
system. To see anti-patterns such as cyclic dependencies,
data must be collected at runtime to discover which
components of the system communicate with each other [10].
Dynamic analysis is not uncommon when it comes to testing
microservices. To ensure that the system is working properly
and that logic errors are not occurring, many companies

thoroughly test their complete systems in production-like
environments [11]. The issue concerning anti-patterns comes
from the limitation of testing mechanisms only detecting
outstanding errors, which are not caused by anti–patterns.
In order to detect anti–patterns at runtime, resources (time
and money) must be dedicated to understand the flow of
data; otherwise, some of the worst design offenses can go
undetected.

It is important to understand the current state of research
on microservices because of how quickly systems evolve.
We have discovered two mapping studies discussing topics
similar to the one presented in this paper. Ponce et al. [32]
examined smells in microservices and their impact on
security. Although this paper examines smells and their
existence in microservices, our mapping study is focused on
visualizing anti-patterns and does not examine the security
risks that they come with. Bushong et al. [33] present another
mapping study that discusses different tools and challenges
that come with analyzing a microservice–based system.
Though our study mentions analyzing microservices through
dynamic analysis, we primarily focus on visualization.

III. MAPPING STUDY METHOD
In this work, we adopted the systematic mapping study
methodology, proposed by Petersen et al. [34]. Our complete
mapping study document can be found,1 detailing our
filtration and mapping process.

In the first phase, we focused on defining the research
questions that would be answered by our study. Our questions
went through trial and error throughout the entire process
as we wanted to present relevant information about our
topic. In the second phase, we drafted a search query that
was applied across five research databases. After collecting
papers from our query, we moved into the third phase where
we began filtering out papers that were unrelated to our topic
based on their title and abstract. Once the initial filtering
was completed, we moved into the fourth phase where we
continued to filter papers after reading the full article. Finally,
we concluded with the fifth data analysis phase where we
mapped the 31 remaining papers to any research question that
it answered.

The questions we examined in this mapping study are as
follows:
RQ1 What methods of detecting patterns in SOA/

Microservices exist? Can these methods be adapted to
detect anti-patterns too?

RQ2 How can dynamic analysis be used to analyze anti-
patterns in a system built using microservices?

RQ3 Which anti-patterns can be visualized in call graphs?
RQ4 How can visualizing the architecture of a microservice

aid in detecting or preventing anti-patterns within that
system?

RQ5 Which tools exist for visualizing anti-patterns through
the dynamic perspective?

1https://zenodo.org/record/6815837
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Listing 1. Search Query for the Research Databases.

We used five research databases in order to populate our
results including: ACM Digital Library (DL), IEEE Xplore,
ScienceDirect, Scopus, and SpringerLink. The search query
was written to focus our results on papers that discussed
the visualization of anti-patterns in microservices from the
dynamic perspective. The query was split into four parts. First
was smell and words related to it such as pattern, debt, and
degrade. The word, ‘‘anti-pattern’’, was not included because
the term, ‘‘pattern’’, collected papers with the word, ‘‘anti-
pattern’’, and generated more results. Second, microservice
and terms that describe its predecessors such as service-
oriented architecture, and cloud-native. Third, visual and
other words that relate to visualization such as graph, model,
view, and interface. Fourth and finally, dynamic and runtime
to remove papers that only focused on static analysis. The full
search query is presented in Listing 1.
After all the papers were collected from the search query,

we manually read through every title and abstract to filter
papers according to our inclusion and exclusion criteria.
We found that many papers were dedicated to maintaining
the security of a system and failed to discuss anti-patterns
and their detection. Several papers were also solely focused
on testing a microservice-based system for correctness and
failing to test for anti-patterns. After the initial filtering
process, we read through the full text of the remaining papers
and excluded those that did not prove to be relevant to our
study. If we found a paper related to our problem, we read
through the related works to add papers that our query failed
to include.

The inclusion criteria we applied is as follows:
1 Papers investigating anti-patterns/patterns as they per-

tain to microservices/SOA in the visual aspect.
2 Papers that discuss how anti-patterns can be seen from

the dynamic perspective of a microservice/SOA.
3 Papers that discuss the visualization of microser-

vices/SOA and mention anti-patternss.
4 Papers which mention how dynamic analysis can be

used to analyze anti-patterns within microservices/SOA.
5 Papers that provide use in detecting or preventing

anti-patterns in microservice/SOA.
The exclusion criteria we applied is as follows:
1 Papers not written in English.
2 Papers that do not discuss visualization.
3 Duplicates.
4 Opinion papers.
5 Papers that are non-peer reviewed.
6 Papers that do not have the full text available.

TABLE 1. Search query results for various index sites.

7 Papers that do not mentioned neither smells nor
detecting issues.

The results of our search query and filtering process are
listed in Table 1 as well as any papers that were added
from the references of another paper. After the process was
completed, we were left with 31 papers that were thoroughly
examined to understand where the current research on
visualizing anti-patterns at runtime in microservices stands.

In order to successfully present the research from the
31 collected papers, a map was created to connect each
paper with any research question it answered. As we read
through the papers, notes were taken onwhat question a paper
answered, as well as how it answered the question. Answering
the questions as we read helped us gather the current research
presented in section IV and track what information was
garnered from each paper. After taking these notes on the
papers, we read through all of the answers for a single
research question in order to synthesize the information.
Using our mapping and the different answers collected from
it allowed us to properly gather the information presented in
the research papers and ultimately present our findings in this
mapping study.

IV. ANALYSIS RESULTS
Of the 332 unique papers that were returned by our search
query, only 31 proved to be relevant to our topic. Many
papers were either focused on security or testing the system
to verify the absence of logic errors. These 31 papers, listed
in the Primary studies reference section, were examined and
utilized to answer our research questions. In this section,
we present the results of our study based on the information
gathered from our research.

As mentioned in section II, anti-patterns are similar
to patterns as they are problems that have solutions that
are applicable to multiple contexts. In a service-oriented
architecture (SOA), pattern detection is common because
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it allows businesses to verify the quality of a system [12].
Another advantage of this pattern detection is that it is
performed at runtime, a necessity for detecting several anti-
patterns in microservices. Although the software that is
used for pattern detection may be slightly outdated, it is
worth examining because of its potential ability to detect
anti-patterns.

There are different approaches to pattern detection, but
one of the most common tools that we found was complex
event processing (CEP) [13], [14], [15]. CEP’s power
stems from the ability to trace through a large volume
of data to recognize patterns. The general method that
CEP follows is: the manual input of patterns, recording of
events as they take place, and notifying when a pattern
has been detected. This manual inputting of patterns allows
for the possibility of certain anti-patterns to be described
in CEP, and then detected at runtime. CEP can also be
connected with visualization tools such that when a pattern
is detected and the notification is sent, the visualization tool
models it. The power of CEP and pattern detection could
provide a mechanism for detecting anti-patterns in modern
microservices.

Other papers also mentioned a mechanism for detecting
patterns in SOA, and these papers described the process
of writing their own algorithm [12], [16]. Although this
approach is more complicated than building upon an existing
tool, a general algorithm that could be applied across multiple
languages would be more beneficial. Gammage et al. [2]
introduce an algorithm that utilizes graph theory to detect
anti-patterns such as the bottleneck, the knot, and cyclic
dependencies. This paper builds upon the existing knowledge
of graph elements, such as strongly connected components,
to provide a way for detecting anti-patterns. Should the
algorithms and knowledge described in this paper be applied
to other microservices, many systems can utilize this method
to detect and remove anti-patterns.

The main issue that was found regarding pattern detection
techniques was that many of the techniques only describe
SOA. While SOA may be a predecessor to microservices,
there are still differences between these architectures. Updat-
ing the methods used in SOA is possible, but creating an
algorithm that can be applied to across multiple languages
would be the most beneficial. Overall the most promising
proposal came from Gammage et al. [2] as it detects anti-
patterns in microservices at runtime.

A. DYNAMIC ANALYSIS OF SMELLS
Given the large scale of microservice architectures, dynamic
analysis is necessary to get the understanding of behavior of
the system at runtime. Without this insight, there is no way to
observe the system in its entirety. Most papers that discussed
dynamic analysis as it relates to microservices focused solely
on testing the system for logic errors [17]. For the purpose
of this paper, however, we are interested in applying dynamic
analysis to discover anti-patterns in microservices.

FIGURE 1. Graphical representation of cyclic dependencies.

In order to detect smells in microservices from the dynamic
perspective, some papers suggested gathering information
based on the log files of a system [18], [19]. Tracing through
the log files and seeing how different services communicate
with each other allows patterns to be found. By examining
information from logs, it is possible to discover anti–patterns
like cyclic dependencies because of the flow of information.

Dynamic analysis also goes hand in hand with pattern
detection, as mentioned in section III. Since pattern detection
involves tracking the flow of data at runtime, it is a form
of dynamic analysis [20], [21]. Some papers also discuss
combining static analysis with dynamic analysis in order
to create the most efficient system possible [6], [20], [22].
Although these papers mention ‘‘combining’’ both forms of
analysis, they are done separately and do not interact with
each other. Therefore, there is not much that static analysis
contributes to discovering anti–patterns that occur at runtime.

Dynamic analysis is currently not commonly used for
detecting anti–patterns. Many of the papers that discuss
the detection of anti–patterns utilize static analysis. More
research exists on finding patterns by using dynamic analysis,
and this research could be extended to include anti-patterns.
Extending the existing research is likely the best solution to
utilize dynamic analysis for anti-pattern detection.

B. ANTI-PATTERNS IN GRAPHS
Visualizing the architecture of a system is of great benefit to
those who want a complete view of the architecture. The most
basic way of visually describing a microservice-based system
is through a graph [2], [23]. Having a node representing a
service and an edge representing the communication between
services allows for a simple understanding of how the system
is working at runtime. Even with this basic visualization
technique, it is possible to see anti-patterns.

Several anti-patterns can be visualized in graphs. As shown
in Figure 1, cyclic dependencies are one of the sim-
plest anti-patterns to observe. A cyclic dependency in
microservice–based systems is defined as a cycle of messages
that occurs between a set of services [9]. It is easy to visualize
this anti-pattern because it is a closed circuit in the graph.

Bottleneck services can also be shown in graphs. A bot-
tleneck occurs when a service is extensively used but cannot
handle the high volume of requests [8]. Graphs could depict
this anti–pattern by highlighting a node that has a high volume
of input and output. There may be cases where developers
want to have a service with a lot of communication running
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through it; therefore, the maximum number of connections to
other services would be determined by the developers.

The knot is another anti-pattern that can be seen in graphs.
A knot is a group of services that have low cohesion, but are
tightly coupled [8]. Although similar to the bottleneck, knots
refer to a group of services rather than a single one. Knots
can be visualized in graphs by demonstrating areas where
multiple services that have a high volume of input and output
are connected.

The presented anti-patterns are some of the simplest to
visualize in graphs because they focus on the connections
to other services. Other anti-patterns can also be visualized
in graphs such as Nanoservice, Endpoint-based Service
Interaction, Not Having an API Gateway, Service Chain,
Shared Persistency, and Wobbly Service Interaction. Gam-
mage et al. [2] and Borges et al. [24] describe a means for
visualizing these anti-patterns.

Although anti-patterns can be visualized in graphs, this
only provides a basis for visualization. The main issue
regarding graphs is the fact that microservices are not just
several services communicating with each other; they are
many related services. Graphs are easy to observe when they
are small, but modeling the architecture of a microservice in
a graph can get cluttered quickly. Therefore, it is necessary to
create visualization techniques that would be able to focus on
the part of system that contains the anti-pattern, rather than
finding anti-patterns by looking at every service.

C. VISUALIZING ANTI-PATTERNS
As mentioned in the previous section, visualizing the
architecture of a system can help with the detection of anti-
patterns. Seeing how the system runs and observing the flow
of data offers a greater understanding of where problem areas
may lie. In order to improve visualization to help understand
anti-patterns in microservice-based systems, it is necessary
to provide a way to automatically detect anti-patterns. While
we examined the research papers for a tool that combines
visualization of microservices with the detection of anti-
patterns, there are few tools that achieve both. Although, there
are tools that can visualize the architecture of microservices
and separate tools that detect anti-patterns at runtime.
Combining these tools would create a larger tool that can
accomplish both visualization and detection of anti-patterns.

Visualization tools for modeling the architecture of a
microservice–based system have been gaining more ground
in recent years. An example visualization of a visual model
of a microservice-based system is depicted in Figure 2. There
are many different approaches that have been taken, but the
most common way to gain a preliminary understanding of
the system is to track the log files [22], [25], [26], [27].
To create a model of the system, it is necessary to discover
what services are communicating with other services. One
of the easiest ways to achieve this is to extract distributed
tracing data5 from log files to see what services responded

5https://opentracing.io

FIGURE 2. Visualization of the microservice architecture. (Reprinted
from [27]).

to messages sent out by other services. This tracing forms
the basis for many visualization tools. After this tracing has
been finished, it varies between each tool on how the system
is finally modeled.

Although visualization of microservices is achieved in
several ways, there is a gap between the visualization
and detection of anti-patterns. Several papers describe an
approach to combine separate tools — one for visualization,
one for anti–pattern detection, and another that operates
between the two [24], [28], [29]. Using separate tools is cur-
rently the only way to achieve visualization of anti–patterns
in microservices from the dynamic perspective. One tool that
is able to complete the problem we have presented would
be more beneficial because it would remove the need for
multiple tools to be set up.

D. TOOLS FOR VISUALIZATION
Our research has identified a number of tools and approaches
for visualizing anti–patterns through the dynamic perspec-
tive. It is important to note that visualization is distinct
from detection, as detection involves reporting that a given
anti–pattern exists, while visualization is the graphical repre-
sentation of the anti–pattern. Table 2 indicates anti–patterns
that are both detected and visualized by certain tools as well
as those that are only detected and not visualized. After
collecting and synthesizing the research, we found that visu-
alization of anti–patterns was less common than tools used
for their detection. Furthermore, it is important to designate
the threshold for what constitutes a visualization. In order for
a tool to have achieved visualization, it must include some
diagram that a person could gain information from.We define
tables, JSON files, and other textual descriptions to not be
visualization.

After examining the presented tools, we found that the
most common anti–pattern mentioned was cyclic dependen-
cies. Many tools only obtained detection and visualization
of cyclic dependencies, those being: AI Reviewer, Approach
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TABLE 2. Microservice antipattern detection and visualization between tools.

fromMayer et al. [26], Designite [35], GSMART [22], Jaeger,
Massey Architecture Explorer [36], Sonargraph [37], STAN,
Structure 101, and Titan [38]. There are also two tools that
only perform detection of cyclic dependencies, those tools
being Hotspot Detector [39] and ARCADE [40]. Amongst
the tools that only recognized cyclic dependencies, most
performed the detection automatically, but the approach from
Mayer et al. [26] and Jaeger required manual detection. There
are different approaches to visualization and they are listed
in Table 3, but cyclic dependencies were most commonly
shown in service dependency graphs (SDG). Although there
are many tools that can only detect cyclic dependencies,
there is room for the extension of these tools. Extending
the visualization and detection techniques of these tools to
include more anti–patterns would offer new approaches to the
removal of anti–patterns.

Although many tools we found only focused on cyclic
dependencies, there are several tools listed in Table 2 that did
include other anti–patterns. MSANose [30] is one of the tools
that mentioned the detection of other anti–patterns. Although
there is mention of other anti–patterns, MSANose detects
anti–patterns using static analysis and does not provide
any visualization. Although using static analysis to detect
anti–patterns is a valid approach, our mapping study focuses
on using dynamic analysis. MSANose is mentioned here,
however, because of its ability to detect other anti–patterns
not included by other tools.

Arcan is another tool we found that is able to detect other
anti–patterns. Pigazzini et al. [41] extended Arcan in order
to achieve the detection of three anti–patterns, as well as the
visualization of cyclic dependencies. This is a smaller number
of detected anti–patterns than MSANose, and it also achieves
detection by static analysis. Although Arcan’s extension is
able to detect more than cyclic dependencies, MSANose
achieves more with static analysis.

Borges et al. [24] present another means for detecting
several anti–patterns. The approach is built off of Spinnaker
and detects a total of five anti–patterns. This approach still
finds fewer anti–patterns than MSANose and also utilizes
static analysis. Although it may find fewer anti–patterns,
it can detect three anti–patterns that MSANose does not.
However, because it is focused on static analysis, this
tool does not provide a means for finding anti–patterns at
runtime.

MicroserviceAnti–Patterns Insights Generator (MAIG) [2]
is capable of both visualizing and detecting anti–patterns
based on data obtained at runtime. MAIG operates by using
dependency graphs to provide a view of how the system
is behaving. There are also tracking tools that follow the
number of outgoing and incoming edges for a service, which
aid in the detection of anti-patterns such as the knot and
bottleneck. Operating based on trace data obtained from
Zipkin and relaying that data to the graph database Neo4j,
MAIG successfully combines two different tools to achieve
visualization and detection of anti–patterns.

Lastly, µFreshener [31] is also able to detect and visualize
anti–patterns based on information obtained at runtime.
By processing collected trace information,µFreshener is able
to detect anti–patterns and visualize them by highlighting
the impacted nodes in the corresponding service graph.
µFreshener can also be combined with other tools like
µTOSCA in order to achieve this detection.

After analyzing all of the tools, it is apparent that there are
not many existing tools for detecting and visualizing anti–
patterns. The two that achieved this, MAIG and µFreshener,
also relied on other tools to achieve the visualization and
detection. Combining tools is therefore the only approach
we found to properly visualize anti–patterns in microservices
from the dynamic. No single tool is completely capable of
providing all of the aspects our study intended to find.
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TABLE 3. Methods of visualizations for each microservice antipattern.

E. FUTURE DIRECTIONS
Many papers identified in this mapping study mentioned
some future work in their conclusion. We found that there
were three general ideas mentioned across most of the
papers we collected. First, papers that focused on pattern
detection or definitions of anti–patterns wanted to extend
their understanding to include more patterns [14], [19]
as well as improve their pattern detection technique
[11], [25]. Improving pattern detection to include more
patterns may lead to the addition of anti–patterns, thus
creating a new means for anti–pattern detection. For defining
new anti–patterns, the more common issues are found across
microservices, the more solutions will arise that can be
applied across all microservices. Improving pattern detection
will assert that the given tool will perform more accurately,
allowing less anti–patterns to avoid being found.

Second, papers that focused on visualizing the architecture
of a system discussed improving the adaptability of their
visualization tool in the future [4], [10], [18]. Providing a
way for a visualization tool to grow as a microservice-based
system evolveswould prove to be amajor asset. Asmentioned
by Nakazawa et al. [27], there is a limit on the maximum
number of nodes that can exist in their visualization tool,
which would lead to a problem whenever a system grew
too large for that tool. Another future direction related to
visualization that was only mentioned by Zhao et al. [21]
was the idea to take the visual model of a system and create
a coding framework based on the model. This could allow
for the design of a microservice–based system from a visual
perspective, such that anti–patterns are not included from the
start of the process.

Finally, the last common future direction mentioned was
an automatic tool for testing the quality of a system [3],
[7], [17], [26]. While the quality of a system typically refers
to the system working as intended, the papers mentioned
extending these tools to find design issues. Design issues can
be related to anti–patterns, and therefore have some interest
in our mapping study. Another future direction mentioned in
Sampaio et al. [28] discusses improving log analysis tools to
increase the accuracy and the amount of tracked data.

F. THREATS TO VALIDITY
The main threat to validity comes from the exclusion
of papers that could have been relevant to visualizing
anti–patterns in microservices from the dynamic perspective.

FIGURE 3. Our tool prototype to visualize anti–patterns in a microservice
system service dependency graph.

This exclusion comes in phase 2 of section III from our
search query. Since this search is performed automatically,
we confirmed whether a query gave us valid results based
only on the total number of results and the first 25 papers
listed. Relevant papers could have been excluded here if
they did not contain keywords that were listed in our query,
thus leading to the potential exclusion of tools. In order to
mitigate this issue, we made our query broad in order to
avoid losing papers that were relevant to the topic. We also
expanded our query to include service-oriented architecture
to avoid missing any written research on the predecessor of
microservices.

Another threat comes from the potential exclusion of
papers in the third phase — the filtering of the titles and
abstracts. Human error could have caused some papers
that may have had relevance to be lost, but to avoid
any major concern with this issue, multiple authors read
through each title and abstract. Having multiple authors in
this phase reduced the chance that a relevant paper would
accidentally be removed because each title and abstract was
read at least twice, by two different people. When there
were disagreements between the authors, another author was
brought in to resolve the inconsistency.

The last threat to validity comes from the number of search
indexers used. Only five were selected for this paper, namely
ACM Digital Library (DL), IEEE Xplore, ScienceDirect,
Scopus, and SpringerLink. There may be other papers that
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were published on other sites that are not included in our
study. To mitigate this issue, the related works were read in
the relevant papers in order to include any research that may
have been published on a different site.

V. CONCLUSION
Visualizing anti–patterns in microservices from the dynamic
perspective helps their detection and removal. Removing
anti–patterns from a system’s design helps to improve the
quality of service as well as prevent potential design flaws
that could appear as the system evolves. Our mapping study
found a total of 31 papers relevant to our topic and after
thoroughly examining them, we presented the current state
of research on our topic. We found that there is research
discussing the detection of anti–patterns at runtime, and there
is separate research visualizing a microservice-based system
from the dynamic perspective. Combining these methods
results in an overall system that can detect anti–patterns and
notify a visualization tool of their existence. While there was
not an individual tool that was able to accomplish both aspects
of our topic, this combination of tools is the most common
approach we found.

For future research, we are developing our own tool
that is able to detect selected anti–patterns at the service-
dependency graph and uses visualization to highlight the
occurrence of the anti–pattern. Figure 3 shows our tool
visualization demonstrating cyclic dependencies. Our study
helped us to gain a stronger understanding of the current
outlook on anti-patterns in microservices and how they are
visualized from the dynamic perspective, as well as what
research may appear in the future.
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