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#### Abstract

As the number of electric automotive vehicles is rapidly growing, the need for higher efficiency and systemfriendly operation of the drive train becomes more relevant and urgent. In this paper, the synchronous modulation schemes of selective harmonic elimination (SHE) and optimized pulse patterns (OPPs) are described and their performance benefits for drives used in automotive industry are highlighted. The presented experimental results based on an industrial drive demonstrate that OPPs achieve superior performance in terms of current distortions, system efficiency, and dc-link current ripple compared with conventional asynchronous space vector modulation (SVM).


## I. Introduction

Throughout the development of electric automotive vehicle technology, various electrical machines have been utilized. Since in propulsion applications the drive train is used over the entire speed/torque capabilities, it has to be designed such that high acceleration/deceleration rates (i.e., high torque output over the whole speed range) and efficient cruising at higher speeds are achieved. This indicates the need for machines with high torque density and efficiency at all speeds. Given this, the most commonly used machines in the applications of interest are the three-phase permanent magnet synchronous machines (PMSMs) [1].

The control system is an essential part of the drive train and has a crucial role in operating it at its full potential. The control methods most commonly used for commercial electric vehicles are the direct torque control (DTC) and field oriented control (FOC) in conjunction with asynchronous pulse width modulation (PWM) techniques [2]. Nevertheless, to produce currents with higher quality, and thus improve the efficiency of the drive train, more sophisticated modulation methods are required, such as programmed PWM methods [3], [4]. Such methods-also referred to as synchronous modulationinclude selective harmonic elimination (SHE) and optimized pulse patterns (OPPs).

The first programmed PWM method, namely SHE, is an offline optimization technique that eliminates selected voltage harmonics regardless of the load characteristics [5]-[7]. The SHE problem is based on the Fourier decomposition of the switched output voltage waveform of the inverter. The problem of finding the switching angles, i.e., the pulse pattern, that eliminate the selected harmonics is written as a system of
nonlinear, transcendental, trigonometric equations. A property of this system is that it exhibits multiple solutions, the number of which increases with the number of harmonics to be eliminated. As a result, the to-be-solved system is more complicated and thus more difficult to solve; it may even become unsolvable.

As for the OPPs, these are pulse patterns that can produce the minimum harmonic distortion at a given switching frequency [8]. Similar to SHE, the pulse patterns are calculated in an offline procedure assuming steady-state conditions. However, as opposed to SHE, to compute OPPs, an optimization problem is formulated where the objective function captures the current distortions. By minimizing this objective function subject to constraints on the fundamental voltage component and the order of the switching angles, an optimal set of switching angles is derived for every modulation index, which is typically unique [9].

The aforementioned potential efficiency improvements motivated GE to adopt high-performance PWM strategies in the 1980s for its high-power traction drives used in railway applications [10]. These techniques were a combination of asynchronous modulation at low speeds and synchronous modulation-in the form of SHE-at higher speeds. For the same applications, SIEMENS also adopted synchronous modulation, with the difference that OPPs were used instead [11].

Even though these techniques were developed mainly for induction machines, the apparent advantages of programmed PWM methods recently stimulated the interest of the automotive industry towards similar hybrid modulation techniques for low-voltage interior PMSM (IPMSM) drives with high operating point dependent magnetic anisotropy. As such drive systems are operating at high fundamental frequency-with the switching frequency being in the lower kilohertz rangesynchronous modulation schemes can be employed to avoid sub-harmonic content and keep the switching as well as machine losses low. Moreover, programmed PWM methods become even more relevant as the switching-to-fundamental frequency ratio becomes smaller, as there are only a few switching instants per fundamental period. This implies that small changes in the applied voltage (i.e., pulse pattern) may have considerable impact on the harmonic distortion of the machine currents. Therefore, it is favorable to use high-


Fig. 1: Two-level voltage voltage source inverter.
performance PWM methods which can produce high-quality currents.

In this direction, Silicon Mobility adopted an adaptive FOCbased controller that uses space vector modulation (SVM) at lower speeds and OPPs at higher speeds [12]. The pulse patterns are optimized based on multiple criteria, such as current distortions, torque ripple, and noise vibrations. Similarly, DENSO employed a combination of modulation strategies for different operating points of the drive train [13]. The modulation scheme starts with carrier-based PWM (CB-PWM) at lower speeds, discontinuous PWM (DPWM) in the medium speed range, while OPPs are used at the upper end of the speed range and up to six-step modulation. Similarly, BMW also utilized asynchronous SVM and OPPs [14].

Considering the above, this paper compares three modulation techniques for an IPMSM drive train used in electric automotive vehicles. These methods, namely asynchronous PWM, SHE, and OPPs, are experimentally assessed under several operating points. In doing so, the benefits of synchronous PWM, and especially OPPs, are clearly demonstrated in terms of current distortions, system efficiency, and ripple of the dclink current.

## II. Synchronous Modulation

The industrial drive system considered in this work consists of a two-level inverter and an IPMSM. Assuming a dc-link voltage $V_{\mathrm{dc}}$, the inverter (see Fig. 1) produces a switched voltage on each phase $x \in\{a, b, c\}$ that assumes two values, namely $V_{\mathrm{dc}} / 2$ when the corresponding switch position is $u_{x}=1$, and $-V_{\mathrm{dc}} / 2$ when $u_{x}=-1$. Considering that the waveform $u \equiv u_{a}$ has a period of $2 \pi$, then the number of pulses in one period is $q=f_{\text {sw }} / f_{1} \in \mathbb{N}^{+}$, where $f_{\text {sw }}$ and $f_{1}$ are the switching and the fundamental frequency, respectively.

In synchronous modulation, it is common practice to impose quarter- and half-wave symmetry (QaHWS) on the switched waveform $u(\theta) \forall \theta \in[0,2 \pi]$, i.e.,

$$
\begin{align*}
& u(\theta)=-u(\pi+\theta)  \tag{1}\\
& u(\theta)=u(\pi-\theta) \tag{2}
\end{align*}
$$

Expression (1) ensures that the switched waveform has halfwave symmetry, i.e., its second half is equal to the negative of its first half. This symmetry property implies that only half of the waveform (i.e., switching angles) needs to be computed. Since each pulse is uniquely described by two switching angles, (1) indicates that only $q$ switching angles are required.


Fig. 2: Two-level "positive" ( $u_{0}=1$ ) waveform with QaHWS.


Fig. 3: Two-level "negative" $\left(u_{0}=-1\right)$ waveform with QaHWS.

Moreover, (2) imposes symmetry around $\pi / 2$. This property further reduces the number of switching angles that need to be computed. Specifically, for a two-level converter, the number of to-be-computed switching angles is $d=(q-1) / 2, d \in \mathbb{N}^{+}$ when QaHWS is imposed. ${ }^{1}$

Owing to the QaHWS properties, two different types of waveforms are introduced, namely one where the first switch position is $u_{0}=1$ (see Fig. 2), and one where $u_{0}=-1$ (see Fig. 3). The Fourier representation of these pulse patterns is

$$
\begin{equation*}
u(\theta)=a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos (n \theta)+b_{n} \sin (n \theta)\right) \tag{3}
\end{equation*}
$$

where $n$ is the harmonic order. Due to the QaHWS, the Fourier coefficients $\alpha_{0}$ and $\alpha_{n}$ are zero, while $b_{n}$ is
$b_{n}= \begin{cases}u_{0} \frac{4}{n \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right), & n=1,3,5, \ldots \\ 0, & n=2,4,6, \ldots\end{cases}$
As a result, the amplitude of the $n^{\text {th }}$ harmonic $\hat{u}_{n}$ of the pulse pattern $u$ is given by

$$
\begin{equation*}
\hat{u}_{n}=u_{0} \frac{4}{n \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right) \tag{5}
\end{equation*}
$$

With (5), the amplitude of the $n^{\text {th }}$ voltage harmonic can be easily computed by considering the dc-link voltage, i.e.,

$$
\begin{equation*}
\hat{v}_{n}=\frac{V_{\mathrm{dc}}}{2} \hat{u}_{n} \tag{6}
\end{equation*}
$$
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Fig. 4: SHE calculation algorithm based on the Newton-Raphson method.

## A. Selective Harmonic Elimination

According to SHE, specific harmonics can be eliminated from the converter output voltage, by appropriately computing the switching angles of the applied pulse pattern. For $q$ number of pulses per fundamental period, $d$ harmonics can be controlled. Thus, $d-1$ harmonics can be completely eliminated, while the synthesis of the desired modulation index $m$ is also achieved [15, Chapter 6.7], [3, Chapter 9.2]. To do so, the following set of nonlinear equations needs to be solved

$$
\left[\begin{array}{c}
u_{0} \frac{4}{\pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(\alpha_{i}\right)\right)  \tag{7}\\
u_{0} \frac{4}{5 \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(5 \alpha_{i}\right)\right) \\
\vdots \\
u_{0} \frac{4}{n \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right)
\end{array}\right]=\left[\begin{array}{c}
m \\
0 \\
\vdots \\
0
\end{array}\right]
$$

One approach to numerically solve (7) is the NewtonRaphson method [15, Chapter 6.7], [16]. The flowchart of this method is shown in Fig 4, where $\boldsymbol{\alpha}=\left[\begin{array}{llll}\alpha_{1} & \alpha_{2} & \ldots & \alpha_{n}\end{array}\right]^{T}$ is the vector of the to-be-computed switching angles, and the vector $f$ is given by

$$
\boldsymbol{f}=\left[\begin{array}{c}
u_{0} \frac{4}{\pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(\alpha_{i}\right)\right)-m  \tag{8}\\
u_{0} \frac{4}{5 \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(5 \alpha_{i}\right)\right) \\
\vdots \\
u_{0} \frac{4}{n \pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right)
\end{array}\right] .
$$



Fig. 5: SHE switching angles for $d=7$.
Finally, $e_{t}$ is the maximum accepted convergence tolerance ( $10^{-6}$ in this work), and $k$ the iteration number. ${ }^{2}$

The problem is solved by choosing an initial modulation index $m_{0}$ and an initial guess of switching angles. To avoid potential inconsistency in the results, it is recommended to start solving the problem from a nonzero modulation index, i.e., $m_{0} \neq 0$. Moreover, as the Newton-Raphson method is heavily depended on the initial guess [16], quasi-random Halton sequences are used to generate the initial points since they lead to better coverage-compared to a random sequence-of the search space. Subsequently, the results are filtered with MATLAB's command uniquetol, so that only unique solutions remain.

The number of angles $d$ can be odd or even. When $d$ is odd and $u_{0}=1$ (Fig. 2), a notch appears at the positive and negative peaks of the fundamental waveform, i.e., around the $90^{\circ}$ and $270^{\circ}$ of the fundamental. Similar behavior occurs when $d$ is even and $u_{0}=-1$, see Fig. 3. As this results in unacceptable solutions, typically, $d$ must be even for the "positive" waveform ( $u_{0}=1$ ), and odd for the "negative" waveform $\left(u_{0}=-1\right)$ [3, Chapter 9.2].

As mentioned, due to the nonlinear nature of the SHE problem, usually there are more than one feasible sets of angles for each problem. Moreover, the number of candidate solutions increases with the number of switching angles. As every set of solutions has different characteristics, some selection criteria should be defined. In some applications it is more useful to choose the set of angles that covers the widest range of modulation indices for higher utilization of the dc-link voltage. Nonetheless, in most applications, the best harmonic performance is the main objective, meaning that the most important criterion is to achieve the lowest possible current total demand distortion (TDD) $I_{\mathrm{TDD}}$. As an example, Fig. 5 shows the SHE switching angles for $d=7$ that result in the lowest $I_{\text {TDD }}$.

Finally, the computed switching angles $\boldsymbol{\alpha}$ for each pair $\{d, m\}$ are stored in a one-dimensional lookup table (LUT). The SHE angles can be retrieved in real time for control purposes depending on the desired operating point (i.e., mod-
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Fig. 6: Harmonic model of a machine.
ulation index $m$ ) and switching frequency (i.e., number of switching angles $d$ ).

## B. Optimized Pulse Patterns

Stator currents with low harmonic distortions can result in lower iron and copper losses, and thus thermal losses, in the machine. Hence, programmed PWM patterns, i.e., OPPs, can be computed such that the current TDD is minimized. Given the nominal current $I_{s, \text { nom }}$, the stator current TDD is defined as

$$
\begin{equation*}
I_{\mathrm{TDD}}=\frac{1}{\sqrt{2} I_{s, \text { nom }}} \sqrt{\sum_{n \neq 1} \hat{i}_{n}^{2}} \tag{9}
\end{equation*}
$$

where $\hat{i}_{n}$ is the amplitude of the $n^{\text {th }}$ current harmonic.
Consider the harmonic model of a machine in Fig. 6, where the reactances are lumped into the total leakage reactance $X_{\sigma}$. Assuming that the stator resistance $R_{s}$ of the machine is very small (i.e., $R_{s} \approx 0$ ), the machine is a purely inductive load. Hence, $\hat{i}_{n}$ is given by

$$
\begin{equation*}
\hat{i}_{n}=\frac{\hat{v}_{n}}{n \omega_{1} X_{\sigma}}=\frac{V_{\mathrm{dc}}}{2 \omega_{1} X_{\sigma}} \frac{\hat{u}_{n}}{n} \tag{10}
\end{equation*}
$$

with $\omega_{1}$ being the fundamental angular frequency. With (10), (9) becomes

$$
\begin{equation*}
I_{\mathrm{TDD}}=\underbrace{\frac{V_{\mathrm{dc}}}{2 \sqrt{2} I_{s, \text { nom }} \omega_{1} X_{\sigma}}}_{\text {scaling factor }} \sqrt{\sum_{n \neq 1}\left(\frac{\hat{u}_{n}}{n}\right)^{2}} \tag{11}
\end{equation*}
$$

The first term (11) is a constant scaling factor, which depends on the converter and the load, but not on the pulse pattern. Hence, it can be neglected in the sequel as it does not affect the results of the optimization process. The second term accounts for the differential-mode voltage harmonics scaled by their harmonic order. By recalling (5), this term can be written as

$$
\begin{equation*}
J(\boldsymbol{\alpha})=\sum_{n=5,7, \ldots} \frac{1}{n^{4}}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right)^{2} \tag{12}
\end{equation*}
$$

Expression (12) serves as the objective function for the OPP optimization problem. This is formulated as

$$
\begin{array}{ll}
\underset{\alpha \in\left[0, \frac{\pi}{2}\right]^{d}}{\operatorname{minimize}} & \sum_{n=5,7, \ldots} \frac{1}{n^{4}}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(n \alpha_{i}\right)\right)^{2} \\
\text { subject to } & u_{0} \frac{4}{\pi}\left(1+2 \sum_{i=1}^{d}(-1)^{i} \cos \left(\alpha_{i}\right)\right)=m \\
& 0 \leq \alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{d} \leq \frac{\pi}{2}
\end{array}
$$



Fig. 7: OPP switching angles for $d=7$.
TABLE I: Rated values of the drive system

| Parameter | Symbol | Value |
| :--- | ---: | :--- |
| nominal stator current | $I_{N}$ | 535 A |
| nominal power | $P_{N}$ | 144 kW |
| nominal torque | $T_{N}$ | 393 Nm |
| nominal speed | $n_{N}$ | 3500 rpm |
| dc-link voltage | $V_{\mathrm{dc}}$ | 325 V |

TABLE II: Operating points

|  | $f_{1}[\mathrm{~Hz}]$ | operation | $i_{d}[\mathrm{~A}]$ | $i_{q}[\mathrm{~A}]$ |
| :--- | :---: | :---: | :---: | ---: |
| 1. | 400 | motor | -85 | 40 |
| 2. | 400 | generator | -85 | -40 |
| 3. | 475 | motor | -10 | 10 |
| 4. | 475 | generator | -10 | -10 |

In the above optimization problem, the equality constraint (14) guarantees that the desired modulation index $m \in[0,4 / \pi]$ is synthesized. Moreover, the inequality constraints (15) ensure that the optimized angles are in ascending order and within the interval $[0, \pi / 2]$ due to the QaHWS of the OPP.

As the OPP optimization problem is nonconvex, multiple local minima exist. This makes the solution process extremely time consuming. In this work, the MATLAB optimization toolbox is utilized, while, similar to SHE, Halton sequences are used to generate the initial guesses. Finally, it is worth mentioning that the OPPs switching angles are stored in LUTs in the same fashion as the SHE angles, i.e., for each pair $\{d, m\}$. For visualization purposes, the QaHWS OPP switching angles for $d=7$ are shown in Fig. 7.

## III. Performance Evaluation

The synchronous PWM techniques described in Section II are experimentally assessed with a drive train used in electric vehicles. The nominal values of the IPMSM and two-level inverter are summarized in Table I. FOC is used to manipulate the SHE- and OPP-based pulse patterns. Finally, asynchronous SVM is used as a benchmark modulation strategy.

Four operating points in the lower-torque range are chosen at two different speeds (i.e., fundamental frequencies $f_{1}$ ), see Table II. That is because the electric drive trains usually operate in that region, while the higher-torque range is used only in acceleration/deceleration for small time intervals. The


Fig. 8: Experimental results for motor operation at $f_{1}=400 \mathrm{~Hz}, i_{d}=-85 \mathrm{~A}, i_{q}=40 \mathrm{~A}$.


Fig. 9: Experimental results for generator operation at $f_{1}=400 \mathrm{~Hz}, i_{d}=-85 \mathrm{~A}, i_{q}=-40 \mathrm{~A}$.

PMSM is operated not only as a motor, but also as a generator to examine the performance of the modulation schemes in regenerative braking. Three different switching frequencies are tested at each operating point, implying SHE sets and OPPs of three different values of $d$, namely $d=3,7$, and 11 , and SVM with switching frequency $f_{\mathrm{sw}}=(2 d+1) f_{1}$. At every switching frequency, the stator current total harmonic distortion (THD) $I_{\mathrm{THD}}$, the electric drive system efficiency $\eta$ (i.e., percentage of dc input power converted to mechanical output power), and the current ripple at the dc link $i_{\mathrm{dc}, \text { rippl }}$ are measured. The results obtained with asynchronous SVM are used as reference for each operating point. For demonstration purposes (see Figs. 8 to 11), the relative difference between the SVM and synchronous modulation results serves as a performance metric, i.e.,

$$
\begin{equation*}
\Delta \xi=\frac{\xi_{\sigma}-\xi_{\mathrm{SVM}}}{\xi_{\mathrm{SVM}}} \cdot 100 \% \tag{16}
\end{equation*}
$$

where $\xi$ stands either for $I_{\text {THD }}$, efficiency $\eta$, or dc-link current ripple $i_{\text {dc,rippl }}$, while $\sigma$ indicates the synchronous PWM scheme, i.e., OPPs or SHE.

As can be seen in Figs. 8 to 11 , the $I_{\text {THD }}$ results confirm the superiority of the synchronous PWM schemes, especially at the lower switching frequencies. Specifically, OPPs produce the lowest $I_{\text {THD }}$ in all examined cases, thus clearly outperforming SVM and SHE. As for SHE, even though in most cases it outperforms SVM, the $I_{\mathrm{THD}}$ improvement becomes smaller as the switching frequency increases, while in one case ( $f_{\text {sw }}=9200 \mathrm{~Hz}$ in Fig. 9) SVM achieves better results.

The dc-link current ripple of the synchronous modulation schemes is significantly lower than that with SVM when operating at low load, i.e., $i_{d}=-10 \mathrm{~A}$ and $i_{q}= \pm 10 \mathrm{~A}$, see Figs. 10 and 11. At a higher load $\left(i_{d}=-85 \mathrm{~A}\right.$ and $i_{q}= \pm 40 \mathrm{~A}$ ), a smaller ripple mitigation can be observed, while as the switching frequency increases the reduction of the dc-link current ripple becomes smaller. In motor mode, OPPs are clearly the best solution. However, in generator mode, SHE can offer similar, if not bigger, reduction, see Figs. 9 and 11.
Finally, regarding the drive system efficiency, similar to $I_{\text {THD }}$, OPPs operate the drive at the highest efficiency in all operating points and switching frequencies in question. As a result, the efficiency improvement attributed to OPPs can be as high as $2.7 \%$ compared with SVM in motor mode, see Fig. 10, and $3.6 \%$ in generator mode, see Fig. 11. Nevertheless, when the ratio between the switching and fundamental frequency is relatively high the advantage of OPPs is smaller, whereas in one case the efficiency remains the same as with SVM. Similarly, SHE can reach up to $3.2 \%$ improved efficiency at low switching-to-fundamental frequency ratios. However, as the ratio increases, SVM achieves the same or higher efficiency than SHE. Hence, based on the presented results, it can be concluded that the benefits of synchronous modulation are prevalent when the ratio between the switching and fundamental frequency is small.

## IV. Conclusions

In this paper, three different modulation techniques for electric automotive vehicles-namely synchronous modulation


Fig. 10: Experimental results for motor operation at $f_{1}=475 \mathrm{~Hz}, i_{d}=-10 \mathrm{~A}, i_{q}=10 \mathrm{~A}$.


Fig. 11: Experimental results for generator operation at $f_{1}=475 \mathrm{~Hz}, i_{d}=-10 \mathrm{~A}, i_{q}=-10 \mathrm{~A}$.
in the form of SHE and OPPs as well as asynchronous SVM—were experimentally assessed. The presented results demonstrated the advantages of synchronous PWM schemes in the lower-torque range. Specifically, OPPs can achieve the overall best performance at all operating points and switching frequencies in terms of current distortions, system efficiency and dc-link current ripple. Hence, thanks to OPPs, both the power converter and machine can be operated under less stress, thus improving their lifetime and decreasing the maintenance requirements. As shown in this paper, it can be concluded that synchronous modulation methods, and especially OPPs, constitute a relevant modulation strategy for drive trains used in automotive applications.
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