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ABSTRACT In this study, we focus on the unintended consequences of new technology
deployment for control-trust dynamics. When addressing these dynamics, managers and
management researchers often focus on consciously designed and implemented controls

and management actions that build, repair, or preserve trust. At the same time, unowned
processes — processes that have no single source or purpose — easily go unnoticed. These
processes may have effects that are inadvertent and sometimes detrimental. A close-up
ethnographic study of a technology deployment provides insight into the emergence of
unintended control practices and shifts in trust. Our findings demonstrate how deployment
of new technology prompted a shift in the loci and forms of control and how trust, suspicion,
and distrust surfaced asymmetrically as organizational members interpreted in different ways
how others were using the new technological features. These developments contributed to
the emergence of four unintended control practices: incidental monitoring, organizational
surveillance, individual concealment, and collective resistance. Our study highlights the

role of unowned processes in the control-trust dynamics and emphasizes that whether or

not control and trust are consciously addressed, both play interactive and evolving roles in
organizations.
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INTRODUCTION

It was on a Tuesday morning in 2017 when my colleague, an information security
expert, asked me to come to his desk. I walked over to see a graph showing the num-
ber of chats, calls, messages, and meetings of each employee in the organization we
were working for. A list below the graph showed the files each employee had accessed,
opened intranet pages, and chat channels used at any time, both during and outside
working hours. “‘Why do we see this?” he asked, and added, ‘We don’t need this data
for the sake of information security’.

Shortly after this, I learned more about how the I'T admin portal made it possible to
create an activity timeline for any individual user from login to logout. Hearing about
this, my colleague stated that “T'his surveillance — or even the mere possibility to mon-
itor [organizational members] — has a great influence on [the organization] and how
work is done here’. I agreed: I had always understood that technology can be used to
control a variety of activities, but the possibility of such wide-ranging surveillance of
employees and their conduct was confusing, to say the least.

Control-trust rescarch (Costa and Bijlsma-IFrankema, 2007; Long, 2021; Long and
Sitkin, 2018) has established that managers’ intentional attempts to adjust control and
trust impact the commitment, motivation, cooperation, and performance of organi-
zational members (den Hartog et al., 2002; Long and Sitkin, 2006). Managerial ef-
forts for control and trust are particularly important during organizational disruptions
such as the introduction of new technology (Gustafsson et al., 2021; Lines et al., 2005;
Nienaber et al., 2021). However, technology deployment also can have unintended
consequences for control-trust dynamics. Such consequences occur at all organiza-
tions, but easily go unnoticed. At the same time, they may cause notable damage or
lost opportunities if not addressed. As prior research has shown how new technol-
ogy may alter organizational control practices (de Vaujany et al., 2021; Sewell and
Taskin, 2015; Zuboff, 2015) and influence the development of organizational trust
(Hoddinghaus and Hertel, 2021; Holland et al., 2015; Nienaber et al., 2021), scholars
are now challenged to consider what unintended effects technologies may introduce at
the intersection of control and trust.

In this study, we focus on the unintended consequences of new technology deployment
for both control and trust and especially their dynamics, thereby looking beyond manage-
rial action for control and trust. Acknowledging that technology deployment represents
a breakdown in established organizational practices (Sandberg and Tsoukas, 2011),
we examine how it may initiate changes in the loci and forms of control (Sewell and
Taskin, 2015; Zuboff, 2015) and prompt shifts in trust — including development of sus-
picion and distrust (Bijlsma-Irankema et al., 2015; Gustafsson et al., 2021; Lines et
al., 2005). A close-up ethnographic study (van Hulst, 2008) reporting the experiences of
an information security (from here on, InfoSec) expert working at a financial organiza-
tion (FinCo; a pseudonym) provides insight into the emergence of unintended control
practices and shifts in trust.

Drawing from practice-oriented control research (Brivot and Gendron, 2011;
Sewell and Taskin, 2015; Zuboff, 2015), we approach control as a relational practice
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(Cooper, 2005) whereby organizational members regulate both their own behaviour and
that of others in relation to organizational objectives (Delbridge and Ezzamel, 2005).
For us, practices are not merely unrelated patterns of isolated and instantial behaviours;
instead, they are emergent and have circular causal effects. Following prior trust research,
we refer to #rust as a psychological state encompassing the intention to accept vulnera-
bility based on positive expectations regarding reliable conduct on the part of another
(Long and Sitkin, 2018; Rousseau et al., 1998). These expectations arise from positive
perceptions of the other’s ability, benevolence, and integrity (Mayer et al., 1995). In
contrast, distrust refers to an unwillingness to accept vulnerability owing to negative per-
ceptions and expectations of others’ abilities, benevolence, and integrity, as well as their
motives, intentions, or behaviours (Bijlsma-Irankema et al., 2015). Finally, we consider
suspicion to reflect a state of suspended judgement between trust and distrust (Capitano
and Cunningham, 2018).

Our study contributes to control-trust research (Costa and Bijlsma-Frankema, 2007;
Long and Sitkin, 2006, 2018) by highlighting unintentionality and emergence as rel-
evant aspects of control-trust dynamics. Shifting our gaze away from managerial at-
tempts to adjust control and trust, we illustrate how unintended control practices
emerge 1n unowned processes, that is, processes that do not have a single identifi-
able source or purpose and that may reflect a multiplicity of values (MacKay and
Chia, 2013). Distinctive to unowned processes is that they entail choice, chance, and
their unintended consequences, taking place of their own accord regardless of human
intentions and containing their own internal dynamics that no single actor controls
(Chia, 2014; Langley et al., 2013). Our study demonstrates that not all controls are
consciously designed and that awareness of their social interpretation and effects
may be quite limited — depending on the trust environment. We advance research on
control-trust dynamics (Long, 2021; Long and Sitkin, 2018) by explicitly including
unintended control practices and their trust implications in the discussions on control-
trust dynamics, and by showing the importance of unowned processes in parallel with
deliberate managerial action.

TECHNOLOGY AND CONTROL-TRUST DYNAMICS
Implications of Technological Developments for Control and Trust

Control-trust dynamics is one of the key mechanisms in organizations (Long and
Sitkin, 2006). As control and trust have multiple dimensions and occur at a number
of levels (Long and Sitkin, 2018; Weibel et al., 2016), their relationships are naturally
intricate. Control and trust are sometimes considered complementary and sometimes
substitutive; sometimes nearly inseparable, but in other instances barely connected
(Long, 2021; Mollering, 2005). This complex relatedness means that different forms
of control may promote or disrupt trust and distrust, or vice versa, to various extents
(Gillespie and Siebert, 2017; Long and Sitkin, 2006; Weibel et al., 2016). It also means
that disruptions such as technological advancements may initiate varying changes in con-
trol and trust, or their dynamics.
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Introduction of new technologies may free organizational members from spatial and
temporal constraints (Aroles et al., 2019; Puranam et al., 2014), altering organizational
control, and allow managers to provide autonomy, signifying trust in subordinates (Brower
et al., 2009; Colquitt and Rodell, 2011; Sitkin et al., 2020). Nevertheless, technological
changes also increase uncertainty. Technology may lead to ‘reordering of control’, in
which control takes new forms and is enacted by different actors to different extents
than before (Sewell and Taskin, 2015, p. 1525; see also Chown, 2021; Zuboft, 2015,
2019). Practice-oriented studies have suggested that the locus of control can shift such
that control is exerted horizontally, outside managerial gaze (Ball and Wilson, 2000;
Sewell, 1998), with colleagues and peers acting as surveillance agents both intentionally
and unintentionally (Bauman and Lyon, 2013; Brivot and Gendron, 2011). Independent
of locus, studies have reported an increasing variety in the forms of control, including
peer monitoring (Brivot and Gendron, 2011; Loughry and Tosi, 2008) and technological
surveillance (Newlands, 2021; Zuboff, 2015).

While monitoring and surveillance carry various meanings (Lyon, 2001; Stanton, 2000),
we define monitoring as viewing, observing, and keeping track of an activity or condition
using instruments that have no effect on what is being monitored, and surveillance as a
more pervasive activity involving continuous (also retrospective) observation to gather
information and direct someone and/or something. We consider monitoring and surveil-
lance inherently neutral (Lyon, 2001), although we acknowledge that they typically are
contrasted with privacy and freedom (Aroles et al., 2019; Zuboff, 2015) and often carry
negative connotations rooted in managerial pessimism about the controlees’ intentions
and behaviours (Sitkin et al., 2020).

How technology 1s used also has implications for trust (Gustafsson et al., 2021;
Héddinghaus and Hertel, 2021; Thielsch et al., 2018). Technological advancements
have been connected to shifts in managers’ trust in employees, employees’ trust in their
peers, managers, and organizations (Holland et al., 2015; Long and Sitkin, 2018; Searle
et al., 2011), and trust in technologies (Hengstler et al., 2016; McKnight et al., 2011).
When organizational members learn to use and cope with new technology, they need to
be willing to feel vulnerable and develop positive expectations that it will lead to better
outcomes and not harm them or their organizations (Nienaber et al., 2021). Importantly,
organizations run notable risks when they fail to acknowledge the changes in organiza-
tional culture that come with new technology deployment (see Lessig, 2006). Individuals’
attempts to cope with the changes brought about by technology may prompt colliding
interpretations and views between managers and employees, resulting in employees’ un-
willingness to cooperate, problematic behaviours such as vigilantism, or suspicion and
distrust (Cui and Jiao, 2019; DeCelles and Aquino, 2020; Serensen et al., 2011). For
example, information security may be perceived in quite divergent ways (Hedstrom et
al., 2011; Janssen et al., 2020; Rainer Jr et al., 2007).

Among the unwelcome outcomes, distrust i3 particularly problematic. Distrust is con-
sidered to persist in a self~amplifying cycle across an organization (Bijlsma-Frankema et
al., 2015; Serensen et al., 2011), fed especially by perceptions of value incongruence,
the belief that others hold incompatible values (Guo et al., 2015; Sitkin and Bijlsma-
Frankema, 2018). Trust, suspicion, and distrust may evolve unevenly — generating trust
asymmetries across an organization as individuals experience varying access, exposure,
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and insight to changes and interpret the changes in different ways (Gillespie and
Siebert, 2017). Because of the differences in individual experiences and interpretations,
managers may not be able to identify the reasons for distrust (Gillespie and Siebert, 2017;
Sitkin and Bijlsma-IFrankema, 2018) or the point at which suspicion or low-level trust de-
teriorates into distrust (Bijlsma-Irankema et al., 2015), which makes distrust challenging
to prevent or repair.

Addressing the Changes Brought by Technology

Acknowledging the need for managerial attention and action, existing studies provide
insight into managerial efforts to influence control and trust (Long, 2018; Reed, 2001;
Simons, 1994; Sitkin et al., 2020; Whitener et al., 1998), including the effects of techno-
logical changes on control and trust from the managerial point of view (Hoddinghaus
and Hertel, 2021; Holland et al., 2015; Nienaber et al., 2021). However, limited attention
has been paid to emergence and unintentionality in control-trust dynamics. New tech-
nologies have been noted to come with unplanned consequences (Lessig, 2006) and they
may hence alter control-trust dynamics in unexpected ways. For example, they entail
risks such as ‘surveillance creep’, where technologies are used for wider surveillance than
initially intended (Ball, 2010). As a result, organizational members may accept necessary
aspects of technological control, but simultaneously experience suspicion and distrust due
to increasing vulnerability (Nienaber et al., 2021; Sitkin and Bijlsma-Frankema, 2018)
and oppose more intrusive components through avoidance, obfuscation, and resistance
(Newlands, 2021).

We argue that process organization research (Chia and Holt, 2006; MacKay and
Chia, 2013) provides useful starting points to understand and address emergence and un-
intentionality in control-trust dynamics. This research highlights the role of unowned pro-
cesses that do not have a single identifiable source or purpose (MacKay and Chia, 2013)
and unintended practices that are not purposeful and goal-oriented, but adaptive and
emergent, as outcomes of unowned processes (Chia and Holt, 2006). Drawing on these
discussions allows us to capture consistent patterns (rather than instantial behaviours)
of organizational action and reaction that occur also beyond intentional and formal
practices. Hence, we argue that this view offers a more comprehensive account also on
how control-trust dynamics evolve. These aspects form a central part of our empirical
examination.

EMPIRICAL INSIGHTS — INTRODUCTION OF NEW TECHNOLOGY
Research Design

Our study draws from close-up ethnographic material (Jarventie-Thesleff” et al., 2016;
van Hulst, 2008) collected by one of the authors, a field researcher who worked at the
research site, FinCo, as an information security (InfoSec) expert when new technology
was being deployed. The materials offer insight into a role of organizational actors who
lack direct supervisory authority over employees but yet have a position to exert control,
thereby allowing examination of diagonal control (next to its vertical and horizontal
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forms). The material also contains discrete observations of various professional groups,
which has been found valuable in studies on the development of distrust (Bijlsma-
Frankema et al., 2015). These materials provide a rare real-time view of how change
unfolded in an organization, avoiding the limitation of having retrospective material only
(see Bijlsma-Irankema et al., 2015; Gustafsson et al., 2021). While ethnography does not
allow establishing definite causal relations, it 1s considered useful in studying the fluidity
of organizational processes (Emerson et al., 1995; van Hulst et al., 2017). Our empir-
ical material captures the chronological unfolding of relevant events, revealing shifting
control-trust dynamics and the emergence of unintended control practices.

Collection of Empirical Material

The analysed empirical material is part of a wider ethnographic work conducted by
the field researcher on information security policy implementation. It consists of exten-
sive field notes (comprising both direct observation notes of speech and occurrences, and
the field researcher’s personal notes entailing interpretation of various encounters), documen-
tation from official meetings and workshops, and group and individual interviews (see
Appendix). The field researcher spent over a year during 2016—17 working as an InfoSec
expert at FinCo, returning later to the organization in 2018 and 2019.

We focused on the materials collected during an eight-month period in 2016 and 2017
when the new technology was deployed. During this period, the field researcher spent from
one to three (most often two) days per week at FinCo, doing her work, listening to peo-
ple, collaborating with them, and observing organizational members and their practices at
meetings, workshops, and lunch and coffee breaks (see Ingold, 2014). An announcement
made in the organization and reminders in interviews ensured that the employees of the
organization were aware that the field researcher was also conducting research.

The time spent at the organization allowed the field researcher to gain an intimate
understanding of daily activities and practices at FinCo. Her tasks as an InfoSec ex-
pert connected her to various organizational members, enabling her to observe their
behaviours and learn about their perceptions and attitudes. From her expert position, the
field researcher was able to closely follow the adoption of new technology and its effects.
She had access to sensitive information and took part in organization-level meetings
related to control, monitoring, and the breadth of surveillance. The field researcher also
used and evaluated the technology from the InfoSec perspective. Observation initially
focused on information security practices pertaining to adoption of the new technology.
As the project continued, feelings, experiences, and actions related to control became vis-
ible, including indications of trust. These developments were recorded in the materials,
providing unique real-time insight.

Research Context: Introducing New Technology in a Financial
Organization

FinCo is a large financial services provider that offers wealth management solutions
in Finland. FinCo has a results-oriented culture where hard work is appreciated.
Although FinCo operates in a highly regulated field, management does not monitor
how employees achieve their objectives and exerts control only if expectations are not
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met. This is part of the company’s culture and typical of corporate culture in Nordic
countries that score high in general trust (see Bernstrom and Svare, 2017). Reflecting
the high-trust environment, FinCo has received an external commendation for its
employee friendliness.

In the financial service industry, information security is an integral issue. Despite the
generally high levels of trust, in the past company personnel were expected to work at
FinCo’s offices to reduce the risk of data breaches. Use of the intranet and internal com-
pany I'T systems was technically possible only inside the offices. Working from home or in
the public sphere was also prohibited by company policy. Phone calls and limited access
to email were the only communication methods outside the offices.

In 2016 FinCo’s top management decided to provide employees with tools for work-
ing outside office spaces and pursued increased overall productivity by introducing a
cloud-based technology platform, Microsoft Office 365 (0365), offering intranet, ex-
tranet, office tools, email and various other communication tools (see Table I) on a server
accessible from outside the office.

Table I. The technological context: deployed O365 tools

Tools introduced
with 0365 General purpose of the tool Use at FinCo
Email and Communication and collaboration Email was used to send messages in a
shared fashion similar to the email system
spaces used before introduction of O365.
Shared spaces provided organizational
members with the ability to share and
work jointly on documents and other
materials.
Skype/ Communication and collaboration tool (later ~ Skype and Teams were used to commu-
Teams replaced by Teams and similar solutions). nicate with others and share materials.
They were also used to observe other
users’ presence and activity.
Delve Tool used for searching information across Delve provided FinCo’s employees with

0365 applications. the ability, for example, to search for
documents and people in their or-
ganization and a means for employees
to see on which (parts of) documents
their colleagues (and customers) were

working on.

Admin portal

The 0365 admin portal offers a view of the
applications introduced and insight into
the types of activities employees and man-
agement conduct with O365 applications.

It offers a view, for example, on how many
people communicate with Teams, how
many meetings a particular employee
organizes and participates in. It shows
statistics on chat communications.

I'T experts used the Admin portal to
observe the use of applications and to
track possible technological problems.
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At the time of the technology deployment at FinCo, many organizations were mov-
ing from local to cloud servers, and security concerns were raised on many fronts
(Stieninger et al., 2014). On the other hand, the overall benefits of cloud comput-
ing had been acknowledged both generally, and at FinCo. Deployment at FinCo ap-
peared to entail a relatively straightforward change from one technological solution
to another; beyond increasing temporal and spatial freedom, no notable alterations
were expected in core tasks or organizational relations. Table II summarizes the key
changes in the methods and contents of work that resulted from introduction of the
new technology.

The technology deployment affected organizational members in different ways. FinCo
has specific organizational groups that have distinct expertise, are responsible for varying
organizational functions, have diverse daily practices, and played different roles in O365
deployment: Top management (responsible for strategic decision-making), experts (InfoSec
and IT experts), professionals (financial and legal), and operational employees (customer
service). While management made the decision to deploy the technology in line with the
objective of improving performance, the I'T and InfoSec experts had the goal to make
sure that the change was efficient and safe, and were assigned the tasks of implementing
the changes in technology and in company policy, respectively. Professionals and customer

Table II. Changes in the organizational context resulting from O365 deployment

Change domain ~ Before technology deployment — New technology deployment After technology deployment
Places of Work was done at the 0365 allowed access to email, Most of the professional
working office spaces using I'T intranet, and different work is independent

systems and tools that collaboration tools from of place.
allowed access only anywhere. Customer service still
from the office spaces works from the office
and within normal of- space.
fice hours.
Working Most work was done dur- 0365 allowed access to email, Some work is independ-
times ing office hours. intranet, and different col- ent of time;
laboration tools at all times. Working time is de-
termined more by
customers’ needs.
Transparency ~ Employees mostly saw 0365 offered various collabo- Employees could not
to others’ the end products or ration tools (Skype, Teams, only on the end
work results of others’ work. shared virtual spaces, Delve) products or results of

that allowed employees to
work simultaneously on dif-
ferent documents (e.g:, con-
tracts, customer information)
and provided transparency to
see who is working on what
(a document or a specific
part of a document, for
example) and when. Online
presence became visible.

work, but also others’
intermediate outputs
and work processes.
Contents, times, and
ways of working were
also visible. The vis-
ibility extended also
beyond the organiza-
tion’s boundaries (to
customers).
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service employees were expected, and trusted, to continue their work, now aided by O365.
Table III provides an illustrative summary.

Analysis of the Empirical Material

Before the actual analysis of the empirical material, the field researcher constructed a
chronological timeline (see Langley, 1999) to map out the key events in the process of
deploying O365 at FinCo. The timeline describes the main events related to deployment
of the new technology, highlighting the point of view of information security (Figure 1).
The timeline and context descriptions provided by the field researcher provided the re-
search team a first view to the unfolding of events. It also served as a point of reference
at later stages of analyses.

In the early stages of our study, we faced a practical challenge. Some ethnographic
material was confidential and could not be shared fully with the research team. The field
researcher removed confidential parts from the raw records and provided the rest of the
materials to the other authors.!! To compensate for this, we had extensive iterative discus-
sions and email communication about the observations and interpretations. We engaged in
varied interaction that contributed to team sharing and allowed more thorough compre-
hension (Jarzabkowski et al., 2015). While the field researcher was immersed in the case, the
other authors zoomed out analytically on the empirical material (Nicolini, 2009), producing
new insights, asking questions, and challenging each other’s interpretations (see Chang et
al., 2016). This allowed extracting more details, such as information on the backgrounds and
education of representatives of organizational groups.

The interaction also prompted a shared shift from the focus on information security
to control and trust, and to more specific themes. While control emerged as a central
issue during our first reads of the materials, with recurring references to monitoring
and surveillance, when we later returned to the material to comprehend the reasons
behind the emergence of control practices, a few significant individual notions directed
our attention to suspicion and trust. There also were instances pointing to distrust as an
implicit phenomenon. Examining how control practices emerged at FinCo became the
focus of our analysis. The teamwork helped overcome the limitations of potentially self-
absorbing autoethnography (Chang et al., 2016) and enabled us to gain an understand-
ing of local practices and context while still preserving the richness of the ethnography
(Jarzabkowski et al., 2015; Nicolini, 2009).

Our analysis followed an abductive, iterative approach, moving between empirical ma-
terials and theory (see Gustafsson et al., 2021; Jarzabkowski et al., 2015). To obtain an
overall understanding of the nature and contents of the materials (Emerson et al., 1995;
van Hulst et al., 2017), all authors read the records multiple times. When analysing the
material, attention was paid to some records being objective accounts of occurrences,
and others comprising subjective insights. Two authors conducted an independent the-
matic coding: The field researcher coded the full empirical materials, and another author
did the same except for the confidential parts. The coding framework was developed in
collaboration between these authors, first staying close to the material, and then ordered
and aggregated to higher levels, informed by the existing literature and negotiated by the
entire author team (see Gioia et al., 2013). Comparisons of code patterns did not indicate
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Table III. Backgrounds of organizational members and roles in the new technology deployment

Before technology During technology
Organizational groups deployment deployment Afier technology deployment
Top management (four involved ~ Directing work by Responsibility for mak-  Directing work by

in the deployment)

» Higher education
in business admin
and economics and
finance; long-term
practical experience

* focus on efficiency

Information technology (IT)
experts (ca. ten involved in
the deployment)

* Engineers with higher
education and train-
ing in information
and communication
technologies

* focus on efficacy

Information security (InfoSec)
experts (C1SO and four
experts)

» Engineers with
higher education and
training in commu-
nications technology,
industrial economics,
and with InfoSec
certifications

* focus on threats to
data integrity and
privacy

Financial professionals (ca. 100)

* Higher education
in finance, business
admin, economics,
industrial economics;
experience in banking

Legal professionals (ca. 10)

* Highly specialized
and experienced law-
yers (university degree
in law in line with
formal requirements)

* focus on efficiency

monitoring and
managing work
output

I'T administration

Planning and execut-
ing InfoSec meas-
ures for preventing
data breaches (e.g.,
with strict InfoSec
policy by limiting
employees’ access
to company infor-
mation outside the
office and by regu-
lating technologies
such as firewalls
and antivirus
software)

Conducting the core
functions of FinCo;
Providing services
to the customers of
FinCo; Accessing
and handling a va-
riety of documents
and materials
entailing confiden-
tial and sensitive
information.

ing the decision to
deploy the new tech-
nology; Mandated

IT experts to carry
out deployment in
practice; Allocated as-
sessment of informa-
tlon security issues to
InfoSec experts

Ensuring that the
technological infra-
structure works in a
purposeful manner;
Did the deploy-
ment and technical
adjustment work in
practice?

Preservation of
the confidential-
ity, integrity, and
availability of
information;

Were assigned to
evaluate the new
technology from the
perspective of infor-
mation security.

Adopted O365 as one
of the key tools;

Started working
outside of the firm
premises.

monitoring and man-
aging work output;
Embracing and en-
dorsing the flexibility
of work allowed by
the new technology

I'T administration

and monitoring

of technology use;
Using O365 in their
tasks and in general
communication and
collaboration

Planning and execut-

ing InfoSec measures
for detecting data
breaches;

Using O365 in their

tasks (information
security solutions
embedded in the
organization’s normal
communication

and working tools);
Evaluation of 0365
InfoSec risks consider-
ing the contexts and
means of working.

Conducting the core

functions of FinCo;
Providing services

to the customers of
FinCoj Accessing and
handling a variety

of documents and
materials entailing
confidential and sensi-
tive information.
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Organizational groups

Before technology
deployment

During technology
deployment

After technology deployment

Operational level, customer
service employees (ca. 40)
e Varying education,
training and experi-
ence mostly in busi-
ness administration

Providing customer
services; The work
requires their pres-
ence on the firm’s
premises and they
had regular work-

Handle the routine
practicalities;

The systems that they
used were trans-
ferred to O365 with
all other groups, but

The work continued to

require their presence
on the firm’s premises
and they had regular
working hours, also
after the technology

ing hours. the change was not deployment
particularly visible.
12017
New work practices <2017
11/2016 begin to emerge
among legal and 32017 CISO presents
0365 business case financial external law firm’s
highlights the professionals. Additional anecdotes opinionand a
importance of ofhow 0365 has document that
enabling work 2/2017 changed employees’ explains 0365 in
from anywhere. work. Head of HR -
Anecdotes of how emphasizes that representative 2019
0365 has eased employees are happy meeting. Employee
12/2016 legal profs’ and as they can work representatives - FinCo hires an
) ) financial profs’ from anywhere. Head comment that information
0365 is talvteu into (project managers’) of compliance employees are security specialist
use. Working work by allowing highlights how 0365 catisfied with with legal
outside offices observing and has enabled Legal 0365 education
becomes possible. monitoring of profs to work more .
| others’ work efficiently. ’
® | > ad
112016 12017 22017 32017 42017 62017
Management InfoSec experts InfoSec experts InfoSec expéﬁs calla External law ﬁfm is Field researcher
mandates CISO finish the gain awareness of workshop with IT to contacted, and it tests how much IT
and four InfoSec information monitoring better m?ders'tanc.l .declares 0365’s can see from O365:
experts to conduct security policy features; 03657 implications lm.cht on employees® 10 detailed ’
an information based on their consideration of and figure out ways privacy lawful and information is
security assessment assessment the need to adjust fo manag.e y ac(éeptable c‘m grounds available to IT
of 0365. user rights to meet information security; of information
with the InfoSec experts start security. CISO wants
information to change their to explain to everyone
security policy practices to hide their how 0365 can'be and
(basis to work from others and cannot be used;
understanding to alter information InfoSec change the
0365°s available through configurations to limit
implications) 0365. surveillance.

Figure 1. Timeline of the main events; Information security perspective

problems with code definitions or interpretation, although there were a few instances
where the field researcher needed to provide additional information to complete the cod-
ing. For example, those parts of the material containing jargon (e.g., InfoSec-specific ab-
breviations) were left uncoded until the field researcher explained what they meant. Some
recoding was done during reporting the findings; the first round of coding led to identify-
ing three control practices, but later the last one was split in two (see Grodal et al., 2021).
The resulting data structures (see Gioia et al., 2013) are shown in Tables IV and V.

The data structures revealed differences and similarities across the organizational
groups (for example, differences in the ways the groups balanced the benefits brought
by technologies with risks, and groups’ varying attention to and awareness of control
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Table IV. Unintended control practices

P. Hurmelinna-Laukkanen et al.

Lllustrative quotes

Interpretations of observa-

Aggregates 2nd order codes I* order codes (direct observation) tons (implicit denotations)
Incidental Monitoring oth- Professionals An IT project See Vignette #1;
monitoring ers” work habits checking when manager had the ‘Skype shows who’s
coworkers habit of check- online’ (Interviews;
are logged in; ing from Skype Fin prof)
IT experts which of his
observing their colleagues work
coworkers’ during weekends’
work habits and (Observation
online presence notes);
in real time
Monitoring Professionals ‘Earlier, I did not See Vignette #1
(changes in) checking know if my
contents of which docu- colleagues or
work ments others contract partners
(peers, custom- had done changes
ers) worked in the contract as
on and how; agreed or when I
looking up could get it back’
other people ... ‘[now] Delve
shows all changes’
(Observation
notes; Quote/
Legal prof).
Organizational ~ Surveillance of IT experts ‘[An I'T expert] See Vignette #2
surveillance the function- continuously introduced
ing of the observing the graphs that they
technology frequency and produced. Those

Surveillance of
organizational
members’
activities

extent of ap-
plication use

IT experts using
admin portal
to keep watch
over individu-
als; checking
the purpose of
application use

showed how
many employees
had been using
Teams, how (chat,
calls, meetings),
and how often’
(Observation
notes).

‘One I'T expert

demonstrated
how he could
reconstruct work
done by an indi-
vidual employee
on any single
day’ (Observation
notes).

See Vignette #2
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Table IV.  (Continued)

13

Lllustrative quotes
(direct observation)

Interpretations of observa-
tions (implicit denotations)

Aggregates 2nd order codes 1" order codes
Individual Avoiding the use InfoSec experts
concealment of technology not opening

shared docu-
ments; reducing
use of technol-
ogy; stopping
use of email

Using tactics InfoSec experts
that obscure hiding their
patterns of work habits;
technology use using technol-

ogy irregularly

to make it dif-
ficult for others
to interpret
what they are
doing

Collective Resisting unin- InfoSec experts
resistance tended use of searching for
technology information
on appropriate
monitoring
and surveil-
lance; calling
attention to
their privacy
concerns

Regulating tech- InfoSec experts
nology use setting restric-
tions to use of
technology for
surveillance
purposes

‘[InfoSec expert]
said that he
logs out so that

See Vignette #3; ‘I
decided that I would
not download docu-

he would not

ments that I do not

be spied on’
(Observation

notes).

‘Skype really allows
you to see who
is online, but
can you really
draw conclusions
on the working
habits of others?’
(Field researcher’s
personal notes).

‘CISO highlighted
that it is impor-
tant to inform

absolutely need’
(Field researcher’s
personal notes).

See Vignette #3; ‘[An
InfoSec expert]
joked about how
he will stop using
Skype; he told that
he will log out from
Skype for the week-
end, when he was
planning to do some
work’ (Observation

notes notes).

See Vignette #3;
‘CISO had con-

tacted I'T managers

everyone about
0365 features’

(Observation
notes); “This
needs to be told
to the [top man-
agers]. This kind
of surveillance
cannot be justi-
fied” (Interviews/
InfoSec expert).

‘We tightened [by.
changing the con-
figurations] the

approach with
regard to I'T ex-

perts so that their
activities could
be seen later on
if misconduct
from their side
was suspected’
(Field researcher’s
personal notes).

and discussed the
unauthorized de-
ployment of Teams
and the admin por-
tal.” (Observation
notes)

See Vignette #3
‘Beyond fixing I'T
problems, no sur-
veillance is allowed’
(Observation notes;
Quote/CISO).
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In the Riptide of Control and Trust
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influences) and helped us situate emergence of control practices and indications of trust,
suspicion, and distrust on a timeline, revealing the unfolding of control-trust dynamics.m
Providing us with further tools for understanding the control-trust dynamics, and the
nature and occurrence of control practices, the field researcher wrote vignettes that de-
scribed situations where the practices were particularly explicit. This recontextualization
facilitated our understanding of the developments.

Findings

Our findings demonstrate how deployment of the new technology altered control-
trust dynamics and resulted in the emergence of unintended control practices. The
technology deployment initiated changes in the loci and forms of control (Brivot and
Gendron, 2011; Sewell and Taskin, 2015) and shifts in organizational trust (Bijlsma-
Frankema et al., 2015). Reflecting emergence, new control practices arose in different
parts of the organization. Indications of developing trust asymmetries — the emergence
of suspicion and distrust in some parts of the organization, amid a general prevalence
of trust — and the related differences in attention to control influences further led us to
conclude that many reactions were not intended. Below, we first describe the unintended
control practices that emerged during and after introduction of the new technology. We
then discuss the emergence of these practices in the light of trust asymmetries, explicat-
ing their intertwined development.

Unintended practices of control. Our ethnographic material pointed toward emergence of
four unintended control practices at FinCo: ncidental monitoring, organizational surveillance,
individual concealment, and collective resistance. Incidental monitoring and organizational
surveillance appeared to arise as direct and early results of technology development, while
practices of concealment and resistance emerged only later as organizational members
reacted to the unfolding of events. The following discussion and vignettes describe their
main elements and features from the perspective of the field researcher working in the
capacity of InfoSec expert.

Incidental monitoring 'The first vignette shows how at FinCo the introduction of new
technology provided organizational members with a real-time view of others’ work,
enabling monitoring among those using the same applications, including other employees,
managers, and FinCo’s customers. Incidental monitoring as a control practice at FinCo
comprised (1) monitoring the work habits of other organizational members, and (2) monitoring the
(changes in) contents of work (see Table IV).

Especially FinCo’s legal and financial professionals took notice of work-related behaviours
such as the timing and duration of online presence of those working on the same tasks.
Likewise, they checked changes others made in shared documents and in this way observed
what others considered important. All organizational members could see who was pres-
ent online, which logically meant that they also knew they could be monitored themselves.
The employees also discussed monitoring openly; “I'wo I'T experts noted they had seen the
same person online on Saturdays. That means that they log into Skype themselves during
weekends to see who is online’ (Field researcher’s personal notes). Although monitoring was
generally infrequent, in some cases it became relatively extensive.

© 2022 The Authors. Journal of Management Studies published by Society for the Advancement of Management Studies
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Vignette #1: Mike 1s one of FinCo’s lawyers who works on supplier and partner contracts.
I was working with Mike on a contract document, when he told me that he had found
Delve to be a great tool for checking whether a colleague or an employee of a partner
was working on a contract draft. ‘Delve tells you who has been working on a shared doc-
ument’, he explained, and continued: “That’s very practical as now I know when others
are really working and when they are not’. Mike further told me that seeing what others
were writing in the shared document gave him information about what the others saw as
important. I was surprised because I only learned about Delve now.

Later on, I learned more about the possibilities in O365. Tina, a financial professional,
mentioned over coffee that she was worried about her team leader because he seemed
to be working from 6am to 10pm. Tina had gathered this information by opening her
Skype client, checking who was online and when, and recording the information on an
Excel spreadsheet.

These instances left me with mixed feelings. I trusted that the employees had good in-
tentions, but I could not understand why they keep track of others’ work to this extent.
Somehow, I know that they are doing it for work efficiency and/or out of genuine con-
cern for colleagues, but I still felt that it was not right.

Incidental monitoring emerged gradually as organizational members learned what
0365 enabled them to do. Initially, management was unaware of this practice devel-
oping in FinCo. The monitoring seemed to be benevolent (e.g., showing concern for
peers’ well-being) and task-oriented: ‘[the legal professionals] highlighted how much this
helps them understand the customers and allows them to find new ways to interact with
them’. (Observation notes). Importantly, the monitoring function of O365 was used be-
cause it could be used, rather than having a specific reason; the organizational members
did not set out to monitor each other but ended up doing so more and less consciously.
Eventually, monitoring others seemed to become such an everyday practice that it could
be brought up in coffee-table conversation.

Organizational surveillance. Organizational surveillance as a control practice differed
from incidental monitoring with regard to its coverage and its continuous and covert
nature. While surveillance was partially horizontal and entailed a vertical (bottom-
up) aspect, it emerged mainly diagonally; the I'T experts’ role and de facto ability
to enact control and hence influence other organizational members emerged from
the sidelines, without a supervisory position or authority. At FinCo, organizational
surveillance comprised observing (1) the functioning of the technology and (2) organizational
members” activities. Notably different from the tools of incidental monitoring that were
visible to organizational members, surveillance took place without those observed
being aware of it. The I'T experts collected and processed data from all organizational
members to manage the functioning of 0365, using tools visible only to themselves.
Based oninformation compiled over time, they had an expansive view of organizational
members’ online activity.

Reflecting the covert nature of organizational surveillance, outside the group of IT
experts, it went unnoticed until the InfoSec experts started to pay attention to how legal

© 2022 The Authors. Journal of Management Studies published by Society for the Advancement of Management Studies
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and financial professionals used the applications for monitoring. Motivated by the need
to understand the technology’s information security risks, InfoSec experts set up a meet-
ing with I'T experts to inquire about 0365 features. The discussions revealed that the I'T
experts could carry out organization-wide surveillance and showed the extent to which
some of them already used these features. The following vignette describes this.

Vignette #2. The chief information security officer (CISO) had been informed that
employees had adopted a new O365 application, Teams, that had not been authorized
by management or assessed by us for information security attributes. He was puzzled
about how this had happened and wondered out loud in a meeting how many em-
ployees were already using the application. Two I'T experts responded: ‘We can see
how many people use it and how often’. They presented reports that gave detailed
information about when an employee had used the tools, how many messages he or
she had sent, and over which channels and how many meetings the employee had
attended each day. The I'T experts were excited to show us how they could reconstruct
any employee’s working day from the small signals gathered by the system. I was con-
cerned about what I had seen. I realized that as O365 was becoming central for the
FinCo employees’ work, the I'T experts could monitor everyone’s behaviour from the
time they logged in to O365 until the time they logged out.

Like monitoring, organizational surveillance seemed to develop unintentionally as part
of work: ‘I'T experts had not known about the technology features allowing monitoring
and surveillance in advance’ (Observation notes). The InfoSec experts understood that
surveillance by I'T experts was meant to ensure the overall functionality of the O365 in
the organization and that it mainly focused on the extent and frequency of application use
(see Table IV; Surveillance of the functioning of the technology). However, the new tools
also enabled surveillance of individuals and might allow sensitive information to be viewed
externally ("Service providers might have access to the information’; Observation notes).
For InfoSec experts focused on security and privacy these capabilities posed real risks.

Indwidual concealment and collective resistance. 'Two practices developed among InfoSec experts as
they realized that the new technology features had increased uncertainty and vulnerability
by enabling incidental monitoring and organizational surveillance. As a consistent reaction
to the increasing risk of breaches of privacy, InfoSec experts first engaged in ndiwidual
concealment, which comprised (1) avoiding use of technology and (2) using tactics that obscured
patterns of technology use. InfoSec experts’ early reaction was to move themselves away from
the monitoring and surveillance. A second practice, collectve resistance, emerged later as
InfoSec experts understood what the newly emerging practices meant for the organization.
Collective resistance involved (1) resisting unintended use of lechnology and (2) regulating technology
use. In contrast to concealment — which was accomplished by self-regulation — collective
resistance, characterized by explicit protesting, was intended to influence the behaviour
of others. Collective resistance also emerged as a form of diagonal control, with InfoSec
experts playing a central role in its emergence.

InfoSec experts realized that they did not have enough understanding about O365 to
protect either the confidential information of FinCo or the privacy of the organizational
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members. ‘We discussed the technology. “How do we manage information security for all
the data and information if we don’t even know what services the technology entails?””’
(Observation notes; Quote/InfoSec expert); ‘[An InfoSec expert] had been studying the
configurations and he was entirely unsure of what information is collected’ (Observation
notes). To cope with the vulnerability, the InfoSec experts increasingly started to avoid
using applications altogether, or deliberately used the technology in ways that would
conceal their actual activity (see Table IV).

Not knowing who was observing whom and when surveillance occurred seemed hard-
est for the InfoSec experts to accept. They were concerned about how the new technol-
ogy would be used and how the information retrieved from use of the technology would
be interpreted: ‘I am completely stunned to see the Admin portal [...] I can’t help but
wonder how privacy regulation correlates with this’ (Field researcher’s personal notes).
Eventually, InfoSec experts started to collectively resist the emerging monitoring and
surveillance by explicitly calling attention to their concern and by initiating concrete
changes in the organization to limit the use of surveillance-enabling features of 0365
(see Table IV). The final vignette describes these developments.

Vignette #3: John, an InfoSec expert, was upset after the discussions with the I'T" experts:
“Shocking! I can only think of how to stop those I'T guys from seeing my workday’”
(Interview/InfoSec expert). I saw him engaging in an extensive search for more informa-
tion about the technology’s features. He also began to deliberately disconnect from Skype
every now and then to ensure that ‘he could not be spied on through it’ (Observation
notes). He also told me that he always disconnected when he worked long hours on
weekends. Anders, another InfoSec expert, shared John’s concern about the monitoring-
enabling features. He began studying the artificial intelligence attributes of O365 because
he was sure that there were features that he did not know about or could not understand.
He was concerned of how data about his work on O365 was used by the service provid-
ers, worried that surveillance could in this way extend beyond FinCo. He became reluc-
tant to use O365 at all. Having similar concerns, ‘the CISO repeatedly noted that I'T has
a huge responsibility and highlighted that I'T" experts in their role as I'T" experts have a lot
of information on the users of the technology’ (Observation notes). I also found it disturb-
ing that I'T experts, or anyone with their access rights, could reconstruct my working day
from the signals of my O365 usage. I had a hard time comprehending that this kind of
surveillance would be justified. A problem was that management seemed to be reluctant
to make any changes even if we tried to explain them the risks. In the end, we collectively
decided to make configurations on O365 that would restrict what I'T" could do with the
technology.

InfoSec experts’ growing concern led them first to evade monitoring and surveillance that
made them feel personally vulnerable and that they professionally considered problem-
atic. As they shared their concerns among themselves, they became increasingly aware of
the risks of internal and external surveillance and privacy breaches. Even if no malevo-
lent behaviour or abuse of the system had been observed, InfoSec experts considered the
risks of these too high.
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Individual concealment and collective resistance contrasted with the management’s
idea of increasing flexibility. These practices also were somewhat counterintuitive
considering InfoSec experts’ responsibility to secure the integrity of information; these
practices posed limitations not only to others’ use of technology, but to InfoSec ex-
perts” own work, which benefitted from monitoring and surveillance-enabling features
in detecting information security violations. However, these practices, too, inherently
reflected benevolent intent; the ultimate motivation was to protect the organization
and its members.

The nature of the emergence of unintended control practices. Although the new technology was
deployed to add flexibility and autonomy, and although management rejected its use
as a tool for managerial monitoring and surveillance, organizational control did not
diminish. Instead, unintended control practices emerged through seemingly minor
but consistently recurring encounters between vertically, horizontally, and diagonally
connected (groups of) organizational members, and the changes in perceptions and
behaviours that took place as a result. That is, unintended control practices emerged
not guided by anyone specifically, or with any specific purpose. The features of
0365 were used because of they could be used. Hence, the managerial choice to
deploy new technology, mixed with the unexpected uses of the technology and the
various reactions of different organizational members, influenced the emergence of
unintended control practices. To understand these issues better, we next elaborate
the differences among organizational groups regarding developments of control and
trust.

Trust and control in different organizational groups

As organizational groups within FinCo had varying roles in the deployment of the tech-
nology, they experienced the change differently. Analysis of these differences revealed
important aspects of control-trust dynamics during and after new technology deploy-
ment. In particular, the differences between the groups indicated how trust, suspicion,
and distrust developed unevenly in the organization, generating trust asymmetry that
contributed to the emergence of the unintended control practices. Table VI provides an
overview of these aspects.

Management. As the new technology was introduced, top management explicitly expressed
their goal to increase employee autonomy: “lTop management was determined to make
the corporate culture less controlling’ (Observation notes). Managers’ statements
reflected trust in their employees: “There are risks in remote work. I fully trust our
employees, so I do not think these risks are relevant’ (Interview/HR manager). Similarly,
management trusted the experts to take care of many important tasks, providing them
with control over these: ‘IT worries about the IT risks’ (Interview/Top-manager); ‘[An
InfoSec expert] knows about [information security] issues’ (Observation notes; Quote/
Top-manager).

Management repeatedly accentuated the benefits of the new technology, focus-
ing their attention on positive feedback (see Table V; Positive expectations). Managers

© 2022 The Authors. Journal of Management Studies published by Society for the Advancement of Management Studies
and John Wiley & Sons Ltd.



In the Riptide of Control and Trust 21

Table VI. Summary. Control and trust in different organizational groups

Attention to - Ability to enact
Organizational — influence of ~ control through — Attention to control

group technology technology wnfluences Changes in trust New control practices
Management  Yes Yes, but Low. Increased No. Signalled None
declined when InfoSec trust by add-
experts raised ing flexibility
concerns
Legal and Yes Yes No No Monitoring
financial
professionals
Customer No Yes, but not No No None
service compre-
hended or
realized
IT experts Yes Yes No No Monitoring and
surveillance
InfoSec Yes Yes High Yes. Suspicion,  Concealment and
experts distrust, ac- resistance to cur-
tion to repair tail monitoring
distrust and surveillance

also considered the monitoring-enabling features of O365 in this light: ‘It is good that
employees can see each other’ (Interview/HR-manager). When InfoSec experts com-
municated their concern about the emerging monitoring and surveillance practices,
management perceived that as an unwelcome obstacle to their intention to increase flex-
ihility: ‘Changes that would reverse the positive developments were “not an option™
(Observation notes; Quote/ Top manager). Managers seemed reluctant to see the poten-
tially negative implications and risks of the new technology:.

These observations demonstrate how management simultaneously signalled trust
(Brower et al., 2009) and contributed to changes in the locus of control by intentionally
decreasing hierarchical control and delegating certain tasks to I'T and InfoSec. As a re-
sult of management’s unwillingness to assume control, it trickled down to other parts of
the organization (and also to stakeholders outside FinCo). Management seemed to hold
fast to perceptions of the ability, benevolence, and integrity (Mayer et al., 1993) of those
using the technology in their work and those responsible for its deployment. However,
managers’ disregard of the control implications brought by the technology unintention-
ally drew attention to the contradictory views between managers and InfoSec experts
(Bjjlsma-Frankema et al., 2015; Rainer Jr et al., 2007) and caused changes in how man-
agers’ trustworthiness was evaluated (Sitkin et al., 2020).

1T experts. Having been given the responsibility to conduct the technical deployment of 0365,
I'T experts had the broadest perspective on how the technology worked, what information it
displayed, and what actions it allowed. They valued the increase in efficiency, focusing on the
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aspects of surveillance that facilitated their work: ‘An I'T expert explained how convenient
the admin portal is. According to him “it facilitates work enormously when there is no longer
any guessing regarding use” (Observation notes; Quote/I'T expert).

The central, autonomous role of I'T" experts in technology deployment created the po-
tential for extensive surveillance throughout the organization: “T'hey can surveil anyone!
Me or the CEO’ (Interview/InfoSec expert). However, they also seemed ignorant of the
implications of these capabilities for control and privacy concerns. For example, they did
not seem to realize that they might be subject to monitoring and surveillance themselves (see
Table V; Capability concerns). Furthermore, I'T experts seemed to be willing to trust that
the new applications and updates could be deployed without closer scrutiny: “T’he messages
explaining [automatic updates] are terribly long “so who reads them?””” (Observation notes;
Quote/IT expert). The I'T experts further noted ‘that new services are added on a weekly
basis [and] said that they can’t keep up with the new additions (expressing some frustration
with the workload)’ (Observation notes). By admitting this to their InfoSec colleagues, I'T
expects unintentionally eroded their trustworthiness regarding their integrity and ability to
address potential risks related to the new technology.

The observations above imply that the focus of I'T experts on tasks related to ascertain-
ing the functioning of the technology kept them largely unaware of how their intrusive
actions could be threatening to other organizational members (see Lessig, 2006; Tidd et
al., 2004). In addition, management’s continued expressions of trust in the IT experts
insulated them from concerns about the implications of their work. However, the IT
experts” apparent lack of attention to the implications of monitoring and surveillance
caused concern among InfoSec experts.

Legal and financial professionals. 'The legal professionals were strikingly content: ‘{O365] has
allowed me to find new co-workers [...] I can see if they are working on [a project],
and if I need to contact them’ (Interviews/Legal professional). They either paid no
attention to monitoring and surveillance or accepted it. When these professionals
monitored others, they were not concerned about the potential that they could be
monitored too: ‘I really have not thought of others looking me up’ (Interviews/Legal
professional).

The financial professionals reacted similarly, considering control a natural aspect
of work in the financial sector and trusting that it was appropriate (see Table V;
Accepting vulnerability): ‘Control just has to exist’ (Interviews/Fin professional). Like
the legal professionals, the financial professionals focused on improvements to their
work practices: ‘I can now see what kind of changes the customers need’ (Observation
notes; Quote/Fin professional). However, it also seems that their understanding of the
control-enabling features not directly related to their work remained limited: “Why
wouldn’t it be okay to check who’s there; that is the purpose of Skype?’ (Interviews/
Fin professional). The low level of awareness and concern was noticed by the InfoSec
experts: ‘[Financial professionals] clearly have not thought about this’ (Field research-
er’s personal notes).

The analysed materials imply, though only indirectly, that the professionals’ trust
in other organizational members or in what they did with the technology did not
change during the observation period. Their attention to the implications of control
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remained limited, and their attitudes toward the emerging control practices were pos-
itive or neutral. The professionals were interested in emerging control to the extent
that it improved their daily work (see Ball, 2010; Tidd et al., 2004). While they were
not explicitly expected to have the capabilities to address risks brought by the tech-
nologies, their apparent neglect of these issues can be seen to reflect different values
from those of InfoSec experts.

InfoSec experts. Collected by an InfoSec expert, our ethnographic materials naturally
provide the most comprehensive insight into the experiences and actions of this group.
The materials demonstrate how the views of the InfoSec experts shifted during the
observation period.

InfoSec experts were wary of the technology from the outset, an attitude to be ex-
pected given their goals in technology deployment. Signifying their suspicion toward the
technology and its providers, InfoSec experts were concerned about maintaining infor-
mation security and protecting confidential knowledge: ‘[An Infosec expert] worried that
the features of the new technology create unwanted information leakages’ (Observation
notes). However, InfoSec experts also had positive expectations of the new technology’s
potential to facilitate their work, not only by providing flexibility (‘My own work will
be casier, as I can access my email easily’ Iield researcher’s personal notes) but also by
offering the means to detect security breaches and observe the ability of users to behave
responsibly and carefully (see Table V; Positive expectations).

The attitudes of InfoSec experts changed gradually but significantly as they learned
more about incidental monitoring practices. At first, the InfoSec experts seemed ambiv-
alent: ‘I was wondering how I should understand the monitoring features of this tech-
nology’ (Field researcher’s personal notes). The enthusiasm of the legal and financial
professionals about the ability to monitor others puzzled the InfoSec experts: “Why do
these things raise so little emotion? Why do I feel like the [monitoring and surveillance]
should be limited, but the [professionals] find them to be quite ok?” (Field researcher’s
personal notes). InfoSec experts explicitly acknowledged having suspicious attitudes (related
to their inherent values and their focus on preserving information integrity) in discussions
about how they had started to limit their use of O365 to adjust their visibility to others
(see Table V; Integrity concerns). Still, apart from developing the practice of individual
concealment (See Table IV) and trying to comprehend the newly emerged practices,
the initial reactions of InfoSec experts were relatively mild; the InfoSec experts changed
their own behaviours to an extent but did not pursue to influence others.

The InfoSec experts’ continuing attempts to understand the technology revealed pri-
vacy risks such as the potential for surveillance creep: ‘I had a feeling that I'T" experts do
not use the admin portal only to fix problems, but also to surveil employees [to the extent
of breaching their privacy|’ (Field researcher’s personal notes). The diverging views and
behaviours between InfoSec experts and other organizational groups became more ap-
parent over time, generating a growing within-group perception of value incongruence:
“The CISO seemed irritated by [the behaviors of top management]’ (Observation notes;
see also Table V; Integrity concerns). The InfoSec experts exchanged more information
on their observations, feelings, and their own ways of avoiding surveillance, which man-
ifested an increasing prevalence of negative perceptions within this group (see Table V;
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Pervasiveness). Although we found no evidence of erosion of their perception that others
had benevolent intentions, the notions above suggest that their trust in the integrity and
capabilities of others became compromised (see Table V; Integrity concerns, Capability
concerns).

Finally, the increasing negative perceptions generated explicit resistance within this
group, which, in combination with their avoidance and concealment behaviours, sug-
gests that the InfoSec experts no longer tolerated the risks or accepted vulnerability.
This is consistent with distrust developing in this group. InfoSec experts were even willing to
sacrifice the ease of their own information security work rather than let the activity con-
tinue that introduced vulnerability; even if they could have used the technology to ease
their own work, they chose not to: “The configuration improves our chances to detect
information leaks if we will use all possible [features], but then I'T experts would see even
more of the activities of the users. [...] None of [the InfoSec experts] wanted to expand
monitoring and surveillance’ (Observation notes). Acting on their concerns, InfoSec ex-
perts placed surveillance-limiting restrictions for organizational members (especially I'T
experts) (see Table I'V; Regulating technology use).

The InfoSec experts also reached out to management. However, managers valued
the positive developments regarding flexibility and refused to jeopardize them, which
increased InfoSec experts’ frustration. The field researcher retrospectively noted that
this was probably because managers were worried that employees would have reacted
negatively to limits placed on their achieved flexibility, possibly causing a decline in trust.
Whatever the reason, these events seemed to contribute to the InfoSec experts’ percep-
tion that their values were not appreciated among top-management. Moreover, InfoSec
experts did not seem to trust management’ capabilities to address the risks: ‘When com-
ing to the office, the CISO stated (notably troubled) that “O365 is the playground of
I'T” and that no-one is managing or questioning their activity in the admin portal [refer-
ring to the expectation that management should have taken action]” (Observation notes;
Quote/CISO). Similarly, InfoSec experts were concerned about I'T experts’ capabilities
based on how IT experts described their challenges with the technology and updates
(see Table V; Capability concerns). Consistent with their limited trust in their IFinCo col-
leagues’ capability to adjust monitoring and surveillance to an appropriate level, InfoSec
experts sought information on these issues from legal specialists outside the organization
(see Table V; Not accepting vulnerability). This action also reflected the values held by
InfoSec experts: ‘[CISO] considered it important to make sure that all activities are legal’
[Observation notes].

These developments could have escalated into self-amplifying cycles of distrust across
the organization. However, our case does not suggest that this happened. Instead, the
findings indicate that InfoSec experts were able to rebuild a situation in which they could
tolerate vulnerability and where their positive expectations exceeded the negative ones —
consistent with the notions of repairing distrust and restoring trust (to a low level). Initially, the
InfoSec experts did this through their own control practices to regulate technology use
so that risks were mitigated. Having some agency of control, InfoSec experts could rely
on individual concealment and collective resistance practices without anyone disrupting
their repair attempts. The analysis suggests that even if not all concerns about monitor-
ing and surveillance were removed, they were alleviated: I tested O365 today by using
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it and inquiring from I'T experts what they had seen [...] They were able to see which
documents I had opened and that I had used Teams, but could not see the contents of
my doings or what I had done in Delve [indicating that the goal of limiting surveillance
had been achieved] (Observation notes). Later, in 2019, the management hired an infor-
mation security specialist with a legal education, which concretely signified to InfoSec
experts that management acknowledged security and legitimacy to be important and
endorsed InfoSec’s values. We interpret this as trustworthy managerial behaviour that
further helped to repair the earlier distrust issues’.

Intrigued by these observations, we looked further into how and why collective re-
sistance as a control practice did not seem to contribute to escalating distrust — which
could be expected both intuitively and based on earlier studies (e.g., Bijlsma-Frankema et
al., 2015; Nienaber et al., 2021; Serensen et al., 2011). Our analysis indicates, first, that
not only did reliance on concealment and resistance practices connect to distrust, but
they also signified InfoSec experts’ willingness and ability to return to a low level of trust;
the inherent intention was to reduce uncertainty in the organization, not to oppose oth-
ers’ actions as such. This is consistent with studies showing that suspicion can originate
from contextual information related to actors’ behaviours, rather than the behaviours
as such (Capitano and Cunningham, 2018; Fein and Hilton, 1994). Second, the role of
the InfoSec experts in deployment of the technology, and especially the fact that criti-
cal evaluation (including sceptical attitudes and behaviour) was expected of them, likely
obscured their developing distrust from other organizational members. In the high-trust
environment, other organizational members did not seem to interpret the reactions of
the InfoSec experts as signs of distrust. This context could explain why managers did
not respond with negative reactions or distrust when InfoSec experts sought to verify
the lawfulness of technology uses; rather, managers considered this as normal part of
information security work. Likewise, instead of opposing changes, the I'T experts them-
selves provided the information needed by the InfoSec experts to restrict surveillance: ‘I'T
experts showed us different configurations [...] which allow limiting their activities [in
0365] quite widely’ (Observation notes). As these behaviours signalled the benevolence
of managers and I'T" experts, showing their willingness to help InfoSec experts to carry
out their tasks, they likely reduced perceptions of value incongruence among InfoSec
experts.

Customer service employees. We observed one group where deployment of O365 did not
alter control-trust dynamics significantly. Customer service work revolved around
customer encounters and was tied to specific working hours and location also after
deployment of O365: ‘In reality, the employees were using O365, but this was not
really recognized’” (Observation notes); ‘We do not use [O365] at home’ (Interviews/
Customer service). Because these employees did not experience changes beyond
adapting to new software, their attention to the new technology and its implications
was practically non-existent: ‘New? Is there some new email?’ (Interviews/Customer
service).

These observations are consistent with literature suggesting that ignorance and indif-
ference are common reactions to new technology deployment and that organizational
members may not pay attention to the forms of control enabled by new technologies
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(Ball, 2010; Lessig, 2006; Zuboff, 2015) or the related security issues (Bulgurcu et al., 2010).
Our case did not indicate that customer service employees re-evaluated their trust in
management or technology. Customer service employees did not pay attention to mon-
itoring capabilities of the new technology or changes in control, and did not experience
signals indicating changes in trust, which is consistent with the observation that no con-
trol practices emerged from this group (see Table VI).

Control-trust dynamics in unowned processes. The above insights suggest how control-trust
dynamics played arole in the emergence of unintended control practicesin and through
unowned processes entailing choice, chance, and their unintended consequences
(Chia, 2014; MacKay and Chia, 2013). First, emergence of incidental monitoring and
organizational surveillance practices — that originated from the technology-induced
changes enabling varying actors to enact different forms of control — was inherently
facilitated by the culture of trust. In the high-trust environment, limited awareness of
emerging control and its implications allowed spreading of the unintended practices
and restricted (immediate) opposition to them. No malevolent intent or behaviour was
perceived even by InfoSec experts focused on securing confidentiality and integrity
of information and tuned to detecting its misuse (Bulgurcu et al., 2010; Janssen et
al., 2020). Second, where negative control interpretations did emerge, practical
coping took place; individual concealment and collective resistance among InfoSec
experts seemed to simultaneously result from, and manifest, suspicion and distrust (see
Newlands, 2021; Sitkin and Bijlsma-Frankema, 2018). Third, control and trust also
seemed to connect in halting distrust development and repairing it (Bijlsma-Irankema
et al., 2015), with concealment and resistance practices used to reduce vulnerability.
Aiding this, the high-trust culture in the organization preserved a perception of
benevolence such that all emerging actions were assumed to be taken for better
outcomes for the organization and its members. Despite the (isolated) trust erosion,
the remaining elements of trustworthiness seemed to provide adequate basis for self-
restoration of trust among InfoSec experts, and simultaneously to keep concealment
and resistance from being retaliated by other organizational members. These insights
indicate that managerial action is not necessarily needed to repair eroded trust (see
Gustafsson et al., 2021) but that distrust can be mitigated when individuals have the
agency and means to reduce vulnerability by enacting control. Overall, we suggest
that following the logic of unowned processes (Langley et al., 2013; MacKay and
Chia, 2013), control and trust play a role also without being consciously addressed,
with their dynamics unfolding on their own accord regardless of human intention.

DISCUSSION

Building on and moving beyond earlier studies that have focused on the interplay be-
tween trust and vertical control exerted by managers (Costa and Bijlsma-Frankema, 2007,
Long, 2021; Long and Sitkin, 2018), our study illustrates emergent and unintentional as-
pects of control-trust dynamics. In particular, we emphasize the role of unowned processes
and note the emergence of unintended control practices and trust asymmetries. Our study
demonstrates that whether or not control and trust are consciously addressed, both play
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interacting and evolving roles in organizations. We next discuss our contributions to research
on control-trust dynamics and to the specific literatures on control, and trust.

Implications for Understanding Control-Trust Dynamics

Regarding research on control-trust dynamics (Long, 2021; Long and Sitkin, 2018; Long
and Weibel, 2018), our study draws attention to the role of unowned processes as well
as unintended control practices and their intricate relation to developing trust asymme-
tries. First, it demonstrates how, depending on the trust environment, control practices
may emerge unintentionally, beyond vertical or hierarchical structures, as an effect of
technology deployment. Further, it illustrates how the trust implications of unintended
control practices depend on the social interpretation of those practices, and how the
resulting shifts in trust may, in turn, give rise to practical coping that catalyses new con-
trol practices. We suggest that looking at control-trust dynamics unfolding through un-
owned processes provides a possible explanation for the fact that control and trust seem
sometimes irreducible (see Mollering, 2005), and at other times distinctive (see Long and
Sitkin, 2006). While intentional managerial activities to build trust and control denote a
separation of the two, shifting attention to unowned processes taps into more intricate
control-trust dynamics, revealing their coexistence.

Second, we argue that addressing control-trust dynamics from the viewpoint of unowned
processes rather than merely observing planned managerial efforts provides a more com-
prehensive view of the forming and re-forming of attitudes and related behaviours within
organizational groups and across an organization. In particular, actions by non-managers
become notably relevant to control-trust dynamics. Our study demonstrates how employees’
agency goes beyond the choice to accept or decline management’s control and trust-building
efforts (see Gustafsson et al., 2021). A relevant example is that organizational members not
only influence how distrust repair is accomplished (Brattstrom et al., 2019; Gillespie and
Siebert, 2017; Gustafsson et al., 2021), but also initiate and independently carry out such
activities (Chown, 2021) by enacting control. Considering control as a relational practice
(Cooper, 2005) whereby organizational members regulate both their own behaviour and
that of others in relation to organizational objectives (Delbridge and Ezzamel, 2005) offers
a relevant way to understand control-trust dynamics.

A related yet distinctive insight is that once recognized, unintended control practices
need to be addressed by management. At FinCo, managerial inactivity contributed to
the development of suspicion and distrust when organizational members started to ques-
tion the legitimacy of emergent diagonal control practices and the authority of those
enacting them (DeCelles and Aquino, 2020; Piccoli and Ives, 2003; Weibel et al., 2016).
Our findings caution that interpretations and effects of unintended control practices go
easily unnoticed but may inadvertently change the trust environment in detrimental ways
if not addressed.

Contributions to Control Research

Our consideration of unintended control effects also adds to more control-specific re-
search. Many studies have reported that technology has spurred a shift from control
based on temporal and spatial simultaneity and vertical hierarchies to horizontal,
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technology-enabled surveillance and monitoring (Brivot and Gendron, 2011; de Vaujany
et al., 2021; Sewell and Taskin, 2015; Zuboff, 2015). Our ethnography provides a nu-
anced account of how unintended control practices can emerge in connection with shifts
in trust. Acknowledging trust as a key aspect missing from most practice-oriented control
research enables moving beyond some of the false dichotomies (Raffnsoe et al., 2019)
between discipline and autonomy (de Vaujany et al., 2021), and control and freedom,
that have to an extent hampered organization studies.

Another insight that our analysis brings to the literature on organizational control
(Cardinal et al., 2017; Delbridge and Ezzamel, 2005; Sitkin et al., 2020) relates to the
nature of control. While prior research may be seen to express negative connotations
of control with pessimistic assumptions about the intent and behaviour connected both
to intentional, vertical control (Sitkin et al., 2020) and its horizontal forms (Sewell and
Taskin, 2015; Zuboff, 2015), our study adopts a more neutral view of control. Unintended
control practices can be seen as initially neutral, engendering a broad range of possible
perceptions that organizational members with different values can accept (or oppose).
Hence, while formal forms of control have been considered to have limited efficiency in
addressing value incongruence perceptions (Sitkin and Roth, 1993), our study suggests
that in some cases their emergence may align with the expectations of those organiza-
tional members who appreciate hierarchy and formality, thereby effectively reinforcing
their perceptions of value congruence.

Adding Insights into Trust

We also add to research that has shown how trust may develop or erode when changes,
such as technology deployment, disrupt organizations (Bijlsma-Frankema et al., 2015;
Gustafsson et al., 2021; Holland et al., 2015). Examination of the emergence of unin-
tended control practices responds to calls for a more nuanced view of trust, distrust, and
suspicion (Bijlsma-Frankema et al., 2015; Capitano and Cunningham, 2018; Zhou et
al., 2017) by raising three key insights.

First, our findings provide an account of how suspicion and low levels of trust
turn into distrust, locating a tipping point where concrete action — manifesting as
collective resistance — was taken to counteract the vulnerability-inducing implica-
tions of the unintended organizational surveillance. In prior studies, close monitoring
and surveillance have been found to generally reduce trust (Long and Weibel, 2018;
Nienaber et al., 2021), and avoidance and resistance have been connected to control
and surveillance on the one hand (Gabriel, 1999; Newlands, 2021) and to distrust on
the other (Bjjlsma-Frankema et al., 2015; Sitkin and Bijlsma-Frankema, 2018). Our
study brings surveillance, resistance, and the punctuated emergence of distrust ex-
plicitly together, providing insight into the point at which suspicion or low-level trust
deteriorates into distrust.

Second, connecting to previous studies that consider distrust as pervasive and escalat-
ing in self-amplifying cycles (Sitkin and Bijlsma-Frankema, 2018), our study illustrates
how distrust development may be halted without specific managerial intervention. In
our high-trust study context, unowned processes entailing multiple values and an accep-
tance that organizational members behave according to their professional roles and goals
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(Rainer Jr et al., 2007) seemed to hide emerging suspicion and distrust and dampen their
negative effects (Tidd et al., 2004). Negative reciprocity did not occur because the value
incongruence perceptions remained one-sided and isolated (see Brattstrom et al., 2019)
in the unowned processes.

Third, our findings provide insight into the circumstances under which distrust can
be repaired and trust restored (to a low level). Prior research posits that reducing per-
ceived value incongruence below a threshold is the key to reversing cycles of distrust
(Bijlsma-Frankema et al., 2015). Our study illustrates how the process may also start from
reducing vulnerability. While prior research considers avoidance to be a sign and effect
of distrust (Sitkin and Bijlsma-Frankema, 2018), our findings interestingly suggest that
avoidance and resistance as part of unintended control practices may signify attempts
to repair distrust. We suggest that distrust can be repaired in a high-trust context when
the remaining trust dimensions (in our case benevolence) are strengthened by mobilizing
the core foundations of trust (Gustafsson et al., 2021) and when trustworthy managerial
behaviours such as showing concern (Cui and Jiao, 2019) support this; the eroded trust
elements may be addressed later.

Suggestions for Future Research

Even before the COVID-19 pandemic catapulted remote work into the public spotlight,
technology had altered organizations. Our findings invite further research into several
issues that arise in this newly pervasive context. We argue that unowned processes are
an important aspect of control-trust dynamics and warrant closer examination. These
issues may arise not only in employer-employee relations, but also between consumers
and technology providers who profit from monitoring and surveillance. We also consider
diagonal control a topic for future scholarly discussion. A relevant extension would be
to study control practices that spread beyond organizational boundaries, both outside-in
(e.g., monitoring by external service providers) and inside-out (e.g., monitoring of cus-
tomers and collaborators), and how they interact with trust (and distrust). Relatedly, the
question of legitimacy in relation to control-trust dynamics also requires more in-depth
examination.

The limitations of our study also ground further research. First, the organization
we studied was embedded in Finland’s high-trust business culture, and we might
expect that different control practices would emerge in a different context, so that
different nuances would appear for control-trust dynamics. For example, in another
context, power (e.g., Fleming and Spicer, 2014; Reed, 2001) might be a highly rele-
vant factor to study. Second, in highlighting the views of information security experts,
our analysis rests heavily on the views of organizational members who (naturally)
experienced suspicion and distrust due to their training and their professional roles.
While this focus provided a unique perspective on distrust development, our views of
other groups’ feelings were more limited and inherently influenced by the field re-
searcher’s experiences. A related, practical limitation is that not all materials could be
shared among all authors. Third, as the study initially focused on information security
and control-related aspects, the interviews did not include explicit questions about
trust. These limitations suggest intriguing next steps for scholars studying control and
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trust in changing organizations. We call for more research on changes in the locus
and forms of control and asymmetries of trust, as well as attention to the apparent
paradoxes we observed — for example, the counterintuitive observation that informa-
tion security experts responded to the availability of technological controls by lim-
iting rather than increasing monitoring and surveillance, activities integral to their
work. Acknowledging that organizations must increasingly adjust their processes to
utilize information efficiently while preventing its unauthorized and inappropriate
treatment, we encourage research that integrates insights from information security
literature and organizational studies. We hope that our study can pave the way for
these kinds of openings.

CONCLUSIONS

Prior research has accumulated extensive knowledge about the interaction of control
and trust, paying attention especially to the related intentional managerial activities.
Adopting a different viewpoint, we draw attention to emergence and unintentionality in
control-trust dynamics. Our study outlines how deployment of new technology triggers
changes in control-trust dynamics and leads to the emergence of unintended control
practices. It illustrates how varying trust and control perceptions in different organiza-
tional groups shape organizational members’ experiences — especially trust, suspicion,
and distrust — and their actions, manifested as emerging unintended control practices. As
an important insight from this study, we observe that a close interaction and coexistence
of trust and control characterize the unowned processes in which unintended control
practices emerge. We argue that explicit consideration of these insights offers a more
comprehensive view of control and trust dynamics.
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NOTES

[1] These materials (recorded in Finnish) are available from the authors upon reasonable request, subject
to permission from FinCo

[2] There are quotes in our material that could be said to illustrate issues of both emerging control practices
and trust, suspicion, or distrust. We note here that the overlap is deliberate. Our use of the dually coded
material highlights aspects of control or trust, or both (see underlined text in Tables IV and V)
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