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ABSTRACT

Arttu Paju: Distributed EaaS simulation using TEEs
Master of Science Thesis
Tampere University
Master’s Programme in Information Technology
November 2022

Internet of Things (IoT) devices with limited resources struggle to generate the high-quality
entropy required for high-quality randomness. This results in weak cryptographic keys. As keys are
a single point of failure in modern cryptography, IoT devices performing cryptographic operations
may be susceptible to a variety of attacks.

To address this issue, we develop an Entropy as a Service (EaaS) simulation. The purpose
of EaaS is to provide IoT devices with high-quality entropy as a service so that they can use it
to generate strong keys. Additionally, we utilise Trusted Execution Environments (TEEs) in the
simulation. TEE is a secure processor component that provides data protection, integrity, and
confidentiality for select applications running on the processor by isolating them from other system
processes (including the OS). TEE thereby enhances system security.

The EaaS simulation is performed on a computer cluster known as the Magi cluster. Magi
cluster is a private computer cluster that has been designed, built, configured, and tested as part
of this thesis to meet the requirements of Tampere University’s Network and Information Security
Group (NISEC). In this thesis, we explain how the Magi cluster is implemented and how it is utilised
to conduct a distributed EaaS simulation utilising TEEs.

Keywords: Computer Cluster, TEE, Trusted Execution Environment, EaaS, Entropy as a Service,
Cryptography, RNG, Random Number Generator, IoT, Internet of Things
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TIIVISTELMÄ

Arttu Paju: Hajautettu EaaS simulaatio TEE:tä hyödyntäen
Diplomityö
Tampereen yliopisto
Tietotekniikan DI-ohjelma
Marraskuu 2022

Esineiden internetin (Internet of Things, IoT) laitteilla on tyypillisesti rajallisten resurssien vuok-
si haasteita tuottaa tarpeeksi korkealaatuista entropiaa vahvan satunnaisuuden luomiseen. Tämä
johtaa heikkoihin salausavaimiin. Koska salausavaimet ovat modernin kryptografian heikoin lenk-
ki, IoT-laitteilla tehtävät kryptografiset operaatiot saattavat olla haavoittuvaisia useita erilaisia hyök-
käyksiä vastaan.

Ratkaistaksemme tämän ongelman kehitämme simulaation, joka tarjoaa IoT-laitteille vahvaa
entropiaa palveluna (Entropy as a Service, EaaS). EaaS-simulaation ideana on jakaa korkealaa-
tuista entropiaa palveluna IoT-laitteille, jotta ne pystyvät luomaan vahvoja salausavaimia. Hyö-
dynnämme simulaatiossa lisäksi luotettuja suoritusympäristöjä (Trusted Execution Environment,
TEE). TEE on prosessorilla oleva erillinen komponentti, joka tarjoaa eristetyn ja turvallisen ajoym-
päristön valituille ohjelmille. TEE:tä hyödyntämällä ajonaikaiselle ohjelmalle voidaan taata datan
suojaus, luottamuksellisuus sekä eheys eristämällä se muista järjestelmällä ajetuista ohjelmista
(mukaan lukien käyttöjärjestelmä). Näin ollen TEE parantaa järjestelmän tietoturvallisuutta.

EaaS-simulaatio toteutetaan Magi-nimisellä tietokoneklusterilla. Magi on Tampereen Yliopis-
ton Network and Information Security Group (NISEC) -tutkimusryhmän oma yksityinen klusteri,
joka on suunniteltu, rakennettu, määritelty ja testattu osana tätä diplomityötä. Tässä diplomityös-
sä käymme läpi, kuinka Magi-klusteri on toteutettu ja kuinka sillä toteutetaan hajautettu EaaS-
simulaatio hyödyntäen TEE:itä.

Avainsanat: Klusteri, TEE, Luotettu Suoritusympäristö, EaaS, Entropia Palveluna, Kryptografia,
RNG, Satunnaislukugeneraattori, IoT, Esineiden Internet

Tämän julkaisun alkuperäisyys on tarkastettu Turnitin Originality Check -ohjelmalla.
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1. INTRODUCTION

With the proliferation of embedded systems and the Internet of Things (IoT), the world is

becoming pervasive. As the number of IoT devices continues to rise, securing them be-

comes essential. On the basis of real-world examples and academic research, we know

IoT devices are susceptible to multiple security flaws. We are also aware that cryptog-

raphy can eliminate the majority of these security vulnerabilities. However, because IoT

devices have limited resources, it is difficult for them to generate the robust randomness

required for effective cryptographic use. Entropy as a Service (EaaS) is one possible so-

lution to this issue. In this thesis, we implement an EaaS simulation using an embedded

computer cluster called Magi cluster, which we design and implement for the internal use

of Tampere University’s Network and Information Security Group (NISEC).

1.1 Motivation and goals

The security of embedded systems and IoT devices is one of NISEC’s key research areas.

This is the impetus for implementing an embedded computer cluster and simulating EaaS.

We are particularly interested in implementing our own EaaS system due to the paucity

of academic literature on the topic. We are also interested in determining the viability

of distributed Trusted Execution Environment (TEE) utilisation with the EaaS simulation.

As NISEC is also researching the security differences between ideal and real-world cryp-

tosystem implementations, we also attempt to account for them in this thesis. Besides the

EaaS simulation, NISEC has additional applications for an embedded computer cluster.

Examples include evaluating the embedded performance of security-focused protocols

and efficiently running ARM-based cryptographic software. This justifies the implementa-

tion of the Magi cluster.

Our goal with the thesis is to implement an embedded computer cluster that satisfies

NISEC’s research requirements and use it to provide a functional EaaS service for gen-

erating strong entropy for IoT devices. In addition, we intend to implement the simulation

using TEEs in order to add an additional layer of security to both the IoT devices utilising

the generated entropy and the EaaS server itself.
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1.2 Contributions

We present the following two novel contributions in this thesis:

• We design and implement an embedded computer for NISEC’s internal use.

• We use the cluster to design and implement an EaaS simulation for resource-

constrained IoT devices. The EaaS simulation utilises TEEs.

In support of open science, we have published the EaaS simulation code repository [1]

under open-source (MIT) license. In addition, as part of the research for this thesis, we

authored a Systemisation of Knowledge (SoK) paper on Trusted Application (TA) devel-

opment for TEEs [2].

1.3 Structure and research questions

This thesis is structured as follows:

In Chapter 2, we give relevant background information about the current state of the

knowledge in the fields related to this thesis. Chapter 3 explains how the Magi cluster is

designed and implemented based on the requirements of the NISEC. In Chapter 4, we

present an EaaS simulation scheme that is carried out with the Magi cluster. The purpose

of the simulation is to address the issue of modern IoT devices being incapable of gen-

erating high-quality randomness, which renders their cryptographic-level communication

insecure. Chapter 5 goes through the results of the EaaS simulation. Finally, in Chap-

ter 6, we provide overall conclusions of the work done in this thesis, give clear answers to

all the research questions, and propose future work.

The research questions we seek to address in this thesis are the following:

RQ1. How did we implement a computer cluster to meet the needs of our re-

search group?

RQ2. How does IoT RNG fail in practice?

RQ3. Is it feasible to create an EaaS system using an embedded computer clus-

ter?

RQ4. How can TEEs be used to harden the security of an EaaS system?

RQ5. Is it feasible to develop TAs that utilise TEEs for the EaaS system?

RQ6. Is EaaS capable of resolving existing IoT RNG issues?

Table 1.1 highlights the mapping between the research questions and the sections in

which they are answered.
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Table 1.1. The mapping between research questions and the sections in which they are
answered.

Research Question Answered in

RQ1 Section 2.1, Chapter 3

RQ2 Section 2.2, Section 2.4, Section 2.5

RQ3 Chapter 4, Section 5.1

RQ4 Section 2.3, Chapter 4, Section 5.2

RQ5 Section 2.3, Chapter 4, Section 5.2

RQ6 Chapter 4, Chapter 5, Chapter 6 (based on RQ2 and RQ3)

As can be seen from Table 1.1, each research questions is addressed in multiple sections

and chapters. This is because we need both theoretical background information and

practical experience from the Magi cluster and the EaaS simulation implementations in

order to properly answer the research questions.
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2. BACKGROUND

In this chapter, we summarise the current state of the current knowledge in all the fields

relevant to the thesis’ topic. In Section 2.1, we describe relevant background informa-

tion for computer clusters. This knowledge serves as the foundation for our design and

implementation of the Magi cluster in Chapter 3. The remaining sections of this chap-

ter address embedded systems and IoT, TEEs, cryptography, randomness and random

number generators, and randomness beacons and EaaS respectively. These sections

provide the foundation for our EaaS simulation, which is introduced in Chapter 4 and

whose findings are introduced in Chapter 5.

2.1 Cluster computing

A computer cluster is a group of computers that perform individual tasks together [3].

Computer clusters consist of administrative servers and computing nodes interconnected

via a high-speed network. Each node in a computer cluster is scheduled to perform

the same tasks [4]. The servers are responsible for task scheduling and controlling the

computer cluster. Typically, they do not contribute to the actual computation, which is

performed by the nodes. By definition, each computer cluster has to consist of multiple

nodes in order to form a cluster of computers. Cluster computing refers to the computing

done with computer clusters.

Each computer cluster has its own use cases, and no two computer clusters are identical

or utilised in the same manner. Consequently, the design and implementation of a given

computer cluster must be based on the cluster’s specific requirements. The requirements

vary based on the computer cluster’s use cases, the available resources, and the stake-

holders’ preferences. Given that computer clusters are large combinations of multiple

computers, their peripherals, and cables, designing the cluster’s architecture is a com-

plex procedure. Typically, data storage is implemented with a separate pool of multiple

hard drives. All nodes share this pool of shared data. In addition, nodes may have their

own smaller data storage systems that can be provided to individual users.

Even though the requirements and use cases for the various computer clusters are vastly

different, there are some design choices that recur across clusters. For instance, almost

all of the top 500 most powerful supercomputers in the world currently use Linux as their
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operating system [5]. According to Yeo et al. [6], Linux is the most widely used cluster op-

erating system because it follows the Free and Open-Source Software (FOSS) principles

and has a wide user and developer community. In contrast to FOSS OSs, there are also

commercial cluster OSs that are proprietary and shipped along with commercial clusters.

Examples include IBM AIX [7] and Sun Solaris MC [8].

2.1.1 Classification and usage of computer clusters

In this thesis, we employ our own classification scheme for computer clusters. The clas-

sification is based on the cluster’s use cases. The classes are:

1. Shared production-level clusters

2. Private computer clusters designed for specific use cases

High-Performance Computing (HPC) clusters [4, 6] are the most powerful computer clus-

ters, and they are typically funded by large consortia consisting of multiple individuals,

organisations, businesses, or even governments. They are intended for shared produc-

tion level use between multiple parties. HPC clusters are widely utilised for research

and development applications in science, engineering, commerce, and industry according

to Yeo et al. [6].

Practical applications for HPC clusters in the scientific community are virtually limitless.

For instance, mathematicians can use the computing power provided by computer clus-

ters in weather forecasting [9–11], biomedical scientists can use it to simulate and analyse

the efficacy of various medical treatments [12–14], and astrophysicists can simulate the

formation of galaxies [15] or study the structures of accretion disks formed by supermas-

sive black holes [16] among many other interesting applications. All of these problems are

complex and involve enormous amounts of data that must be taken into account during

simulations. Standard consumer-grade workstations would require an excessive amount

of time to process them. Therefore, HPC clusters are utilised to solve such problems in a

timely manner.

In contrast to shared production-level clusters, there are also private computer clus-

ters designed for specific use cases. Many companies, research groups, and even

enthusiastic individuals design their own computer clusters that are not meant to be used

by anyone else. Private computer clusters have the advantage that their design can be

based solely on the needs of specific users. Therefore, they can be optimised to per-

form only the tasks the users require, whereas a shared computer cluster with a general

purpose may be inefficient or unsuitable for these specific tasks. For instance, if the use

case for the computer cluster is to conduct research on the behaviour of the computer

cluster when it is acted upon maliciously, a production-level cluster is unsuitable for the

task because the malicious behaviour could result in abnormal behaviour and outages for
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the computer cluster’s users.

Use cases for the private computer clusters include commercial HPC use, such as per-

forming real-time stock trend analysis and automated trading [17], High Availability clus-

ters [6, 18, 19], and Load Balancing clusters [19–21]. Additionally, smaller research

groups can use private clusters to practise HPC use in a safe environment [22, 23]. Fi-

nally, private computer clusters can be built simply for the sake of learning and teaching

cluster computing [24–26].

2.2 Embedded systems and Internet of Things

Embedded systems are computer applications with particular properties. According to

Noergaard [27, Chapter 1], embedded devices possess the four characteristics listed

below:

• Embedded systems are computer systems developed for a specific application.

• Embedded systems have higher quality and reliability requirements than other types

of computers.

• Embedded systems have fewer hardware and/or software capabilities than per-

sonal computers.

• Many devices referred to as embedded devices are not, in fact, embedded systems.

Car engine control and brake systems, televisions, cameras, dialysis machines, cardiac

monitors, routers, printers, and scanners are all embedded devices found in the auto-

motive, consumer electronics, medical, networking, and office automation markets [27,

Chapter 1]. These examples do a good job of highlighting how embedded devices are

designed for specific applications, how they must meet higher reliability standards than

personal computers or the consequences could be disastrous for health and/or the envi-

ronment, and how embedded devices frequently have limited hardware capacities due to

space and power constraints [27, Chapter 1].

Embedded systems are gaining popularity because they can be optimised to perform

their designated tasks in a cost-effective, reliable, and efficient manner in terms of the

computer system’s size, power consumption, and performance. This is because embed-

ded systems are designed for a specific application and, unlike personal computers, do

not need to perform a variety of tasks. Consequently, personal computers are typically

unsuitable for embedded device tasks.

Internet of Things (IoT) is a network that connects physical (embedded) devices or

“things” to the internet. The IoT devices are equipped with sensors, processors, and

software components that allow communication, data processing, and computing through

the network with limited or no human intervention [28, 29]. The primary goal of IoT is to
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improve a variety of aspects of daily life by sharing, processing, and analysing data from

connected devices. IoT devices, which are typically embedded systems, exhibit the same

characteristics as embedded systems. Specifically, this means that IoT devices frequently

have limited processing performance, power consumption, memory, and hardware func-

tionality, among other limitations. In the past few decades, the prevalence of IoT devices

has increased dramatically [28, 30].

2.2.1 IoT security

Unfortunately, as the popularity of IoT devices has grown, so have attacks on IoT devices.

Examples of notable IoT security vulnerabilities include the rise in ransomware attacks

[31], and the Mirai botnet [32], which was used to execute Distributed Denial-of-Service

(DDoS) attacks using infected IoT devices. As the prevalence of IoT devices continues to

rise, ensuring their security becomes increasingly crucial.

Butun et al. [33] provide exhaustive coverage of IoT security-related vulnerabilities, at-

tacks, and countermeasures in their review. While a comprehensive security review is far

beyond the scope of this thesis, it is worth noting that they provide five distinct passive

attacks and 26 distinct active attacks against IoT devices based on their classification.

In addition, they present seven unresolved issues pertaining to IoT security and thirteen

security proposals that show promise in resolving specific cyber-security issues for IoT

devices. For us, the most intriguing finding is that cryptography, in one form or another,

can solve a large number of the presented security issues. However, proper implementa-

tion of a strong RNG, which is required for strong cryptography, is difficult in IoT devices

due to their limited hardware resources [34]. We limit our scope to IoT security issues

pertaining to IoT RNG for the remainder of this thesis.

2.3 Trusted Execution Environments

A Trusted Execution Environment (TEE) is a secure area of the main processor. The

primary objective of TEEs is to provide an additional layer of trust for applications running

inside the processing unit. This is achieved by isolating security sensitive application logic

from other processes, including the OS [35, 36]. TEEs are utilised to enhance system

security by providing data protection, integrity, and confidentiality, as well as by reducing

the attack surface. For example, typically, when a cloud (the server or the backend)

is compromised, the adversary gains access to the cloud’s processes and data. TEEs

provide protection against compromised infrastructure by preventing the adversary from

accessing select portions of the TA, thereby protecting sensitive code and data. Remote

attestation is accomplished through the use of trusted firmware. When an application is

attested, the untrusted component loads the trusted component into memory: the TA is
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then protected against modification. Each manufacturer has its own implementation of a

TEE. In this thesis, we focus on the TrustZone TEE technology developed by ARM [37].

TrustZone divides processes to secure worlds and normal worlds. Both of these worlds

have their own hardware and software runtime environments. The secure world serves as

the TEE and processes application logic that is security sensitive. Normal OS and stan-

dard applications operate within the normal world. Communication between the worlds

happens through a separate secure monitor at the most privileged execution level (EL3).

It is the only means of communication between the worlds. The basic architecture of

TrustZone is presented in Figure 2.1.

EL0 
Userland

EL1 
Kernel

EL2 
Hypervisor

EL3 
Secure Monitor

Normal World

Untrusted OS
Kernel

Hypervisor

TEE 
Supplicant

Generic TEE API

TEE Subsystem

TEE 
Driver

TEE Client API

Client
Applications

Secure World

TEE Kernel 
/ Trusted OS 

Trusted
Applications

TEE Internal APIs

Secure Monitor Calls (SMC)

Figure 2.1. Simplified TrustZone Architecture.

We have published a Systematisation of Knowledge paper concerning TA development

for TEEs [2]. In the paper, we review how developers can use TEEs in the development

of TAs and how TEEs are currently used in real-world applications. Thus, we provide only

a general overview of the relevant aspects of TEEs in this thesis, while more in-depth

information is available in the SoK paper.

2.3.1 Enarx

Enarx is an open-source middleware TEE development container. It enables the execu-

tion of existing applications within TEE instances or “Keeps” without the need to rewrite

the application, implement attestation separately, or trust a large number of dependen-

cies [38]. Enarx offers attestation, packaging, and provisioning services. In practise,
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this means that following the verification of attestation and the authenticity of the TEE

instance, the application and associated data are encrypted and sent to the host for ex-

ecution within a Keep. The application middleware interface utilised by Enarx is We-

bAssembly System Interface (WASI). WebAssembly enables developers to use a variety

of programming languages, including Rust, C, C++, C#, Go, Java, Python, and Haskell

[38].

Enarx aims to be CPU-architecture independent, meaning it can run transparently across

different hardware architectures so that the developer does not need to make hardware-

specific modifications [38]. Enarx currently supports Intel Software Guard Extensions

(SGX) and AMD Secure Encrypted Virtualization (SEV) architectures [38]. For unsup-

ported hardware architectures, Enarx provides a “nil” backend [39]. The Raspberry Pi 3

can be used with the nil backend. Thus, Enarx enables us to develop TEE-enabled TAs

using the Magi cluster.

2.4 Cryptography

Cryptography is the study of techniques for secure communication. The primary objec-

tive of cryptography is to ensure message confidentiality, i.e., to conceal a message’s

meaning so that only its sender and intended recipient can understand it [40]. Other

important applications of cryptography include ensuring data integrity and authenticating

messages. Cryptography is a subfield of the broader field of cryptology, which also in-

cludes the subfield of cryptanalysis. Whereas the purpose of cryptography is to create

secure cryptosystems, the goal of cryptanalysis is to break them. Figure 2.2 provides an

overview of the general taxonomy of cryptology.

Cryptology

Cryptography Cryptanalysis

Symmetric
ciphers

Asymmetric
ciphers

Cryptographic
hash functions Protocols

Figure 2.2. Taxonomy of cryptology. Based on the taxonomy by Paar and Pelzl [40].

Cryptography can be further divided into the following four categories:

1. Symmetric ciphers

2. Asymmetric ciphers

3. Cryptographic hash functions
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Plaintext PlaintextCiphertext 

Shared key

Encryption Decryption

Figure 2.3. Symmetric cipher

Plaintext PlaintextCiphertext 

Public key

Encryption Decryption

Private key

Figure 2.4. Asymmetric cipher

4. Protocols

Both cipher types aim to encrypt messages, or conceal the meaning of a plaintext mes-

sage by transforming it into an unreadable ciphertext. This is accomplished using cryp-

tographic keys. The only way to convert the ciphertext back to the original plaintext is

by decrypting the ciphertext by using the correct key. Thus, encryption provides confi-

dentiality for messages. Asymmetric ciphers use different (public and private) keys for

encryption and decryption, whereas symmetric ciphers use the same secret key for both

encryption and decryption. Figure 2.3 and Figure 2.4 demonstrate the differences be-

tween the ciphers.

Most modern cryptographic schemes are hybrid schemes, consisting of both symmetric
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and asymmetric ciphers. Typically, asymmetric ciphers are employed for the purpose of

key exchange, i.e., a shared key is agreed upon and exchanged between the commu-

nicating parties. Using this shared key, the parties then continue communicating with

symmetric ciphers. Encryption and decryption can be performed significantly faster with

symmetric ciphers, but creating and sharing a key for symmetric ciphers over untrusted

communication channels is problematic without asymmetric ciphers [40].

Hash functions compress messages of arbitrary size into fixed-size messages known as

message digests or hashes. Cryptographic hash functions are hash functions with added

security characteristics. To qualify as a cryptographic hash function, a hash function

must be pre-image resistant, second pre-image resistant, and collision resistant [40]. In

practise, cryptographic hash functions are used for authentication and storage of pass-

words, digital signatures, blockchains, and message authentication codes, among other

applications. Cryptographic hash functions therefore provide message integrity and au-

thentication.

Cryptographic protocols can be roughly defined as a set of rules that specify how cryp-

tographic primitives must be employed for the secure execution of practical applications.

Different ciphers and hash functions can be regarded as protocol building blocks [40].

Typical protocol components include key generation, user authentication, key exchange,

and message encryption using the generated key. Transport Layer Security (TLS), for

instance, is a popular cryptographic protocol that provides communication security over

a computer network. TLS supports a large variety of combinations of ciphers, modes of

operation, key exchange algorithms, message authentication codes, and authenticated

encryption (with associated data) schemes. Together, they provide data integrity, confi-

dentiality, and authentication between the communicating applications.

2.4.1 Implementation failures

Cryptanalysis focuses on identifying vulnerabilities in cryptographic systems. This can

be accomplished either by identifying fundamental flaws in the algorithms themselves or

by identifying inconsistencies between the ideal and real-world implementations of the

algorithms. In this thesis, we focus on the failures and attacks against the real-world

implementations and ignore the theoretical attacks against the actual algorithms.

In modern cryptography, the algorithms are public knowledge but the cryptographic keys

are considered secret [40]. Therefore, the security of a given cryptosystem depends on

keeping the keys secret. There are many ways for the secret keys to leak out of system

memory including defects in software implementations of cryptographic algorithms, side-

channel attacks (SCAs) [41], and fault injection attacks [42]. Fault injection attacks inject

faults into computations. This is possible, for instance, by adjusting the supply voltage

during a computation. As demonstrated by the Bellcore attack [43, 44], it is feasible
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to induce incorrect calculations that leak information about the secret keys in this way.

SCAs utilise unwanted leakage of sensitive information through side channels, which an

adversary can exploit to gain information about the secret keys. Side channels include

execution time, power consumption and electromagnetic emanations among others.

Heartbleed (CVE-2014-0160) [45], which exploits a software flaw in the OpenSSL library

[46], and Meltdown (CVE-2017-5754) [47], Spectre (CVE-2017-5715 & CVE-2017-5753)

[48], PortSmash (CVE-2018-5407) [49], and Foreshadow (CVE-2018-3615) [50], which

all leverage microarchitectural SCAs [51], are examples of notable attacks against cryp-

tosystems from the past decade. These examples also demonstrate that TEEs are sus-

ceptible to SCAs. Intel has even made the explicit decision to exclude SCA threats from

the SGX threat model. Instead, they argue that the prevention of SCAs is the develop-

ers’ responsibility [52]. Consequently, we must consider SCAs as an attack vector while

constructing cryptosystems utilising TEEs.

2.5 Randomness and Random Number Generators

Since cryptographic protocol level communication is frequently “automatic”, i.e., users do

not need to specify key values to the used ciphersuites, a method is required to gener-

ate random key values. Given that the cryptographic key is a single point of failure in

cryptosystems, the generated keys must be secret and unpredictable in order to ensure

the security of the cryptosystems. There are also other cryptographic uses for random

numbers, such as initialisation vectors and nonces (numbers used only once) [53]. In this

section, we examine randomness and Random Number Generators (RNG) in computer

systems to determine how to implement a secure RNG.

2.5.1 Defining randomness in computer systems

Randomness is a peculiar quality in that it is defined more by what it is not than by what

it is. If an occurrence has a pattern, it is not random. Similarly, if we can predict what

will happen next with a higher probability than pure chance, the event is not random.

Nonetheless, we can define certain characteristics that randomness must possess.

Since traditional computers operate on binary values, randomness in computer systems

refers to sequences of random bits. A perfect random bit stream is analogous to a se-

quence of fair coin flips in which one side displays the value “1” and the other side displays

the value “0”. Assuming the coin cannot land on its edge, p = 1
2

represents the probability

of each side landing face up. By repeating the flips indefinitely, a random sequence of

zeros and ones emerges in which both values appear roughly equally frequently.

Coin flip sequence with a fair coin follows a uniform distribution, meaning that all outcomes

are equally likely to occur. In contrast, when all outcomes are not equally likely to occur,

https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2014-0160
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2017-5754
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2017-5715
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2017-5753
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2018-5407
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2018-3615
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the distribution is called nonuniform. For example, a toss of a weighted coin could yield the

value “1” with a probability of p = 2
3

and value “0” with a probability of p = 1
3
. This coin toss

event would therefore be biased towards the value “1” and be nonuniformly distributed. A

perfect random bit sequence must be unbiased and, consequently, uniformly distributed.

A 128-bit key generated by a perfect Random Bit Generator (RBG), for instance, must

have the same probability of p = 1
2128

for each of the 2128 possible key values.

In addition to being unbiased, the randomness used in cryptographic applications must

be unpredictable. Unpredictability includes both forward unpredictability and backwards

unpredictability. Forward unpredictability implies that even with knowledge of the RBG’s

previous values, it should be impossible to predict future values. Backward unpredictabil-

ity implies that it should be impossible to retrieve the seed value, even if the RGB output

is known. Seeds are explained in greater detail in Subsection 2.5.2.

2.5.2 RNGs and PRNGs

There are two distinct types of random bit sequence generators: RNGs and Pseudoran-

dom Number Generators (PRNGs). While the objective of both is to generate random

sequences of ones and zeros, the means by which they accomplish this objective are

distinct. Typically, cryptographic systems employ both RNGs and PRNGs [53], as demon-

strated by Figure 2.5.

RNG PRNG101 . . . 01 01100101 . . . 11010011

Figure 2.5. RNGs produce few unreliable bits from analogue entropy sources, while
PRNGs expand those bits to a longer stream of reliable bits. Based on the Figure 2-1 in
“Serious Cryptography: A Practical Introduction to Modern Encryption” [53, Chapter 2].

Random number generators are nondeterministic generators that use analogue sources,

also referred to as entropy sources, to convert entropy from the real world into digital bits.

To accomplish this, RNGs require two components: a measurement to collect data from

the entropy source and a distillation process that compensates for any flaws in the entropy

source that could result in the production of obvious nonrandom bits (e.g. a long string

of zeros or ones) [54]. RNGs are sometimes referred to as True Random Number Gen-

erators (TRNGs) to emphasise the fact that their randomness is intended to be nonde-

terministic, in contrast to PRNGs. RNGs collect entropy by observing expectedly random

physical phenomena. Noise in an electrical circuit, the user’s mouse movements, quan-

tum effects in a semiconductor, and radioactive decay are examples of entropy sources

[53, 54]. RNGs may utilise various combinations of entropy sources.

Based on our current knowledge of physics and quantum mechanics, quantum phenomena-
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based entropy sources are guaranteed to be truly random [53, 55]. Consequently, utilising

RNGs based on quantum phenomena (also known as Quantum Random Number Gen-

erators or QRNGs) is a common method of implementing TRNGs [56–58]. Nevertheless,

even QRNGs can be susceptible to bias due to flaws in the entropy distillation procedure

[59, 60]. QRNGs are also not the only TRNG sources. Jitter from ring oscillators, for in-

stance, can be used as an entropy source for TRNGs [61–66]. This is a common method

of implementing TRNGs in resource constrained embedded devices.

Pseudorandom number generators, on the other hand, are deterministic generators

that transform their input bit stream, also known as the seed, into a longer and uni-

formly distributed bit stream. The same seed value will always result in the same output.

Whereas RNGs use entropy sources as their input, PRNGs obtain their input seed values

from an entropy pool.

PRNGs consist of three distinct functions that modify the PRNG’s internal state [53]:

1. init(), which initialises the PRNG’s entropy pool and internal state.

2. refresh(), which updates the entropy pool with a seed value typically derived from

an RNG.

3. next(), which returns specific amounts of pseudorandom bits and updates the en-

tropy pool.

The init() operation is used to initialise the state and entropy pool to their default values

and prepare the PRNG to execute the refresh() and next() operations [53]. The next()

operation invokes a Deterministic Random Bit Generator (DRBG) algorithm, which ex-

pands a subset of the entropy pool’s bits into a significantly longer output. It also modifies

the entropy pool to guarantee that the DRBG never receives identical inputs twice (which

would result in the same output) [53]. The refresh() operation is typically requested by the

operating system, while the next() operation is typically requested by applications [53].

There are both software and hardware PRNGs available. RDRAND in Intel microproces-

sors, which is based on NIST SP 800-90A [67], is an example of a hardware PRNG, while

Mersenne Twister [68] is an example of a software PRNG.

Ironically, due to the use of cryptographic algorithms that introduce additional random-

ness properties with each transformation in the DRBG algorithm, PRNGs often generate

statistically superior and faster outputs than TRNGs [54]. Thus, PRNGs are frequently

chosen over pure TRNGs in applications requiring randomness.

2.5.3 Entropy source pitfalls and considerations

It may be possible to manipulate some entropy sources to produce biased output if the en-

tropy distillation procedure is poorly designed. For instance, if the only source of entropy
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is the user’s mouse movement, an attacker can simply stop moving the mouse. This halts

the rate of entropy production by the entropy source. Many RNGs employ blocking mech-

anisms to prevent their use until sufficient entropy has been accumulated to generate

good randomness. A well-known example is Linux’s /dev/random [69]. In environments

with low entropy, the blocking mechanism can also cause issues, as the execution of a

program can be silently blocked for an extended period of time without the user being

aware of the reason. Thus, unblocking implementations that output data regardless of the

quality of the entropy are commonly used.

Unintented operational conditions can also cause biased results for TRNGs. For instance,

ring oscillators must operate under particular conditions to generate appropriate random-

ness for TRNGs. If the operating temperature or voltage deviates from the ideal condi-

tions, the TRNG output cannot be relied upon [70, 71]. As a result, there are numerous

active and passive attacks against ring oscillators that result in data bias [72, 73]. It is

extremely difficult to determine whether data from an entropy source is truly random or

merely appears random.

PRNGs must combine multiple entropy sources to mitigate the effects of biased entropy

sources. This is also essential for reducing the attack vector of a device employing

PRNGs. Even if the NSA has designed a backdoor in a hardware RNG component, a

Chinese manufacturer has hacked it during manufacturing, a Russian hacker has tam-

pered with the network drivers, and all other sources of randomness have been tampered

with by various state-level actors, by mixing all these untrusted sources of randomness

together (e.g. by using the XOR operation), none of them should have any insight into

the random numbers generated by the upstream system such as /dev/urandom [74] in

Linux.

2.5.4 Cryptographically secure PRNGs

Cryptographically Secure PRNGs (CSPRNGs) are PRNGs with additional security re-

quirements. According to the taxonomy by Kelsey et al. [75], CSPRNGs must be resistant

to three types of attacks: state compromise extension attacks, direct cryptanalytic attacks,

and input-based attacks. Forward secrecy requires the PRNG to withstand state compro-

mise extension attacks, whereas backwards secrecy requires the PRNG to withstand both

direct cryptanalytic attacks and input-based attacks. If a PRNG cannot withstand all three

of these attacks, it cannot be considered cryptographically secure.

CSPRNGs require a method for generating truly random seed values [53]. Consequently,

cryptographic applications commonly rely on TRNGs to provide the entropy pool for

CSPRNGs. Due to the potential for a low entropy rate, the direct output of TRNGs is un-

suitable for use in cryptographic applications, as it would either block or cause predictable

output. Because they transform even a small amount of true entropy from TRNGs into
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longer and uniformly distributed pseudorandom bitstreams, CSPRNGs generate crypto-

graphically usable output without blocking.

PRNGs that are not cryptographically secure, but still generate a uniformly distributed

output without statistical bias, are also widely used in real-world applications due to their

speed and ease of implementation [53]. In fact, most of the PRNGs exposed to program-

mers are non-cryptographic PRNGs [53]. Examples include Python’s Random module

and libc’s rand() function, which are both based on Mersenne Twister [68].

Inappropriate use of PRNGs can lead to implementation failures in upstream crypto-

graphic applications. This often involves using PRNGs that are not cryptographically

secure in cryptosystems when CSPRNGs should be used instead. The Debian OpenSSL

random number bug (CVE-2008-0166) and factorisable (weak) RSA implementations [76]

discovered by Nemec et al. [77] in 2017 (CVE-2017-15361) are good examples of such

implementation errors, but there are numerous other examples, such as CVE-2009-3278,

CVE-2009-3238, and CVE-2009-2367.

The vast majority of commonly used CSPRNGs are based on hash functions, stream

ciphers, or number-theory problems [78]. Typical contemporary CSPRNGs include ISAAC

[79], Yarrow [80], Fortuna [81, Chapter 9], and ChaCha20 [82].

2.5.5 Statistical test suites

Random number generators can be evaluated using statistical test suites that seek to

detect nonrandom behaviour. Dieharder [83], TestU01 (BigCrush) [84], and NIST’s Sta-

tistical Test Suite (STS; described in SP800-22 [54]) are examples of such test suites.

Their objective is to ensure that the output of the RNG is uniformly distributed and free

of statistical bias. STS is developed specifically for testing CSPRNGs, while Dieharder is

designed for testing all PRNGs, and TestU01 is more applicable for testing TRNGs [85].

Nonetheless, each of the test suites can be utilised to test both PRNGs and TRNGs. All of

the tests included in a test suite should be statistically independent, and there should be

a sufficient number of statistical tests for adequate coverage of testing nonrandomness

[86].

A PRNG may not be cryptographically secure despite its exceptional statistical proper-

ties. This type of PRNG is exemplified by the Mersenne Twister [68], which passes STS

[78] despite being insecure for use in cryptographic applications. It is possible to pre-

dict all future values of the generator with sufficient iterations (624 for MT19937 [78]),

despite its evenly distributed output and absence of statistical bias. Therefore, it fails to

meet the requirement for forward unpredictability and is unsuitable for use in cryptogra-

phy. Thus, passing STS does not guarantee the PRNG’s cryptographic security. To be

suitable for cryptographic applications, a CSPRNG must, however, pass this test suite

https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2008-0166
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2017-15361
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2009-3278
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2009-3238
https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2009-2367
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[78]. Consequently, the STS should only be used as a starting point when estimating the

cryptographic security of a particular PRNG.

As STS is computationally intensive, embedded devices with limited resources cannot

utilise it. However, IoT devices, which are often embedded devices with limited resources,

must also test the randomness of their TRNG. To address this issue, Lee et al. [87] pub-

lished NIST-Lite, a streamlined version of NIST’s STS that drastically reduces its energy

consumption. Therefore, NIST-Lite would be appropriate for testing the entropy produced

by our EaaS simulation.

Hurley-Smith and Hernandez-Castro [85] provide a critical analysis of the problems as-

sociated with statistical test suites. Many RNGs deemed secure by specific test suites

under specific conditions may not be secure in reality, according to their findings. A small

sample size and a small number of tested devices, for instance, can lead to misleading re-

sults and incorrect conclusions. They argue that a simple pass/fail result from a single test

suite is insufficient to deem a particular device with a particular RNG suitably random for

a given application. Rather, a more comprehensive process is required to evaluate risks,

attack vectors, and countermeasures, taking into account any known biases. Additionally,

RNGs should be tested with a sufficiently large sample size across a sufficient number of

statistically independent tests. In addition, they find that well-known and widely-used test

suites such as NIST’s STS, Dieharder, and TestU01 exhibit some degree of correlation

in some of their tests, and that STS and Dieharder have a high degree of duplication in

their test selection. Efforts should be made to ensure that statistical test suites do not

include correlated tests. In conclusion, they assert that the current RNG tests are useful

for detecting blatant deviations from randomness, but fail to provide useful information in

more subtle cases. This is why simple pass/fail or random/nonrandom results should be

avoided. Even further, Aumasson [53] asserts that statistical tests have little bearing on

cryptographic security.

2.5.6 IoT RNG

Embedded IoT devices, like all other modern internet-connected devices, require both

general-purpose and cryptographically secure randomness [34]. However, the limited

hardware capabilities of many IoT devices prevent them from generating high-quality ran-

domness. These resource-constrained IoT devices lack components suitable for proper

TRNG distillation and have limited computational power, energy resources, and hardware

protection features, making randomness generation difficult [34]. The DEF CON 29 talk

“You’re Doing IoT RNG” by Petro and Cecil [88] does an excellent job of presenting the

vulnerabilities with IoT RNGs and describing how they can be exploited. Based on this

talk, we present the most significant security issues with IoT RNGs, which are:

• IoT devices typically lack access to CSPRNG subsystems due to their lack of mod-
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ern operating systems.

• Developers frequently make incorrect calls to the hardware TRNG (HWRNG) com-

ponent.

• Handling HWRNG errors correctly is difficult, if not impossible, at times.

• Oftentimes, the documentation for bare-metal function calls is inadequate, which

makes their proper use challenging.

• Numerous IoT devices generate HWRNG of subpar quality. This may either be due

to their resource-constrained nature or a flaw in their entropy distillation procedure.

IoT devices typically employ bare-metal environments or simple IoT operating systems. In

a bare-metal environment, CSPRNG subsystems are absent entirely. The majority of IoT

operating systems also lack proper CSPRNG implementations [34]. According to Kietz-

mann et al. [34], mbed OS [89], and Zephyr [90] are the only IoT operating systems with a

proper CSPRNG implementation and an OS-level random API. For instance, Contiki-NG

[91] lacks a CSPRNG implementation and instead uses the rand() function from libc for

all PRNG calls [34, 88].

When an IoT device requires a random number, it calls the dedicated HWRNG via the

device’s SDK or IoT operating system. Calls to HWRNG are handled through a hardware

abstraction layer (HAL). Incorrect HWRNG calls result in errors, which may return faulty

states or provide data that is not truly random. This results in “random numbers” that are

either only partial entropy, the number “0”, or uninitialised memory [88].

HALs frequently only permit developers to handle errors by aborting the entire process

that called the function or by leaving the process in a blocking state [88]. Neither of

these are generally acceptable solutions. Therefore, developers often disregard the error

conditions, resulting in biased and low-entropy randomness in upstream applications [88].

A proper implementation of CSPRNG would be crucial, as it would solve the issue of

HAL functions that either block execution of the program or fail. Nevertheless, many

CSPRNG algorithms are computationally too intensive to run on resource-constrained

IoT devices, which lack the computational power to run these algorithms effectively [34].

Similarly, many CSPRNG algorithms consume a significant amount of energy, and their

use in energy-constrained IoT devices could enable denial-of-service attacks [34]. These

impose additional constraints on the design of potential CSPRNG subsystems for IoT

devices.

In addition to the aforementioned issues, IoT devices are susceptible to generating weak

entropy during the boot process, even if they employ an OS that supports a proper

CSPRNG subsystem. Embedded devices frequently lack the hardware components, such

as the hard drive, keyboard, and mouse, that are present on desktop computers. These

are used as entropy sources by a number of CSPRNG subsystems. When the CSPRNG
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algorithm begins with an empty entropy pool (either with no seed or a hardcoded ini-

tial seed), its entropy sources will require time to generate sufficient randomness. The

fewer entropy sources that are available, the longer the process will take. Worse still, the

problem is exacerbated by the low computing power of IoT devices.

If the CSPRNG subsystem’s next() function is called before sufficient randomness has

been generated, the output will be biased and predictable. This results in vulnerabilities

in upstream applications, as demonstrated in 2012 by Heninger et al. [92], who scanned

the entire internet for 12.8 million TLS and 23 million SSH servers and found that 5% of all

TLS hosts and 10% of all SSH hosts shared the same RSA keys or factors. This enabled

them to retrieve the private keys of 0.5% of TLS hosts and 1% of SSH hosts. Nearly all

of the vulnerable hosts were embedded devices that suffered from lack of entropy in the

early boot-time process when the keys were generated. In their simulation, Vassilev and

Staples [93] demonstrated that Linux’s /dev/urandom [74] CSPRNG subsystem can

take up to 45 seconds to reach the bare-minimum threshold of 112 bits of random data in

environments with limited entropy sources, invalidating all randomness generated prior to

this point.

2.6 Randomness Beacons and Entropy as a Service

As expanded in Subsection 2.5.6, IoT devices with limited resources struggle to generate

the high-quality entropy required for robust randomness. Since IoT devices are connected

to the internet, this issue can be resolved by employing services that broadcast strong

entropy across the network. The concept is that a third-party service broadcasts high-

quality entropy to IoT clients who cannot generate it in sufficient quantity or quality. This

can be accomplished cryptographically securely using either Randomness Beacons or

purpose-built Entropy as a Service (EaaS) servers. The related terminology is explained

in Subsection 2.6.1.

2.6.1 Terminology

Randomness beacons broadcast cryptographically signed and timestamped random

numbers at regular intervals [94, 95]. They utilise high-entropy sources to extract TRNG

from unpredictable natural phenomena. If multiple entropy sources are used, the ran-

domness beacon combines the entropy from multiple TRNG sources into random data

blocks by, for example, XORing them. Random blocks of data are published on the in-

ternet alongside timing information and a cryptographic signature as well as additional

metadata. Each published block of random data is referred to as a pulse. The sequence

of all pulses is known as a chain. Randomness beacons may be either centralised or

decentralised.
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Centralised Randomness Beacons (CRBs) utilise Trusted Third Parties (TTP) to collect

entropy from entropy sources, combine them together, and then publish pulses contain-

ing blocks of randomness to the network. The TTP is an entity that is trusted to behave

properly. By colluding, the TTP can violate the security properties of randomness bea-

cons, since the beacon operator is in a position to reveal random numbers in advance to

favoured parties, manipulate the public random numbers, or even rewrite the history of

the chain by lying about the previous pulses [94]. Thus in CRBs, the TTP serves as a

single point of trust.

Decentralised Randomness Beacons (DRBs) do not rely on TTPs. Multiple sources

instead combine the data from their respective entropy sources into a single published

pulse. Thus, the single-point-of-trust problem is eliminated. The revelation of the back-

door in the NSA-designed Dual EC PRNG [96, 97] eroded faith in centralised single-point-

of-failure systems. This is what inspired the concept of DRBs [95].

Interactive and noninteractive DRBs can be distinguished [95]. Interactive DRB protocols

generate a beacon output through multiple rounds of participant communication. Nonin-

teractive DRB protocols do not require participant interaction to generate a pulse for each

round. Consequently, noninteractive DRBs are preferred for decentralised applications.

DRBs have the security properties of Availability (or Liveness), Bias Resistance, Unpre-

dictability, and Public Verifiability [95]. Unpredictability means that an adversary cannot

predict future beacon outcomes. Bias-Resistance property means that a single partici-

pant or a colluding adversary cannot bias the future beacon values. Availability means

that a single participant or a colluding adversary cannot prevent the generation of new

beacon values. Public Verifiability indicates that any third party can verify the validity

of the new pulse values. The SoK by Raikwar and Gligoroski [95] provides additional

information regarding the use cases of DRBs and how they can be constructed.

An Entropy as a Service (EaaS) server, in contrast to the randomness beacon, only dis-

tributes entropy to clients that specifically request it. Consequently, EaaS generates con-

siderably less data than randomness beacons. Otherwise, the concept remains largely

unchanged. EaaS server also uses timestamps and digital signatures to harden the proto-

col against response-replay attacks, Man-in-the-Middle (MitM) attacks, and Domain Name

System (DNS) poisoning attacks [93].

EaaS is designed from the ground up to provide robust entropy to IoT devices [93], en-

abling them to generate strong cryptographic parameters, whereas randomness beacons

are designed for multiple additional use cases [95]. If the IoT client has a CSPRNG sub-

system, it is seeded with entropy from both the EaaS service and the clients own HWRNG

sources. Otherwise, clients simply use their own HWRNG sources and combine their en-

tropy with the incoming entropy from the EaaS server (with e.g. XOR) prior to using it for

upstream applications. Similarly to randomness beacons, EaaS can be implemented with
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a centralised or decentralised architecture.

To transfer data between the server and IoT clients, EaaS employs application layer proto-

cols such as HTTP. In NIST’s EaaS implementation [98], for instance, the client requests

entropy via an HTTP GET request that includes the client’s public key and the requested

amount of entropy [93]. The server then sends the requested data to the client. The data

is encrypted using the public key provided by the client. To obtain the initial strong keys

for the IoT clients, it is assumed that the IoT device’s manufacturer has generated and

provisioned a strong key. This model of key provisioning is frequently used in practise for

the shipment of IoT devices including secure hardware components such as the Trusted

Platform Module (TPM) or ARM TrustZone [93].

2.6.2 History and Related works

Using someone else’s randomness as a service is not a novel concept. Randomness

beacons were first described by Rabin [99] in 1983. Originally Rabin proposed the ran-

domness beacons to be used for digital signature schemes and implementing confidential

disclosures. Nowadays, there are many real-world implementations of randomness bea-

cons. NIST launched their own Randomness Beacon initiative [100] in 2011. 2013 saw

the release of the first public prototype of the NIST beacon (version 1.0), and in 2018

NIST upgraded their randomness beacon to version 2.0. The final version of the beacon

is expected to be published by NIST in 2022. The NIST randomness beacon employs a

QRNG source that passed the Bell test [101].

In the past five years, there has been an increase in scientific interest and publications

concerning DRBs. Examples of DRBs (in order of publication) include Ourobros [102],

RandHerd and RandHound [103], SCRAPE [104], HydRand [105], Albatross [106], Rand-

Piper [107], and SPURT [108]. Additionally, League of Entropy runs a DRB called drand

[109]. League of Entropy is a consortium consisting of different global organisations and

individual contributors. Each contributor operates their own unique source of high entropy

that they provide to drand.

In addition to the randomness beacon project, NIST launched an EaaS project [98] in

2016. Their EaaS implementation also generates randomness from QRNG sources that

passes the Bell test [101]. However, the project appears to be on hold as the EaaS

project page was last updated in 2020 and the EaaS-Events page has not been updated

since 2017. Unlike the randomness beacon project, there is no related comprehensive

documentation (in the form of NISTIR or NIST SP drafts). The only other relevant EaaS

academic publication appears to be “Entropy as a Service: A Lightweight Random Num-

ber Generator for Decentralized IoT Applications” by Ullah et al. [110], released in 2020.

Additionally, there are active EaaS projects in the industry. Crypto4A’s Root of QAOS

[111], QNu Labs’ QOSMOS [112], Qrypt’s EaaS [113], Quantropi’s SEQUR [114], and
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QuintessenceLabs’s qRand [115] are recent examples of EaaS services provided by the

industry.

There are also additional sources for public randomness besides randomness beacons

and EaaS servers. For instance, random.org [116] has been providing random numbers

via the internet as a service since 1998. Random.org is a service that generates random

numbers using atmospheric noise and then offers applications such as list randomiser,

password randomiser, and lottery quick pick based on these numbers. It differs from

randomness beacons and EaaS servers in that random data is not accompanied by a

cryptographic signature or timestamp as metadata.
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3. IMPLEMENTING AN EMBEDDED COMPUTER

CLUSTER

As demonstrated in Section 2.1, computer clusters can have a variety of requirements

and use cases. In this chapter, we describe the use cases, requirements, and available

resources that must be understood before designing and implementing the Magi cluster

to meet our specific needs. First, we present the existing related works in Section 3.1

to get an understanding of the related and already implemented clusters. We explore

both shared production-level clusters and clusters designed for specific use cases. In

Section 3.2, we then discuss the requirements for the Magi cluster in more detail. Finally,

we present our design for the Magi cluster, which is based on the related works and

the requirements. The design overview is detailed in Section 3.3, while Section 3.4 and

Section 3.5 focus on the design choices related to the nodes and the server, respectively.

3.1 Related works

We begin our search for relevant computer clusters in Finland by examining the shared

production-level clusters that are currently accessible for research purposes. Locally,

Tampere University has a shared production-level computer cluster called Narvi [117].

The x86-based Narvi cluster is intended for use by researchers, faculty members, and

students for their HPC needs. It consists of 140 CPU-only nodes with 3000+ CPU cores

and 22 GPU nodes with 4 GPUs each, and Slurm Workload Manager is used for job

scheduling [117]. Several other universities in Finland also have their own computer

clusters for HPC research. For instance, Aalto University has the Triton cluster [118] and

Helsinki University has the Turso cluster [119]. They share a striking resemblance to the

Narvi cluster in their design. The primary difference between the clusters is the amount

of computing power they offer.

CSC, the Finnish IT centre for science, also has numerous computer clusters that Finnish

researchers can utilise. Among these are the current supercomputers LUMI [120], Puhti

[121], and Mahti [122]. The most recent of them, LUMI, is one of the world’s most power-

ful supercomputers, according to TOP500 [5]. For HPC applications, CSC also provides

cloud services Pouta [123] and Rahti [124], and research data storage Allas [125]. In-

corporating increasingly more computing power, offering cloud-based Infrastructure as a
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Service (IaaS) or Platform as a Service (PaaS) for the users, and combining the computer

clusters with data management services suitable for the large amounts of data related to

HPC research demonstrate how computer clusters can be scaled well beyond our needs

and requirements for the Magi cluster. While these computer clusters and services are

beyond the scope of this thesis, we introduce them to establish how the requirement elic-

itation must drive the design of the computer cluster and to illustrate the Finnish HPC

research infrastructure at the cutting edge of the field.

All of the previously mentioned clusters are x86-based. Nonetheless, ARM-based clus-

ters exist as well. Embedded computer clusters based on the ARM architecture are of

particular interest to us, as the Magi cluster is also an embedded computer cluster. A

2015 survey by Jahanzeb et al. [126] revealed that ARM-based clusters have a better

performance-to-power ratio than x86-based clusters, but that at the time, x86-based clus-

ters outperformed ARM-based clusters for typical HPC use cases. A more recent survey

by Yokoyama et al. [127] from 2019 demonstrates that ARM architecture may be a bet-

ter fit for modern HPC systems employing co-processors, and that companies such as

Amazon already offer ARM-based computer instances for cloud computing. Moreover,

they argue that ARM HPC could become dominant in the future due to its matured soft-

ware ecosystem, more aggressive architectural improvements, and cheaper prices when

compared to x86.

The most recent ARM based embedded clusters include computer clusters based on the

ARM ThunderX2 processor family, such as the experimental infrastructure for the Mont-

Blanc 2020 project [128]. Mantovani et al. [129] analyse the performance and energy

consumption of the aforementioned cluster and conclude that ThunderX2 provides com-

parable or superior performance-to-power ratio and scalability to x86 processors with a

comparable software ecosystem availability. Therefore, ARM-based clusters appear to

be viable candidates for the next generation of HPC systems and supercomputers [129].

Pardos et al. [130] also present a study on the performance of ThunderX2-based HPC

clusters, concluding that ThunderX2 is capable of matching the performance of its x86

counterparts, but that its power efficiency still lags behind x86 when AVX512 extensions

are used. All of these surveys on ARM-based clusters demonstrate that energy-efficient

ARM-based clusters have the potential to replace power-hungry x86-based clusters in ex-

ascale HPC in the future, and there are already indications that this change is occurring.

We have only presented shared production-level clusters thus far. However, for a variety

of reasons, many NISEC research projects are not suitable for shared production-level

clusters. For instance, root access may be required to enable insecure hardware debug

mechanisms, such as performance monitor units, which should never be exposed to user

space on servers used for production. Some of our research necessitates malicious be-

haviour towards the computer cluster, the effects of which are studied at multiple levels

of abstraction, ranging from microarchitectural to networking. Consequently, we are in-
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terested in information regarding existing private computer clusters designed for specific

use cases.

In the scientific literature, Raspberry Pi (RPi)-based clusters are by far the most prevalent

private embedded computer clusters. Typical use cases include the teaching and learning

of distributed computing concepts [24–26], as well as the construction of cost-effective

and energy-efficient clusters for small HPC applications that do not require a great deal

of computing power, such as image processing and big data analysis [131–136].

According to studies by Mappuji et al. [137], Cicirello [138], and N. Gupta et al. [139], RPi

clusters are not particularly effective for HPC use. Due to the limited memory bandwidth

of the RPi’s, the performance of RPi’s appears to peak at two or three cores, meaning they

are unable to properly utilise all four cores. In addition, the limited networking capability

of RPi’s severely limits the parallel computing capabilities of the clusters, rendering them

unsuitable for tasks requiring the distribution of a significant amount of data between the

nodes relative to computation time. The studies reveal, however, that RPi clusters can

deliver modest performance at a reasonable cost and with a reasonable energy footprint.

Intriguingly, the study by Hawthorne et al. [140] reveals that RPi clusters appear to offer

comparable encryption/decryption performance for storage encryption tasks while con-

suming less power than x86-based systems when employing the Twofish algorithm. As

the AES instruction set is optional on ARMv8 processors and is not implemented in any

single-board computers known to Hawthorne et al. [140], x86-based clusters continue

to outperform RPi clusters when executing the AES algorithm. If AES hardware instruc-

tions were introduced for RPi, ARM-based RPi clusters could be preferable to x86-based

clusters in the future for storage encryption tasks.

3.2 Requirements

The initial phase of the implementation of the computing cluster is the elicitation of re-

quirements. Those accountable for implementing the computing cluster must learn the

cluster’s requirements from the cluster’s stakeholders. The stakeholders may have var-

ious functional and nonfunctional requirements for the cluster, including performance,

security, architectural, and usability requirements. The design must meet all of these

specifications. We will now describe how the requirements for the Magi cluster are gath-

ered and what those requirements are.

The elicitation of requirements for the Magi cluster entailed identifying possible use cases

for the computer cluster and then gathering requirements based on these use cases.

Since the Magi cluster is only utilised by the NISEC group for our own internal research,

all of the collected use cases are based on the NISEC’s existing and potential future

research projects. The stakeholders of the Magi cluster are the NISEC group leaders and
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all group members who conduct research using the cluster. The use cases for the Magi

cluster include:

ARM-based software testing. As ARM-based software is used and researched in

many NISEC projects, NISEC requires an ARM-based computer cluster to efficiently run

and test software built for ARM processors. One example use case is fuzzing ARM-based

cryptographic software in order to find bugs. The existing computer cluster at Tampere

University, known as the Narvi [117] cluster, is based on the x86 architecture, making it in-

compatible with ARM-based software. Therefore, an ARM-based architecture is required

for the Magi cluster.

Distributed network security testbed for embedded devices. NISEC requires a testbed

that can measure network throughput when a core is saturated. In addition, the testbed

can be used to investigate, for instance, DDoS vulnerabilities, attack effects, and miti-

gation techniques. Consequently, the Magi cluster requires multiple embedded network-

connected devices as nodes.

Testing the embedded performance of security-oriented protocols. Members of the

NISEC group conduct extensive research and contribute to the development of security-

focused protocols such as TLS and OpenSSL. On embedded devices with limited com-

putational capabilities, protocol performance is crucial. Therefore, the Magi cluster must

be able to test the performance of experimental cipher suites on embedded devices.

Testing applications of distributed hardware-assisted security technologies. Us-

ing TEEs in a distributed manner, as we do in our EaaS simulation, is a prime exam-

ple of this use case. NISEC has already conducted research on Intel SGX and AMD

SEV-enabled cloud technologies; therefore, other potential use cases include simulating

TEE-enabled cloud technologies using TrustZone TEE in ARM processors.

Simulating attacks against consensus in distributed systems. Many distributed net-

work applications are vulnerable to majority attacks, where an adversary gains control of

the majority of the participating nodes of the network. Majority attacks against blockchains

are already a quite well understood and researched phenomena [141], but similar attacks

also exist, for example, in Tor network, where a well-funded adversary, such as a nation-

state actor, can achieve consensus blocking against Directory Authorities [142]. With the

Magi cluster, we can simulate such attacks against consensus in distributed systems.

Based on the aforementioned use cases, the Magi cluster nodes must be embedded

devices with ARM-based processors that support TrustZone. Additionally, a large number

of nodes must exist to permit the testing and simulation of various distributed applications.
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In addition to the requirements extracted from the use cases, the stakeholders have nu-

merous other requirements regarding the usability, security, and software licence for the

cluster’s software. The cluster must primarily be as user friendly as possible. This in-

cludes a straightforward method for controlling all nodes with the server without requiring

individual configuration of the nodes, easily distinguishable nodes, and the capacity for

future expansion. Additionally, the cluster must be accessible from the external network

via the server, but individual nodes must not be accessible from the external network.

Therefore, the server must be capable of providing the nodes with firewalling and Network

Address Translation (NAT). Additionally, the cluster must be able to withstand high levels

of stress without crashing; this has been an issue with some previous NISEC projects.

Finally, FOSS should be utilised.

In the end, we end up with the following list of requirements for the Magi cluster:

• The cluster must be an embedded computer cluster based on the ARM architecture.

• The cluster must be easy to manage. Specifically, the cluster must have a server

capable of controlling all nodes via a job scheduler.

• The cluster shall be easily extendable in the future.

• The nodes must be able to communicate with each other.

• The server must be accessible from the outside network.

• The nodes must not be accessible from the outside network.

• The server must have a firewall capable of providing NAT for the nodes.

• The nodes must be distinguishable from each other.

• The nodes must function without the need for individual configuration. Specifi-

cally, the cluster must support Preboot eXecution Environment (PXE) booting of

the nodes.

• Both the server and the nodes must utilise FOSS.

• The nodes must be able to withstand high levels of stress without crashing.

The design of the Magi cluster is based on these requirements.

3.3 Design overview

The design of the Magi cluster is based on the requirements gathered during the phase

of requirement elicitation. RPis are utilised as nodes since they satisfy our hardware

requirements. The RPi nodes run a Devuan ASCII Linux distribution. For the server, we

install FreeBSD on an HPE ProLiant bare-metal system. The FreeBSD server provides

all required server utilities, such as traffic routing, firewalling, NAT, PXE booting of the



28

Outside 
network

FreeBSD
server

Core 
switch

NISEC core
switch

VLAN 
3000, 3010

VLAN 
3000, 3020

VLAN 
3000, 3030

VLAN 
3000, 3040

NISEC VLAN

VLAN 
3000, 3010, 3020,

3030, 3040

Magi01-sw01

Magi01 Magi02 Magi03 Magi04

10.0.10.0/24 10.0.20.0/24 10.0.30.0/24 10.0.40.0/24

Te1/2

Gi0/24 Gi1/1

Gi0/13-16

Gi0/9-12Gi0/5-8

Gi0/1-4

Magi01-sw02

Magi01-sw03

Magi01-sw04

Magi02-sw01

Magi02-sw02

Magi02-sw03

Magi02-sw04 Magi03-sw04

Magi03-sw03

Magi03-sw02

Magi03-sw01 Magi04-sw01

Magi04-sw02

Magi04-sw03

Magi04-sw04

Magi04

Figure 3.1. Overview of the Magi cluster

Raspberry Pi nodes, and job scheduling. Devuan ASCII and FreeBSD both meet the

FOSS criterion.

On the cluster, 640 RPi devices are physically and logically partitioned into four “cubes”.

Therefore, each of the four logically and physically distinct cubes contains 160 RPi nodes.

Section 3.4 describes the design decisions for the RPi nodes, whereas Section 3.5 de-

scribes the design decisions for the FreeBSD server in more detail. The overview of the

Magi cluster and its network configuration is presented in Figure 3.1.
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3.3.1 Network configuration

As illustrated in Figure 3.1, each cube resides behind its own VLAN with its own subnet-

work and four switches that are connected via a single “core switch” to the internet and the

FreeBSD 13 server. The entire cluster resides behind a 10.0.0.0/16 Classless Inter-

Domain Routing (CIDR) block. Each cube has its own /24 CIDR block, allowing each

cube to theoretically support up to 256− 2 = 254 RPi nodes. In practise, each cube only

contains 160 RPi nodes, but this number can be increased in the future to facilitate sim-

ple expansion. As there are 256 /24 CIDR blocks available within the /16 CIDR block,

and we are only utilising 4 blocks for the RPi nodes and 2 blocks for the management

networks, there is ample room for future project expansion.

3.4 Raspberry Pi nodes

Raspberry Pi is an embedded single-board computer. As RPis are readily available, user-

friendly, well supported by open-source software, and have a wealth of existing documen-

tation for various projects, they are suitable for use as Magi cluster nodes.

Due to the plethora of RPi models, we must examine the characteristics of each model

before selecting one for the Magi cluster. As we describe in Section 3.2, the RPi nodes

must support PXE booting. The RPi model 3b is the first model to support PXE booting

without an SD card [143]; however, PXE booting with RPi model 3b requires the setting

of an OTP software flag. Due to the need for manual labour on each RPi node, we

determine that the RPi model 3b is inapplicable to the Magi cluster. Additionally, many

known problems with the PXE boot process with the RPi model 3b were fixed in the RPi

model 3b+ [143]. The RPi model 3a+ does not support PXE booting [143]. Consequently,

only the RPi models 3b+ and 4b are suitable choices for the Magi cluster, as they are the

only models to properly support PXE booting out of the box. RPi 4b is more powerful than

RPi 3b+, but also considerably more expensive. Since the Magi cluster will not be used

for HPC, we will not noticeably benefit from the increased computing power. As a result,

we prioritise the lower price of RPi 3b+ over the increased computing power of RPi 4b,

and choose RPi model 3b+ as the base model for the Magi cluster.

3.4.1 Network boot process

We use PXE to boot the RPi clients over the network. The PXE booting procedure func-

tions fundamentally as follows (and is illustrated in Figure 3.2):

1. The RPi client broadcasts a DHCP Discovery message.

2. The server responds with a DHCP Offer containing the client’s IP address, bootfile

name (filename), TFTP server address (next-server), and NFS server path
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Figure 3.2. The network boot process

(root-path) values.

3. If the RPi client finds the DHCP Offer satisfactory, it broadcasts a DHCP Request.

4. The server responds to the newly assigned IP address with DHCP ACK.

5. Using the next-server and filename values included in the DHCP Offer mes-

sage, the RPi client requests the bootfile from the server via TFTP.

6. The server sends the requested bootfile to the client via TFTP.

7. The client executes the received bootfile, which loads the kernel. The NFS filesys-

tem is then mounted using the root-path value obtained from the server during

the DHCP Offer.

8. From this point forward, the OS handles booting the RPi client.

In step 1, the RPi client transmits the DHCP Discovery five times, with five seconds be-

tween each transmission. The RPi client will enter a low-power state and the PXE boot

will fail if the server fails to respond within this time. This could occur if the server is utilis-

ing a Spanning Tree Protocol (STP) with listening and learning states, as this procedure

could take longer than 25 seconds. In order for the server to see the DHCP Discovery
messages, it is necessary to configure the connected switches to use STP PortFast mode

(or disable STP entirely). Using the SD card’s bootcode.bin file, which is stored on the

device, is a known workaround for this issue. However, this would necessitate manual

labour on each RPi node, which would contradict the requirements.

3.4.2 Operating system

Based on Section 3.2 and our prior knowledge, we have the following criteria for selecting

the operating system for the RPi nodes:

• The selected OS must be FOSS. We do not wish to be reliant on proprietary,

closed-source software; rather, we desire total control over the cluster.
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• The operating system must be stable under high stress and have minimal overhead

to avoid wasting the computing power of the RPi nodes. According to our previous

tests, systemd [144] can cause nodes to crash under heavy load and adds a sub-

stantial amount of unnecessary overhead. Thus, we avoid operating systems and

distributions with systemd.

• The selected OS should not have reached the end of its product lifecycle (end-of-

life product, EOL). We do not want to select EOL products in the event that a critical

patch is required (e.g., a newly discovered security flaw), but the OS will no longer

be updated.

• The selected OS should require few manual updates. Since we want the Magi

cluster to be as stable as possible, we will only apply critical OS updates to a stable

OS build. For this reason, we disregard all frequently updated OS development

builds.

We select Devuan ASCII Linux distribution [145] as the OS for the nodes in the Magi

cluster based on these criteria. It is a stable, lightweight, systemd-free Linux distribution

with ready-to-use RPi 3 images, thus meeting all of our criteria.

3.5 FreeBSD server

We choose FreeBSD 13 as the server for the Magi cluster. FreeBSD is a free open-

source OS derived from the BSD version of Unix that fulfils our requirements listed in

Section 3.2. It is developed and maintained by a large open-source community and can

be freely downloaded from the FreeBSD project website [146]. We list below the most

important features of FreeBSD we use for the Magi cluster:

Dynamic Host Configuration Protocol (DHCP) is utilised for automatically assigning

IP addresses to RPi client nodes and distributing all necessary information for the network

boot procedure. Subsection 3.4.1 describes how and which files are sent through DHCP

during the network boot procedure. In practise, the DHCP server residing on the FreeBSD

13 server machine comprises configurations for six separate VLANs; one for each of the

four cubes, one for the management VLAN, and one for the NISEC’s internal VLAN.

Network File Share (NFS) provides RPi client nodes with a network-based file system

without requiring an SD card on each node computer. PXE utilises TFTP to transfer

required files from the server to the client nodes during startup. All changes to the client’s

filesystem can be made on a single server computer, which then propagates to all client

nodes. This makes the computer cluster more scalable and easier to maintain.
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Packet Filter (pf) is an internal packet filtering tool in FreeBSD that we use for the Magi

cluster. It acts as a firewall between our private subnetwork and Tampere University’s

private network. Furthermore, all packets originating from outside Tampere University’s

network are blocked, thus hardening the security of the server.

Slurm Workload Manager serves as the cluster’s job scheduler. It enables us to run

and monitor parallel jobs on multiple RPi nodes and to allocate groups of RPi nodes to

cluster users for their work.

Trivial File Transfer Protocol (TFTP) is used to transfer files from the server to the RPi

client nodes over the network so they can be network booted using PXE. Subsection 3.4.1

describes how and which files are sent through TFTP during the network boot procedure.

ZFS filesystem is used on the server. ZFS is a filesystem that was originally designed

for Sun Solaris and later ported to other Unix-like operating systems, including Linux and

FreeBSD. It has advanced file system properties, such as snapshots and replication at

the pool level, that are useful for our uses for the Magi cluster. It also enables users to

create pools of hard drives in their own pool of mirrors without the need for RAIDs at

the hardware level. Our server configuration makes use of two distinct pools of mirrors.

The system host resides on its own pool of two hard discs in mirror, whereas the cluster

resides on its own pool of 2×2 mirror.
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4. DESIGNING AN EAAS SIMULATION WITH THE MAGI

CLUSTER

To develop a practical application for the Magi cluster described in Chapter 3, we imple-

ment an EaaS simulation. This chapter highlights why and how the EaaS simulation is

developed. We use the background information provided in Section 2.6 as a baseline for

our simulation. Initially, we examine existing works on EaaS implementations in greater

detail in Section 4.1. Then, we explain the security considerations and the threat model

on which our design is based in Section 4.2. The objectives of the simulation are then

discussed in Section 4.3, followed by a thorough explanation of its design and method-

ology in Section 4.4. Finally, we describe the limitations and biases of our simulation in

Section 4.5. The results of the simulation are presented in Chapter 5.

4.1 Related works

Before we begin designing our own EaaS implementation, we examine existing EaaS so-

lutions. Existing related works serve as an inspiration for our design. For our search of

relevant related works, we first take a look into implementations that are supported by

pertinent scientific literature. We exclude proprietary industry solutions whose implemen-

tation details are not publicly available from this search. Our search for scientific literature

commences with the following search engines:

• ACM Digital Library1

• Andor 2

• arXiv open-access archive3

• dblp computer science bibliography4

• Google Scholar 5

• IEEE Xplore6

1https://dl.acm.org/
2https://andor.tuni.fi/
3https://arxiv.org/
4https://dblp.org/
5https://scholar.google.com/
6https://ieeexplore.ieee.org/

https://dl.acm.org/
https://andor.tuni.fi/
https://arxiv.org/
https://dblp.org/
https://scholar.google.com/
https://ieeexplore.ieee.org/
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We use the following search terms and their combinations during the search: “EaaS”,

“Entropy”, “as”, “a”, “Service”, “IoT”, and “randomness”.

According to our search results, “EaaS” is not commonly understood to mean “Entropy

as a Service”. Specifically, the letter “E” in “EaaS” represented different words such as

“Ecosystem”, “Edge”, “Education”, “Electricity”, “Emulation”, “Encryption”, “Energy”, “En-

tanglement”, “ERP (Enterprise Resource Planning)”, “Evaluation”, “Everything”, “Execu-

tion”, and “Exostructure” in many of the search results, where the paper was about offer-

ing something else as a service. After eradicating all search results that are not about

“Entropy as a Service”, we are left with only the two works presented in Table 4.1.

Table 4.1. Related EaaS works.

Title of the paper (abbreviated) Authors Year Reference

EaaS: Unlocking Cryptography’s Full Potential Vassilev and Staples 2016 [93]

EaaS: Lightweight RNG for Decentralised IoT Apps Ullah et al. 2020 [110]

The first related work by Vassilev and Staples [93] focuses on the NIST EaaS project

[98]. It employs a QRNG source that passes the Bell test [101]. The design is cen-

tralised, meaning it has a single point of trust. In the design, the HTTP protocol is used

to transfer entropy from the service to clients, and the generated entropy undergoes con-

tinuous TRBG health test monitoring. Timestamps and digital signatures are also used to

strengthen the design’s security.

Ullah et al. [110] design a CSPRNG that uses sensor data as a source of randomness

in the second related work. In addition, they present a proof of concept for the potential

use of sensor data as a source of randomness and evaluate the generated entropy using

the NIST SPS [54]. While the contents of the paper are relevant to this thesis, it does not

actually implement an “Entropy as a Service” system in the sense that we understand the

term. Therefore, the paper’s title is somewhat deceptive, and it is of little assistance to us

in designing the EaaS simulation.

Based on the search results for related scholarly literature, EaaS does not appear to be

an active area of research. This is in stark contrast to randomness beacons, which return

a plethora of search results from recent years using the same search engines with terms

such as “randomness”, “random”, “beacon”, “beacons”, “protocol”, and “protocols”. This

begs the question of whether it is worthwhile to implement an EaaS system or whether a

randomness beacon would be more advantageous. Nonetheless, if we expand the search

for related works to include industry solutions and use the same EaaS-related keywords

on Google search7, we find numerous results of real-world EaaS implementations by

companies such as Crypto4A, QNu Labs, Qrypt, Quantropi, and QuintessenceLabs [111–

7https://www.google.com/

https://www.google.com/
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115]. All of these industrial solutions utilise QRNG sources and emphasise the “quantum”

aspect of the solution in their marketing. These results indicate, in our opinion, that EaaS

implementations, particularly with QNRG sources, have real-world monetary value for

businesses and therefore should be studied more by the academic community in addition

to randomness beacons.

4.2 Security considerations and threat model

In our simulation, we have full control over both the server and the IoT clients. In addition,

all EaaS simulation-related computers are contained within our private subnetwork. Only

the FreeBSD server controlling the Magi cluster is accessible from the external network.

In this case, the external network is the Tampere University network. All packets originat-

ing outside the university’s network are dropped. Additionally, many packets originating

from this network are blocked by default due to the fact that the FreeBSD server employs

packet filtering that whitelists only specific protocols. Furthermore, all computers asso-

ciated with the simulation are physically located in a server room with restricted access.

Few individuals are physically capable of entering this server room. These safeguard

our EaaS system against the vast majority of attacks and adversaries, as we assume

adversaries cannot gain physical access to the computers and remote access requires

adversaries to first connect to the Tampere University network.

However, we use a conservative threat model, in which we assume that an adversary will

be able to pivot into our private subnet and is therefore capable of launching both active

and passive attacks within the network. Due to this, we assume that the attacker can

conduct MitM attacks, response-replay attacks, DNS poisoning attacks, and even gain

root access to the server.

To prevent MitM attacks, we employ both asymmetric encryption and digital signatures.

Since the adversary does not have access to the IoT client’s private key in our threat

model, they cannot read or modify the entropy generated by the server. The digital sig-

nature verification offers protections for authenticity, integrity, and non-repudiation, hard-

ening the system against MitM and DNS poisoning attacks. We use the Network Time

Protocol (NTP) to provide timing information for both the IoT client’s request for entropy

and the server’s generation of entropy in order to prevent response-replay attacks. The

IoT client verifies that entropy is only generated in response to a request for it.

We employ TEEs to safeguard our implementation from adversarial root access on com-

puters participating in the simulation. All of the code and data associated with the EaaS

simulation is executed within Enarx’s keeps; therefore, even with root access to the server

or IoT clients, an adversary cannot read or process the data, enhancing the system’s in-

tegrity and confidentiality. Consequently, even we as the operators of the EaaS server are

unable to read or modify the generated entropy. Users do not need to rely on us being
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trustworthy and operating the server with good intentions, but rather on the TEE technol-

ogy to function properly and prevent us from observing or altering the data on the server.

While the server continues to function as a single point of trust, it is not a typical Trusted

Third Party (TTP) server, as in the NIST’s EaaS implementation [93]. Instead, we refer to

our server as the Trusted Execution Server (TES) to emphasise that trust is placed in the

TEE technology and not the server operator.

In order to use asymmetric encryption effectively, we employ a key provision model. This

indicates that we anticipate the IoT clients to be shipped with robust keys provided by the

manufacturer. Without the initial strong keys provided by the manufacturer, the IoT clients

would need entropy from the EaaS server to generate strong keys; however, using the

EaaS service securely against powerful active adversaries requires strong keys. Using

the key provision model gets rid of this chicken-and-egg problem. In addition, we assume

that IoT clients already know the server’s public key prior to the simulation.

4.3 Goals

The main goals of our simulation are the following:

1. Implement a functional EaaS system. Due to the scarcity of academic reference

implementations of other EaaS systems, our simulation is vital for demonstrating

that building an EaaS system is actually feasible.

2. Find out whether EaaS is a practical solution for solving IoT RNG problems.

3. Determine whether the use of TEEs to enhance the security of the EaaS system is

feasible in practise. Based on our experience writing the SoK paper [2], the devel-

opment of TAs is not a simple process; therefore, we are interested in determining

whether Enarx can be used to harden the EaaS system security with TAs.

As a consequence, our simulation aims to give answers to the research questions RQ3,

RQ5, and RQ6. We will discuss the extent to which our simulation achieves these objec-

tives in Chapter 5.

4.4 Design and methodology

The primary components of our simulation are the Trusted Execution Server (TES), the

entropy sources, and the IoT clients that utilise the TES’s entropy. The TES appears

to IoT clients as a black box that returns entropy on demand. From the perspective of

the entropy sources, the TES is a black box that requests and receives entropy from the

entropy sources. From the perspective of the TES, the architecture is somewhat more

complex because the server must communicate with IoT clients that request entropy as

well as entropy sources that gather and distil entropy from nature. The TES must also
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utilise a CSPRNG function to combine the entropy sources.

When IoT clients request entropy from the TES, they send an HTTP GET request along

with their own public key (pkIoT ) and the quantity of entropy required (∆x). Additionally,

they utilise NTP to store the request time (t1) locally. The server then responds with the

requested entropy (x), its cryptographic digital signature (s), and the time the entropy was

generated (t2). The response is encrypted using the public key of the IoT client. When

the IoT client receives the returned data, it verifies it prior to employing the entropy. The

entropy is discarded if the verify function returns an invalid result. The verify operation

includes three steps:

1. The IoT client verifies that the data is encrypted correctly using its own public key

and that the response is in the correct format, i.e. the response contains the re-

quested entropy x with the requested amount of entropy ∆x, the digital signature

s, and the time the entropy was generated t2.

2. The client verifies that the entropy was generated only after the request for entropy

(t2 > t1).

3. The client then verifies the validity of the digital signature.

Figure 4.1 demonstrates the simulation protocol from the perspective of IoT clients.

pkIoT, Δx

Epk_IoT (x, s, t2)

Generate: 
Δx, t1

TES IoT client

Verify(x, s, pkTES, t1, t2)

(previously) pkTES

Generate: 
x, s, t2

Figure 4.1. Protocol for EaaS simulation from the perspective of the IoT client.

If the verify function fails, we employ a blocking implementation that terminates the pro-

cess that requested entropy from the EaaS. Because we control and trust our entire

simulation implementation, which is located within a self-controlled private subnet, and

because we don’t use IoT devices for anything critical during the simulation that would al-

ways require a functioning state for the devices, a blocking implementation is suitable for

us. However, a non-blocking implementation could also be used by simply discarding the

entropy received from the EaaS and proceeding with only the IoT device’s own HWRNG

entropy sources.

We use Enarx to run the simulation inside a TEE. Using a TEE enhances system security

because, even if the computers comprising the EaaS system are compromised, the in-
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pkIoT, Δx

Epk_IoT (x, s, t2)

Generate: 
Δx, t1

TES IoT client

Verify(x, s, pkTES, t1, t2)

(previously) pkTES

Combine(x1, x2):
            x

Generate: 
x1, x2 

Entropy sources

Δx

x1, x2

Figure 4.2. Protocol for EaaS simulation from the perspective of the TES.

tegrity and confidentiality of the processed data remain intact, as the high-level operating

system is unable to view or modify the data.

In our simulation, both the IoT clients requesting entropy and the entropy sources are

RPi 3b+ nodes from the Magi cluster. In practise, two distinct nodes serve as entropy

sources. The process of entropy distillation is simulated utilising the CSPRNG function

(/dev/urandom [74]) included in the Devuan ASCII Linux distribution [145]. When re-

quested by the server, the RPi nodes serving as entropy sources generate and send their

generated entropy to the server. We use another RPi node in the Magi cluster as the

TES because FreeBSD does not properly support Enarx. After receiving entropy from the

entropy sources, the server uses its own CSPRNG function to combine these two distinct

entropy sources. Finally, the server sends the properly mixed entropy to the IoT device

that requested the entropy in the first place. Figure 4.2 highlights the simulation protocol

from the perspective of the TES.

4.5 Limitations and bias

Since we are using Enarx’s “nil” backend, our design will not be secure in practise. Con-

sequently, we will not utilise ARM’s TrustZone capabilities in reality. According to our SoK

of TEE development tools and applications [2], there are no open-source tools readily

available for TrustZone-enabled development. Enarx, which supports actual TEE usage

on other architectures such as Intel SGX and AMD SEV, with the nil backend allows us

to develop applications in the same manner as if we were actually using the proper TEE

backends. This is sufficient for our simulation, but for a secure implementation in the real

world, we would need a middleware framework that supports TrustZone-enabled devel-

opment.

Our architecture includes a TES. Consequently, we are limited to a single point of trust.

Since we do not share the entropy from our EaaS simulation over the internet and we

have complete control over the TES within our private subnet, a more conventional TTP

server would also meet our needs. Using a TES, on the other hand, enables us to scale

our EaaS implementation in the future for a more robust design in which the entropy is
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actually broadcast to other internet users. In addition, our design does not include a re-

mote attestation mechanism because it is unnecessary in a centralised and self-controlled

design. In a decentralised architecture, integrity guarantees require appropriate remote

attestation, and the entropy sources should be independent and controlled by separate

parties, in contrast to our design in which we control all entropy sources. This further mit-

igates the issue of a single point of trust, as a single colluding entity (capable of breaking

the memory isolation of the TEE) is unable to manipulate the output entropy of the EaaS.

Our entropy sources are also limited in this design, as we only use identical hardware

choices and TRNG collection techniques. Multiple, distinct, and unrelated entropy sources

must be utilised in a more secure implementation. We could improve our simulation by

employing e.g. Physical Unclonable Function (PUF) based ring oscillator TRNGs [61–66]

or QNRG devices [56–58] as entropy sources. Even in these designs, it is essential to

evaluate the conditions under which they can generate strong entropy. In a ring-oscillator-

based PUF design, for instance, the temperature and voltage must remain within the

proper condition ranges; otherwise, the entropy will be biased [70, 71]. Therefore, the

source of entropy must be guarded against fault injection attacks that seek to interfere

with its condition range.

Since many CPU manufacturers exclude SCAs from their TEE threat model [52], TEEs

do not often provide adequate protection against SCAs in the real world, as demonstrated

in the surveys by Cerdeira et al. [147] and Fei et al. [148]. Therefore, our design is fun-

damentally insecure against highly skilled and well-resourced adversaries who can craft

specific SCAs against the various EaaS simulation components employing TEEs. This

would be the case even if our design utilised the ARM TrustZone TEE backend correctly.

Since TEE manufacturers are typically uninterested in fixing the fundamentally flawed

parts of their hardware design that can be exploited with SCAs [52], the only way to pro-

tect against these attacks is to conduct extensive in-house research on the possible SCAs

against the used TEE system and then implement all the necessary software modifica-

tions to protect against the discovered vulnerabilities. Even so, it may be impossible to

protect against specific SCAs, and regardless of how well internal research on SCAs is

conducted, it is impossible to identify every possible defence. Therefore, on a fundamen-

tal level, the TEEs do not provide the design-based security guarantees in the real world

that they theoretically provide. However, the use of TEEs to secure the implementation is

not in vain, even if SCAs could theoretically be used to attack TEEs. This is due to the fact

that utilising TEEs drastically reduces the system’s attack surface by providing stronger

protections for data confidentiality, integrity, and authenticity. As we could not find many

instances of SCAs being utilised in the wild against TEE-enabled systems, the use of

TEEs appears to deter all but the most highly skilled and resource-rich attackers, such as

nation-state actors. This substantially decreases the attack surface. Consequently, the

use of TEEs to strengthen system security remains highly advantageous.



40

It is also important to note that at no point in the simulation do we evaluate the statistical

quality of the generated entropy. The NIST statistical suite [54] could be employed to

evaluate the entropy of the EaaS simulation. Similarly, NIST-Lite [87] could be used to

test the output randomness of IoT clients after generating randomness using entropy

from EaaS. As explained in Subsection 2.5.5, these test suites cannot prove that the

randomness is truly secure. However, they can be used to demonstrate that the entropy

is at least not known to be insecure.

In general, it is essential to acknowledge that our current design is not secure in the real

world. Due to this, the design is restricted to simulation and testing purposes only. For a

truly secure implementation, each of the aforementioned biases and limitations must be

addressed.
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5. RESULTS FROM THE SIMULATION

In this chapter, we explain how our EaaS system, whose design was presented in Chap-

ter 4, was implemented in practise, as well as the challenges and considerations we

faced during the implementation. In addition, we discuss whether our EaaS implemen-

tation demonstrates that a secure distributed EaaS system utilising TEEs is feasible to

implement and can it resolve the issues with IoT RNG presented in Subsection 2.5.6.

Section 5.1 discusses the practicality of implementing an EaaS system, while Section 5.2

discusses the practicality of developing TAs to harden the security of an EaaS system.

5.1 Practicality of implementing an EaaS simulation

We used Rust programming language and Enarx for the development of the EaaS system.

The related code and script files for actually running the simulation can be found from our

GitLab repository [1], where we published them under the MIT open-source license.

For the entropy generation, we used the ChaCha12 algorithm as the CSPRNG, and the

FromEntropy function in Rust for seeding. FromEntropy first attempts to use OsRng
(/dev/urandom of the ASCII Devuan Linux distribution [145] in our case) as the entropy

source, and if that fails, JitterRng (which uses the jitter in the CPU execution time) as

a backup. We used ChaCha12 as opposed to the more common ChaCha20 because, ac-

cording to Aumasson [149], utilising ChaCha with significantly fewer than 20 rounds does

not increase the security risk, but makes it significantly faster. In particular, according to

Aumasson, ChaCha would be secure with only eight rounds, but we opt for twelve rounds

as a prudent tradeoff between a reduced execution time and a larger security margin.

The actual code for the entropy generation function is as follows:

fn get_random_u32() -> u32 {
let mut csprng = rand_chacha::ChaCha12Rng::from_entropy();
let random_u32 = csprng.next_u32();
return random_u32;

}

To get the networking to function, we utilised an asynchronous HTTP server mini_http
[150]. For the asymmetric encryption of the data that the server provides to the IoT
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client, we used the client’s public SSH key. Similarly, we used the TES’s SSH keys (with

Ed25519 algorithm) for the generation and validation of the digital signature.

Our simulation demonstrates that an EaaS system can be implemented in practise. Since

Magi cluster was successfully utilised in the simulation, we can confidently answer RQ3:

implementation of an EaaS system utilising an embedded computer cluster is feasible.

Since we are able to use the strong entropy from the EaaS with the IoT clients, EaaS

seems to be a practical solution for solving IoT RNG problems related to entropy genera-

tion. This gives an partial answer to RQ6.

5.2 Practicality of developing TAs for the EaaS simulation that

utilise TEEs

As presented in Subsection 2.3.1 and Section 4.5, Enarx cannot be used to develop TAs

that run on actual TrustZone hardware. However, it can be used to develop TAs that run

on Intel SGX and AMD SEV, and with the “nil” backend, the same TAs can run on other

hardware, such as the RPi 3b+’s used in the Magi cluster, albeit without the TEE hardware

component.

When attempting to implement a simple TCP client networking using sockets, we encoun-

tered issues even with the nil backend. To make client-side networking function, we had

to contribute additional development time and effort to the Enarx project. Also, Enarx

does not currently support reading and writing files. This meant that the key values in our

code had to be hardcoded. Moreover, we discovered that the documentation is frequently

insufficient or out of date, necessitating direct contact with Enarx developers to resolve a

number of our issues. These issues demonstrated that Enarx is not yet mature enough for

all development aspects, and that the concept of “simply running an existing application

binary within Enarx” is still a long way off.

In our SoK paper [2], we found that there do not appear to be any open-source devel-

opment frameworks or containers for TrustZone; rather, developers rely on proprietary

development frameworks to run their applications within TrustZone. To circumvent this

limitation and actually run the EaaS system within a TEE, we would need to switch to

hardware that supports Intel SGX or AMD SEV.

However, despite the aforementioned limitations, we were able to implement a working

distributed EaaS system that utilises TAs. The related code and script files can be found

from our GitLab repository [1]. In order for networking to function within Enarx, we had

to preopen a socket and pass it to the TA in the Enarx.toml file. In the actual code,

we differentiated between a WASI (Enarx) build and a non-WASI (“normal”) build. In the

case of a WASI build, the pre-opened TCP stream was passed to the TA by reading the

existing pre-opened connection from the Enarx.toml file in the following line:



43

let stdstream = unsafe { std::net::TcpStream::from_raw_fd(3) };

In the case of a non-WASI build, we simply established a new TCP connection in the line

below:

std::net::TcpStream::connect("127.0.0.1:3445")

Afterwards, the TCP streams were handled identically in the code.

On the basis of these observations, we can answer RQ5: it is possible to develop TAs for

an EaaS system, albeit with limitations. In our case, we were unable to use the actual

hardware protections of the TEE because we had to use the nil backend of Enarx. Fur-

thermore, due to other limitations in Enarx, we had to use hardcoded public key values,

and to get simple TCP networking to work between a client and server, we first had to do

additional open-source development to the Enarx project.
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6. CONCLUSIONS

After providing the necessary background information, we designed and built an embed-

ded computer cluster and used it to simulate EaaS. The purpose of the simulation was to

address the existing issues with IoT RNG. In addition, we utilised TEEs in our simulation

to assess the viability of using TEEs in a distributed manner in the EaaS simulation and

to improve the service’s integrity and confidentiality.

In this chapter, we provide detailed responses to the research questions posed in Sec-

tion 1.3, followed by a discussion of potential future research in the form of open questions

based on the limitations of our EaaS simulation.

6.1 Answers to research questions

We presented the following research questions in Section 1.3:

RQ1. How did we implement a computer cluster to meet the needs of our re-

search group?

RQ2. How does IoT RNG fail in practice?

RQ3. Is it feasible to create an EaaS system using an embedded computer clus-

ter?

RQ4. How can TEEs be used to harden the security of an EaaS system?

RQ5. Is it feasible to develop TAs that utilise TEEs for the EaaS system?

RQ6. Is EaaS capable of resolving existing IoT RNG issues?

Chapter 3 provided a comprehensive response to RQ1, while Section 2.1 explained the

theoretical context of the implementation. The key points were that the design must be

based on the use cases of the specific cluster and the stakeholders’ available resources.

Consequently, each computer cluster is unique. When discussing computer clusters de-

signed for specific research groups, the HPC use cases are typically not nearly as im-

portant as the research-specific use cases. In university research groups, learning about

distributed computing principles and HPC practice are typically important motives for con-

structing and employing computer clusters [22, 23, 26]. In the case of NISEC, the require-

ments were primarily associated with embedded or distributed system research. Conse-
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quently, the Magi cluster was implemented as an embedded computer cluster comprised

of 640 RPi 3s, and the EaaS simulation was performed to test the cluster with a practical

use case in order to conduct research on both embedded and distributed systems.

RQ2 was answered in detail in Subsection 2.5.6, while Section 2.2, Section 2.4 and Sec-

tion 2.5 provided the needed background information to understand Subsection 2.5.6.

The main findings were that IoT devices typically lack access to CSPRNG subsystems

due to their lack of a modern OS, that developers frequently make incorrect calls to the

HWRNG components, that handling HWRNG errors correctly is difficult, if not impossible,

at times, that documentation for bare-metal function calls is frequently inadequate, which

makes their proper use challenging, and that numerous IoT devices generate HWRNG of

subpar quality. In addition, IoT devices are susceptible to weak entropy generation during

boot process, even if they employ an OS that supports a proper CSPRNG subsystem.

RQ3, RQ4, and RQ5 were answered in Chapter 4 where we presented the design for our

EaaS simulation and in Chapter 5 where we presented the results from the simulation.

The results from the EaaS implementation presented in Section 5.1 gave a definite answer

to RQ3. Implementing a working EaaS system is feasible on an embedded cluster, as was

demonstrated by our EaaS implementation running on the Magi cluster. Furthermore,

we published the code repository [1] under open-source (MIT) license, allowing other

developers and researchers to freely use it for future EaaS implementations.

RQ4 was answered in Section 4.4 where we explained the threat model for the EaaS

simulation and how TEEs can be used to enhance the system’s integrity and confidential-

ity against adversaries with root access to the Trusted Execution Server and the entropy

sources, thus hardening the EaaS system.

In Section 5.2 we determined that the development of TAs for our EaaS system with

Enarx is possible, but not straightforward. RQ5 cannot therefore be answered with a

simple yes/no response. In theory, there are tools for developing TAs for various TEE

architectures; however, in practise, these tools may not be suitable for developing TAs that

run on actual TEE hardware, and software developers with no prior experience working

with TEEs may find them extremely difficult to use due to frequently outdated or lacking

documentation. As was the case with Enarx, the available tools may also be immature

in the sense that they cannot be used for things such as networking or file reading and

writing.

For RQ6, Section 2.6 provided a theoretical foundation for solving the problem with IoT

RNGs using either randomness beacons or EaaS, and in Chapter 4, we presented our

own EaaS design aimed at resolving these issues. The simulation results presented in

Chapter 5 seem to indicate that EaaS is indeed capable of resolving IoT RNG issues in

a practical manner. However, our implementation of the EaaS is not secure for real-world
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implementations due to the limitations highlighted in Section 4.5. Therefore, additional

research must be conducted on our EaaS system. The real-world industry EaaS imple-

mentations by various companies [111–115] seem to also suggest that EaaS is a good

solution for providing IoT devices with strong entropy.

6.2 Future work and open questions

Our EaaS implementation is not secure in the real world, as described in Section 4.5. To

make our EaaS system truly secure, we would need to implement the following:

• Utilise additional hardware entropy sources, such as QRNG devices [56–58] or

TRNGs based on ring oscillator PUFs [61–66]. Currently, our simulation is com-

prised solely of entropy sources with identical hardware and software architectures,

as well as identical entropy generation. In a truly secure implementation, multiple

entropy sources should be combined to ensure that a bias in one source does not

affect the generated entropy.

• Utilise decentralisation rather than a centralised TES/TTP server, to get rid of the

single-point-of-trust problem.

• Implement proper remote attestation to harden the system integrity in a decen-

tralised design.

• Evaluate the generated entropy statistically, so that we can be certain that the sys-

tem is not absolutely insecure.

• Secure the EaaS system against SCAs. CPU manufacturers often exclude SCAs

from their TEE threat model [52], and there are many examples of real-world TEE

vulnerabilities [147, 148]. Since we employ no additional SCA defences, we must

assume that our system is susceptible to SCA attacks.

Nevertheless, our EaaS implementation demonstrates that a secure distributed EaaS

system can be created using TEEs by adhering to all the aforementioned steps.

The major unanswered question is whether utilising DRBs would be preferable to

EaaS. With DRBs, we could collaborate with other open-source parties conducting re-

search on the subject, such as the league of entropy [109]. Based on our findings of

related projects in Section 2.6 and Section 4.1, DRBs and randomness beacons are be-

ing studied significantly more than EaaS; therefore, this may be a better direction overall.

Finally, we must study how to more effectively utilise TEEs within an EaaS or DRB

system. Utilising a proper TEE backend is the first and most essential step. Based on

our SoK paper [2], it appears that the TrustZone TEE included in the RPi3’s ARM SoC

does not permit easy open-source development, so we used Enarx’s nil backend in our

simulation. In the absence of open-source development tools for TrustZone, a truly secure
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implementation would require a switch to a different hardware architecture. Similarly, our

EaaS design lacks a remote attestation mechanism. However, if we were to generalise

our design into a decentralised version that could be utilised by multiple parties, it would

be necessary to implement remote attestation to strengthen the system’s integrity.
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