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ABSTRACT

After decades of rapid evolution in electronics and signal processing, the technologies
in communications, positioning, and sensing have achieved considerable progress.
Our daily lives are fundamentally changed and substantially defined by the advance-
ment in these technologies. However, the trend is challenged by a well-established
fact that the spectrum resources, like other natural resources, are gradually becom-
ing scarce. This thesis carries out research in the field of RF convergence, which is
regarded as a mean to intelligently exploit spectrum resources, e.g., by finding novel
methods of optimising and sharing tasks between communication, positioning, and
sensing.

The work has been done to closely explore opportunities for supporting the RF
convergence. As a supplement for the electromagnetic waves propagation near the
ground, ground-to-air channel models are first proposed and analysed, by incorpo-
rating the atmospheric effects when the altitude of aerial users is higher than 300 m.
The status quos of techniques in communications, positioning, and sensing are sepa-
rately reviewed, and our newly developments in each field are briefly introduced. For
instance, we study the MIMO techniques for interference mitigation on aerial users;
we construct the reflected echoes, i.e., the radar receiving, for the joint sensing and
communications system. The availability of GNSS signals is of vital importance to
the GNSS-enabled services, particularly the life-critical applications. To enhance the
resilience of GNSS receivers, the RF fingerprinting based anti-spoofing techniques
are also proposed and discussed. Such a guarantee on GNSS and ubiquitous GNSS
services drive the utilisation of location information, also needed for communica-
tions, hence the proposal of a location-based beamforming algorithm. The superpo-
sition coding scheme, as an attempt of the waveform design, is also brought up for
the joint sensing and communications.

The RF convergence will come with many facets: the joint sensing and communi-
cations promotes an efficient use of frequency spectrum; the positioning-aided com-
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munications encourage the cooperation between systems; the availability of robust
global positioning systems benefits the applications relying on the GNSS service.
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1 INTRODUCTION

"The RF convergence is inevitable."

– the author’s view

1.1 History and status quo

The communications, positioning, and sensing were born to serve their own pur-
pose. In 1901, the first ever trans-Atlantic radio signal carrying Morse code for the
letter ’s’ travelled nearly 3500 kilometres from Cornwall, England to Newfound-
land, Canada. During World War II, the urge of using radio to detect and track
aircraft sparked a surge in the radar technologies development. In February 1978,
the first experimental prototype Global Positioning System (GPS) Block I satellite
was launched in Vandenberg, United States. These three systems, wireless commu-
nications, radar and Global Navigation Satellite System (GNSS), have thrived over
decades mostly on their own path. Though efforts of cooperation among systems
could be found in both academia and industrial in the past, the concepts of RF con-
vergence in recent years actually put the resolve to merge these systems.

To begin with, why do we need the RF convergence?
The frequency spectrum is congested. The problem of the scarcity of spectrum

was raised after the exponential growth of wireless applications had begun, for exam-
ple, one Federal Communications Commission (FCC) document [1] in 2003 could
easily give the impression of spectrum being congested. To tackle the problem, the
early endeavours have been made in the Cognitive Radio (CR) and Dynamic Spec-
trum Access (DSA) to uplift the spectrum efficiency. In the cognitive radio aspect,
the works in [2, 3] address and promote various CR techniques for the efficient us-
age of spectrum; the authors in [4] design new waveforms in the context of CR to
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increase the spectrum efficiency; the research in [5] looks at the throughput metric
for the secondary user of CR; the authors in [6, 7] carry out an implementation of
CR, based on OFDM techniques. Regarding the dynamic spectrum access aspect,
the works in [8, 9] review the state-of-the-art techniques in DSA for the purpose of
boosting the spectrum efficiency; the authors in [10, 11] propose and discuss opti-
mal sensing techniques in DSA; the research in [12, 13] investigates the access op-
portunities for secondary users in DSA. Recently, the concept of joint sensing and
communications, as a very promising candidate to handle the spectrum congestion
issues, has drawn large attention. The work in [14] conducts a short survey on the
spectrum sharing between radar and communications; the authors in [15] review
the cutting-edge techniques in a joint sensing-and-communications system; the work
in [16] classifies the sensing and communications systems as coexistence, cooperation,
and co-design; the authors in [17] build up the framework for the dual-function radar
and communications; the research works in [18–20] propose the OFDM-based wave-
form design for joint systems; similarly, plenty of works in [20–30] discuss the self-
interference cancellation, which is the key technique in a duplex system, the duplex
system plays an important role in the coexistence of sensing and communications.

Location information is typically available and can be used for other tasks
than localisation. Nowadays the location information could be acquired in the low-
cost manner due to developments in GNSS. Therefore, the exploitation of the avail-
able location information may benefit the wireless communications in many ways.
For example, the available location information can help to reduce the communica-
tions overhead in ad-hoc networks; for example, the authors in [31–33] explore the
position-based routing strategies due to the accessible location information through
cheap GNSS receiving. Utilising the location information may also help in saving
time-frequency resource blocks; for example, the work in [34] studies the position-
based beamforming and suggests the usage of location information provided by the
GNSS in order to help saving time-frequency resource blocks. Several other studies
[35, 36] also show that the usage of location information in wireless system enhances
service quality for aerial users. The research works in [35, 36] propose a hybrid
scheme by combining the traditional CSI-based and newly developed position-based
beamforming for UAVs and it concludes that the hybrid scheme enhances the service
quality for the aerial users.

With the above two motivations in mind, we take a step back to look at the bigger
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picture: the fundamentals for the study of joint sensing and communications, and
the prerequisites for the utilisation of location information in wireless communica-
tions. The wireless channel models, as an essential part in RF convergence research,
need intensive investigations; one main prerequisite for the widely usage of GNSS
service is its resilience to any intended or unintended interference, in other words,
attentions must be paid to ensure continuity of GNSS services.

Before the era of 5G wireless communications, the terrestrial users have been the
dominant parts of the cellular services. Consequently, most of the channel mod-
els in the literature have focused on scenarios near the ground or on the ground.
However, the prosperous markets of UAVs and other low-altitude civil aircraft has
urged us to study extended channel models also for ground-to-air/air-to-ground sce-
narios. Moreover, the merging of sensing and communications systems also hints to
us that the potential users, i.e., the aerial users, could benefit from the well-developed
ground-to-air/air-to-ground wireless channel models. In the literature, the 3GPP re-
leased a few documents addressing the ground-to-air/air-to-ground channel models.
For example, the documents in [37, 38] provide channel models under LTE consid-
erations for aerial users up to 300 m altitude; the authors in [39] conduct thorough
reviews on the recent findings of ground-to-air/air-to-ground wireless channel mod-
els. Nevertheless, a comprehensive study of channel models for aerial users, partic-
ularly above 300 m altitude, was still lacking at the time of doing this research work
and it is a part addressed in this thesis.

Threats to the popular GNSS services have increased dramatically in the recent
past, and are still posing serious problems nowadays. Various attacks to the GNSS
receiver create vulnerabilities to users relying on the GNSS services. Labelled in-
tentional threats to the GNSS are jamming, meaconing, and spoofing [40]. The
authors in [41] reviews the intentional interference to the GNSS, and lists the state-
of-the-art technologies in jamming and spoofing and existing countermeasures. The
spoofing and its countermeasures have also been studied in both academia and in-
dustrial domains; for example, the work in [40] summarises several methods as the
anti-spoofing countermeasures. In recent years, the machine-learning methods have
become hot topics in many fields. As a consequence, the machine-learning methods
have achieved astonishing developments. Researchers are intrigued by the ideas of
incorporating machine-learning methods into the interference mitigation in GNSS
and this is also a part addressed in this thesis.
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1.2 Aim and scope

This work studies several developments towards the RF convergence, aiming at a
deep understanding of channel models for both terrestrial and aerial users flying
above 300 m, summarising innovations in communications, positioning and sens-
ing, proposing resilient GNSS solutions, discussing location-aided communications
and researching novel waveform design for joint sensing and communications sys-
tems. The overall goal is to pave the road towards RF convergence, by tackling vari-
ous aspects in the three domains involved in the RF convergence: communications,
sensing, and positioning.

At the beginning of the study, the classic and 3GPP channel models are reviewed
and extended to fit both the ground and aerial users. The atmospheric effects are also
investigated, especially considering the current tendency of spectrum shifting to the
mmWave bands in 5G and beyond-5G communications. The channel models are
treated as the bedrock for the later developments on the RF-convergence building
blocks.

Then, the state-of-the-art in communications, positioning, and sensing is ad-
dressed with focus on scenarios such as civil aircraft and Industrial Internet of Things
(IIoT) and techniques such as the multi-antenna system. Additional focus is put on
interference mitigation in GNSS and on signal models of monostatic radar in the
context of sensing aspects.

Last-but-not-least, several new algorithmic aspects are presented: a novel
machine-learning-based anti-spoofing GNSS solution is proposed and discussed
with real-field measurements; a location-based beamforming is described and val-
idated by comparing with the existing techniques; and a new waveform design
for joint sensing and communications is proposed and discussed under various
scenarios, and especially for scenarios involving aerial users.

1.3 Research questions and methodology

According to the aim of this thesis, the main research questions are listed in the
following:

Q1: “How to model the ground-to-air/air-to-ground channel models when the al-
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titude of users is more than 300 m and the operating frequency of users is at
mmWave bands?”

Q2: “How could the innovations in communications, in terms of mmWave and
multi-antenna system, benefit the aerial users?”

Q3: “How are the predictive abilities of 3GPP models for various IIoT technologies
in indoor industrial sites?”

Q4: “What anti-spoofing mechanisms based on machine learning can be used with
raw GNSS data to support robust localisation and location-based applica-
tions?”

Q5: “To what extent, a location-based beamforming is beneficial towards joint po-
sitioning and communications?”

Q6: “Which scenario is feasible for the newly developed waveform in the joint
sensing and communications system, and what is the performance of the new
waveform design?”

The channel models are investigated mainly through the literature review and
theoretical extensions, the 3GPP and ITU documents are preferable given their pop-
ularity in industrial. The proposed channel models need to be compared with other
models under various scenarios. The studies in communications, positioning and
sensing focus on the developments in interference mitigation for aerial users, secu-
rity in GNSS and models of reflected echos in joint sensing and communications
system. The proposed models and/or algorithms in communications, positioning
and sensing are validated by numerical analysis and/or theoretical proofs. The anti-
spoofing methods are tested by conducting a measurement campaign. The location-
based beamforming is analysed through simulations, the results are compared with
that from conventional methods. The novel waveform for the joint sensing and com-
munications system is discussed under parameters estimations and detection rate
comparisons.

1.4 Contributions and organisation

This thesis is composed of 8 publications, with the author of this thesis being the
first author in all publications. The publications are either peer-reviewed conference
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papers, i.e., [P3, P4, P6-P8], or journal articles, i.e., [P1, P2, P5]. The publications
cover different aspects in the topic of RF convergence. As shown in Fig. 1.1, the main
focus of [P1-P3] is on the channel models, which later serve as the essential parts
in communications, positioning, and sensing tasks in any receiver; with respect to
the communications part, [P4] discusses the interference mitigation for aerial users
in 5G; with respect to the positioning part, papers [P5, P6] propose and validate
anti-spoofing methods for ensuring robustness of GNSS PNT; publication [P7] in-
troduces and tests via simulations a location-aided communications algorithm; [P8]
proposes a novel waveform design for joint sensing and communications system.

[P1] [P2]

[P3]

[P4]

Communications

[P5]

[P6]

Positioning

Sensing

[P8][P7]

Channel models

Figure 1.1 The illustration of how the thesis is composed and the inter-relationship among publications.

Specifically, with the assistance of Fig. 1.2, we summarise the main contributions
of this thesis below:

• A comprehensive study on channel models is carried out. Based on 3GPP
models and reported channel models, e.g., [42], for the aerial users we extend
the Urban Macrocell (UMa) and Rural Macrocell (RMa) channel models to the
above 300 m altitude scenarios, in [P1, P4]. Regarding to the usage of mmWave
bands in 5G, we incorporate the atmospheric effects, based on the ITU docu-
ments, into the newly developed channel models, in [P4]. With the proposed
channel models, we predict the system performance for cellular datalinks sup-
porting low-altitude general aviation, in [P1]. As benefited from the survey of
channel models, we also conduct the research in indoor channel models, the
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Figure 1.2 An illustration of contributions from each publication. [P1]-[P8] denotes the publication 1 to
publication 8. The abbreviations in the figure are listed here: Industrial Internet of Things
(IIoT), Multiple-Input Single-Output (MISO), Multiple-Input Multiple-Output (MIMO), Radio
Frequency (RF), Cramér-Rao lower bound (CRLB).

predictions from models for the industrial environments are compared with
the reported values from literature, in [P2, P3].

• For the first time, we introduce the high-level classification of aviation to the
communications society, in [P1].

• We consider the multi-antenna system for the interference mitigation in the
ground-to-air/air-to-ground communications, targeting both UAVs and other
low-altitude airborne vehicles, in [P4].

• Thanks to the advancement of machine-learning methods, for the first time we
apply RF fingerprinting with pre-correlation and post-correlation GNSS data
in order to achieve the resilient GNSS Position, Velocity and Time (PVT) so-
lutions, in [P5, P6]. The RF fingerprinting methods are thoroughly described
and the hardware impairments (i.e., potential RF fingerprints) of GNSS sig-
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nals transmitters are identified with explanations, in [P5]. Two measurement
campaigns are carried out for the purpose of proof of concept, based on the
real-field data testing we validate the RF fingerprinting methods for the anti-
spoofing, in [P6].

• We investigate the possibilities of location-aided communications, i.e., the
location-based beamforming. Several numerical analyses are implemented and
compared with the conventional methods, i.e., the CSI-based methods. We
could conclude the location-based beamforming has high tolerance of channel
noise and lower the communications overhead, in [P7].

• We propose a novel superposition coding scheme for the joint sensing and
communications system, particularly aiming at the control & command sig-
nals in aerial users communications task. The proposal is discussed in terms
of optimisation of parameters estimation in sensing and capacity in communi-
cations, fairness in communications, detection rate in sensing, partial results
in [P8].

The rest of this thesis is constructed as follows. Chapter 2 reviews the free space
loss model, log-distance path loss model and 3GPP models, together with the intro-
duction of the atmospheric effects from the ITU documents. The channel models
are further developed to above 300 m altitude scenarios. Chapter 3 goes through the
innovations in communications, positioning, and sensing: in the aspect of commu-
nications, the multi-antenna system is discussed; in the aspect of positioning, the
anti-spoofing techniques are reviewed; in the aspect of sensing, the signal model
and signal processing are introduced. Chapter 4 identifies in detail the sources of
RF fingerprints from the GNSS signals transmitter. The RF fingerprinting tech-
niques are introduced, and validated through real-field measurements. Chapter 5
introduces the location-based beamforming and corresponding simulations results,
comparisons with other beamforming methods are conducted. Chapter 6 introduces
the superposition coding scheme as the waveform design for the joint sensing and
communications system, metrics such as parameters estimation and detection rate
are evaluated under the new coding scheme. Last but not least, Chapter 7 concludes
the main findings in the thesis, answers the research questions, and directs to the
future research path.
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2 WIRELESS CHANNEL MODELS

The study of wireless channel models provides the perception of fundamental lim-
itations in the radio propagation. However, there is no easy way to comprehend
the wireless channel analysis by considering every aspect that has influences in radio
propagation. Signals travelling from one point to another may experience various
obstacles, changing mobility, penetrating materials etc. As a consequence, the wire-
less channel models are typically given in simplified and statistical fashion.

This chapter will partially cover publications [P1-P4, P6] and serves as the pre-
requisite knowledge for these publications. In addition, the chapter intends to act
as a manual for the 3rd Generation Partnership Project (3GPP) channel models and
the International Telecommunication Union (ITU) atmospheric effects, and it also
unifies the models previously given in [P1-P4].

2.1 Channel models

Modelling the wireless channel is the essence to further analysis of the radio system.
With the knowledge of channel models, the Key Performance Indicators (KPI), such
as coverage, outage probability, link budgets and throughput, etc., could be approx-
imated for the system of interest. Furthermore, the KPI initiate the deployments of
suitable radio system in a certain area.

Signals in the form of electromagnetic waves travel with power loss. The power
loss caused by signals propagation can be mainly attributed to the Transmitter-
Receiver (T-R) separation distance and the carrier frequency. Additionally, the sig-
nals attenuation is influenced by shadowing, reflection, refraction, scattering and
diffraction of the radio wave. In statistical analysis, the path loss is typically char-
acterised by the mean value of the signal strength variations, the large scale fading
describes the signal strength variations after long travelling distance and the small
scale fading describes the signal strength variations over short distance and by short
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period. The large scale fading typically includes the path loss and shadowing, while
the small scale fading contains the fast fading, the slow fading and the multipath fad-
ing. Fig. 2.1 illustrates the effects of path loss, shadowing and fading; the path loss
in the figure is based on the free space loss, the shadowing follows the log-normal
distribution, and the fading follows the Rayleigh distribution. As a rule of thumb,
the shadowing and fading usually bring a few extra dB loss in the received signal, on
top of the path losses.
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Figure 2.1 An illustration of path loss, shadowing and fading effects. The path loss is based on free
space loss (introduced in Section 2.1.1), the shadowing follows log-normal distribution, the
fading follows Rayleigh distribution.

The channel models could be described in many ways, the simplest one is the free
space loss model; the most practical one is the log-distance path loss model; the most
recognised one is the 3GPP models [43]. Free space loss considers purely Line-Of-
Sight (LOS) propagation [44], log-distance path loss model is typically following a
single slope model [45], 3GPP models are comprehensive but complex [43].

2.1.1 Free-space loss

The free space loss (FSL) model, which is derived from the Friis transmission for-
mula, is usually treated as the benchmark for wireless channel analysis. Its merits lie
on the simplicity of mathematical expression and a small number of parameters. In
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practice, the FSL is a good model to indicate the lower bound of path loss, though it
is often too idealistic to accurately predict the wireless channel situation.

In mathematical form, the free space loss F SL is given by [44],

F SL= 20 log10(d )+ 20 log10( fc )+ 32.45 (2.1)

where d (unit: kilometre) denotes the distance between the transmitter and receiver,
in many literature, this distance is also called T-R separation distance, fc (unit: mega-
hertz) denotes the operating frequency of signals.

2.1.2 Log-distance path loss model

In practice, one of the most used models in the literature is the log-distance path-loss
model (also appears as one-slope model in some articles), when we decide to model
the wireless channel of some indoor or outdoor scenarios. Its nature of being generic,
simple and tractable makes it warmly welcomed by many researchers in the relevant
fields. Based on log-distance path loss model, the authors in [46] study the chan-
nel loss on industrial sites at three Industrial Scientific Medical (ISM) bands, namely
900 MHz, 2400 MHz and 5200 MHz. The path loss model developed by [47], for
investigating low-altitude Unmanned Aerial Vehicle (UAV) channel state, could be
considered as a variant of log-distance path loss model that incorporating the 3GPP
models in [37]. The work in [48] analyses the characterisation of air-ground wire-
less channel by adopting the log-distance path loss model. The air-ground channel
models are also studied in [49], which compares log-distance path loss model with
two-ray model in terms of complexity and accuracy.

The formula of log-distance path loss model is expressed as,

Llog-dist = L0+ 10αPL log10
d
d0
+βPL (2.2)

where Llog-dist is the log-distance path loss (unit: dB), L0 (unit: dB) is the path loss at
the reference distance d0 (unit: meter), αPL is the path loss exponent (unitless), βPL

reflects the additional attenuation (unitless) caused by shadowing or multipath fading
. βPL follows Gaussian distribution (in dB) when only shadowing is present, and it
follows Rayleigh distribution or Rician distribution (the envelop of signals in volts
follows the mentioned distribution, βPL is then equal to the 10 times of logarithm
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of the Rayleigh or Rician random variables.) when only multipath fading is present.
The parameters αPL and βPL are usually derived by fitting the measurements.

This model, with its simplicity, is vastly adopted in many research works. How-
ever, its two parameters αPL andβPL are only loyal to a particular scenario. In other
words, this model varies along with the surroundings changing. Nevertheless, it is
still a good model as the basis to build on.

2.1.3 3GPP channel models

The 3GPP, as a well-acknowledged standards organisation, recently devotes con-
siderable effort developing channel model for cellular networks, especially the 5G
New Radio (NR) developments. The terrestrial channel models in [38] span from
0.5 GHz to 100 GHz operating frequency; [37] further extends the model up to
300 m altitude.

Unlike models in Section 2.1.1 and Section 2.1.2, 3GPP models, on one hand,
they show slightly higher complexity than these two models; on the other hand,
they thoroughly describe the trait of channel loss. As a consequence, 3GPP models
are computed with many parameters as shown in Table 2.1.

Rural Macrocell (RMa) model characterises the path loss of signals propagation
in rural areas, based on the following parameters: parameters the base station height
hBS (unit: meter), the user equipment height hUE (unit: meter), the average street
width Ws (unit: meter) and the average building height hb (unit: meter). Details
of parameters are as follows, the height of base station hBS is assumed to range from
10 m to 150 m, the height of user equipment hUE is from 1 m to 10 m, the street width
Ws is from 5 m to 50 m, the building height hb is from 5 m to 50 m. Additionally, the
model applies a breakpoint distance dBP (unit: meter) concept to divide the path loss
calculation into two segments: 1) one segment with the horizontal distance d2D (in
meter) smaller than breakpoint distance and 2) the other segment with the horizontal
distance greater than breakpoint distance. The breakpoint distance is calculated by
considering the base station height and the user equipment height.

Urban Macrocell (UMa) model characterises the path loss of signals propaga-
tion in urban areas where the base station antenna is above rooftops. The height
of base station hBS is assumed to be 25 m, the height of user equipment hUE is from
1.5 m to 22.5 m. The concept of breakpoint distance is also employed in this model.
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Table 2.1 Parameters in 3GPP models.

Variables Unit Descriptions

d2D meter horizontal distance

d3D meter T-R separation distance

fc Hz/GHz∗ carrier frequency

hBS meter base station height

hUE meter user equipment height

Ws meter average street width

hb meter average building height

dBP meter breakpoint distance

hE meter effective environment height

hc meter effective clutter height

dclutter meter typical clutter size

rclutter percentage clutter density
* in calculation of breakpoint distance, fc is in Hz, otherwise fc is in GHz.

Moreover, the breakpoint distance here is approximated by taking into account of
the effective environment height hE (unit: meter).

Urban Microcell (UMi) model characterises the path loss of signals propaga-
tion in urban areas where the base station antenna is below rooftops. The height
of base station hBS is set as 10 m, the height of user equipment hUE is from 1.5 m to
22.5 m. This model utilises the breakpoint distance as well and applies it as in the
UMa model, the effective environment height hE is defined as 1 m.

Indoor Hotspot (InH) model characterises the path loss of signals propagation
in indoor scenarios where existing strong reflection of signals and many obstacles in
the path. The height of base station hBS is assumed to be 3 m, the height of user equip-
ment hUE is 1 m. InH is further divided in to two subcategories: 1) the mixed office
(InHm) and 2) the open office (InHo). The difference between these two subcate-
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gories lies on the calculation of LOS probability, InHo has higher LOS probability
than InHm.

Indoor Factory (InF) model characterises the path loss of signals propagation in
factory halls. Based on the size of area and density of clutter, InF has five subcate-
gories: 1) InF Sparse clutter, Low base station (InF-SL), 2) InF Dense clutter,
Low base station (InF-DL), 3) InF Sparse clutter, High base station (InF-SH),
4) InF Dense clutter, High base station (InF-DH) and 5) InF High Tx, High Rx
(InF-HH). The term ‘clutter’ refers to machinery, assembly lines, storage shelves etc.
Part of parameters in five subcategories are defined in Table 2.2, these parameters are
involved in the calculation of path loss and LOS probability.

Table 2.2 Part of parameters in InF subcategories, derived from [38].

Parameters InF-SL InF-DL InF-SH InF-DH InF-HH

effective clutter height hc
(unit: meter)

0− 10 0− 10 0− 10 0− 10 0− 10

typical clutter size dclutter
(unit: meter)

10 2 10 2 any

clutter density rclutter < 40% ≥ 40% < 40% ≥ 40% any

Remark. The studies in [P2]were based on 3GPP TR 38.901 V14.3.0, while in current
version (V16.1.0) of TR 38.901 the InF is newly added contents. To closely follow up the
update of 3GPP channel models, InF will join the following discussions as well.

2.1.3.1 Path loss

Details of path loss in 3GPP channel models will be addressed here. Descriptions
of path loss models fall into two classes: LOS and NLOS. For the convenience of
comparisons amongst 3GPP models, above-mentioned models are summarised in
Table 2.3. The path loss for LOS and NLOS scenarios denote P LLOS and P LNLOS

respectively. The shadowing effects are modelled as Gaussian distribution with stan-
dard deviation σLOS or σNLOS for LOS and NLOS cases respectively, the unit is dB.
The formula calculating breaking point distance is added in the additional informa-
tion column of the table.
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Table 2.3 3GPP path loss models with shadowing.
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1.5m ≤ hUE ≤ 10m,
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

10m ≤ d2D ≤ dBP, σLOS1 = 4

P LLOS1 =20 log10
� 40πd3D fc

3

�

+min(0.03h1.72
b , 10) log10(d3D)

−min(0.044h1.72
b , 14.77)+ 0.002 log10(hb )d3D

dBP < d2D ≤ 10km, σLOS2 = 6

P LLOS2 =P LLOS1(dBP)+ 40 log10(
d3D

dBP
)

(2.3)

10m< hUE ≤ 300m,

P LLOS =max(23.9− 1.8 log10(hUE), 20) log10(d3D)

+ 20 log10

� 40π fc

3

� (2.4)

σLOS = 4.2exp (−0.0046hUE)

dBP = 2πhBS hUE fc/C ,
C = 3× 108 m/s,
fc is in Hz for break-
point distance calcula-
tion,
C is speed of light,
σLOS1 and σLOS2 (unit:
dB) are shadowing fad-
ing standard deviation.

N
LO

S

1.5m ≤ hUE ≤ 10m,

P LNLOS =max(P LLOS, P L′
NLOS), σNLOS = 8

P L′
NLOS =161.04− 7.1 log10(Ws )+ 7.5 log10(hb )

−
�

24.37− 3.7(hb /hBS)
2� log10(hBS)

+
�

43.42− 3.1 log10(hBS)
��

log10(d3D)− 3
�

+ 20 log10( fc )−
�

3.2
�

log10(11.75hUE)
�2 − 4.97

�

(2.5)

10m< hUE ≤ 40m,

P LNLOS =max(P LLOS,−12+(35− 5.3 log10(hUE)) log10(d3D)

+ 20 log10

� 40π fc

3

�

)
(2.6)

σNLOS = 6

Continued
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Additional
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1.5m ≤ hUE ≤ 22.5m,
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

10m ≤ d2D ≤ d ′
BP, σLOS1 = 4

P LLOS1 =28.0+ 22 log10(d3D)+ 20 log10( fc )

d ′
BP < d2D ≤ 5km, σLOS2 = 4

P LLOS2 =28.0+ 40 log10(d3D)+ 20 log10( fc )

− 9 log10
�

(d ′
BP)

2+(hBS − hUE)
2�

(2.7)

22.5m< hUE ≤ 300m,
P LLOS = 28.0+ 22 log10(d3D)+ 20 log10( fc ) (2.8)
σLOS = 4.64exp (−0.0066hUE)

d ′
BP = 2πh ′

BS h ′
UE fc/C ,

h ′
BS and h ′

UE are the ef-
fective antenna height,
h ′

BS = hBS − hE,
h ′

UE = hUE − hE,
hE is the effective envi-
ronment height.

N
LO

S

1.5m ≤ hUE ≤ 22.5m,

P LNLOS =max(P LLOS, P L′
NLOS), σNLOS = 6

P L′
NLOS = 13.54+39.08 log10(d3D)+20 log10( fc )−0.6(hUE−1.5) (2.9)

22.5m< hUE ≤ 100m,
P LNLOS =− 17.5+(46− 7 log10(hUE)) log10(d3D)

+ 20 log10

� 40π fc

3

� (2.10)

σNLOS = 6

U
M

i

LO
S

1.5m ≤ hUE ≤ 22.5m,
⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

10m ≤ d2D ≤ d ′
BP, σLOS1 = 4

P LLOS1 =32.4+ 21 log10(d3D)+ 20 log10( fc )

d ′
BP < d2D ≤ 5km, σLOS2 = 4

P LLOS2 =32.4+ 40 log10(d3D)+ 20 log10( fc )

− 9.5 log10
�

(d ′
BP)

2+(hBS − hUE)
2�

(2.11)

22.5m< hUE ≤ 300m,
P LLOS =max(F SL, 30.9+(22.25− 0.5 log10(hUE)) log10(d3D)

+ 20 log10( fc ))
(2.12)

σLOS =max(5exp (−0.01hUE), 2)

hE = 1 m

Continued
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LO
S/

N
LO

S
Path loss & shadowing (Unit: dB)

Additional
information

N
LO

S

1.5m ≤ hUE ≤ 22.5m,

P LNLOS =max(P LLOS, P L′
NLOS), σNLOS = 7.82

P L′
NLOS = 22.4+35.3 log10(d3D)+21.3 log10( fc )−0.3(hUE−1.5) (2.13)

22.5m< hUE ≤ 300m,
P LNLOS =max(P LLOS, 32.4+(43.2− 7.6 log10(hUE)) log10(d3D)

+ 20 log10( fc ))
(2.14)

σNLOS = 8

In
H

LO
S

P LLOS = 32.4+ 17.3 log10(d3D)+ 20 log10( fc ), σLOS = 3 (2.15)

n/a

N
LO

S P LNLOS =max(P LLOS, P L′
NLOS), σNLOS = 8.03

P L′
NLOS = 17.3+ 38.3 log10(d3D)+ 24.9 log10( fc ) (2.16)

LO
S P LLOS = 31.48+ 21.50 log10(d3D)+ 19.00 log10( fc ), σLOS = 4.3

(2.17)

In
F

N
LO

S

InF-SL: P LNLOS,SL =max(P LLOS, P L′
NLOS), σNLOS = 5.7

P L′
NLOS = 33+ 25.5 log10(d3D)+ 20 log10( fc ) (2.18)

n/a

InF-DL:
P LNLOS,DL =max(P LLOS, P L′

NLOS, P LNLOS,SL), σNLOS = 7.2

P L′
NLOS = 18.6+ 35.7 log10(d3D)+ 20 log10( fc ) (2.19)

InF-SH: P LNLOS,SH =max(P LLOS, P L′
NLOS), σNLOS = 5.9

P L′
NLOS = 32.4+ 23.0 log10(d3D)+ 20 log10( fc ) (2.20)

InF-DH: P LNLOS,DH =max(P LLOS, P L′
NLOS), σNLOS = 4.0

P L′
NLOS = 33.63+ 21.9 log10(d3D)+ 20 log10( fc ) (2.21)

2.1.3.2 LOS probability

3GPP models are categorised into LOS and NLOS cases, the details of LOS proba-
bility are listed in Table 2.4. The LOS probability denotes pLOS.
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Table 2.4 3GPP LOS probability.

Model LOS probability

RMa

1.5m ≤ hUE ≤ 10m,

pLOS =

⎧

⎨

⎩

1 , d2D ≤ 10m

exp
�

−
d2D − 10

1000

�

, 10m< d2D

(2.22)

10m< hUE ≤ 40m,

pLOS =

⎧

⎪

⎨

⎪

⎩

1 , d2D ≤ d1

d1

d2D
+
�

1−
d1

d2D

�

exp
�−d2D

p1

�

, d2D > d1

(2.23)

p1 =max(15021 log10(hUE)− 16053,1000)
d1 =max(1350.8 log10(hUE)− 1602,18)

40m< hUE ≤ 300m,

pLOS = 1

UMa

1.5m ≤ hUE ≤ 22.5m,

pLOS =

⎧

⎪

⎨

⎪

⎩

1 , d2D ≤ 18m
�

18
d2D
+
�

1− 18
d2D

�

exp
�

−
d2D

63

�
��

1+
5
4

C ′(hUE)
� d2D

100

�3 exp
�

−
d2D

150

�
�

, 18m< d2D

(2.24)

where

C ′(hUE) =

⎧

⎨

⎩

0 , hUE ≤ 13m

� hUE − 13
10

�1.5, 13m< hUE ≤ 23m
(2.25)

22.5m< hUE ≤ 100m,

pLOS =

⎧

⎪

⎨

⎪

⎩

1 , d2D ≤ d1

d1

d2D
+ exp

�−d2D

p1

��

1−
d1

d2D

�

, d2D > d1

(2.26)

p1 = 4300 log10(hUE)− 3800
d1 =max(460 log10(hUE)− 700,18)

100m< hUE ≤ 300m,

pLOS = 1

Continued
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Model LOS probability

UMi

1.5m ≤ hUE ≤ 22.5m,

pLOS =

⎧

⎪

⎨

⎪

⎩

1 , d2D ≤ 18m

18
d2D
+
�

1− 18
d2D

�

exp
�

−
d2D

36

�

, 18m< d2D

(2.27)

22.5m< hUE ≤ 300m,

pLOS =

⎧

⎪

⎨

⎪

⎩

1 , d2D ≤ d1

d1

d2D
+ exp

�−d2D

p1

��

1−
d1

d2D

�

, d2D > d1

(2.28)

p1 = 233.98 log10(hUE)− 0.95
d1 =max(294.05 log10(hUE)− 432.94,18)

InH

Mixed office (InHm):

pLOS =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 , d2D ≤ 1.2m

exp
�

−
d2D − 1.2

4.7

�

, 1.2m ≤ d2D < 6.5m

0.32exp
�

−
d2D − 6.5

32.6

�

, 6.5m ≤ d2D

(2.29)

Open office (InHo):

pLOS =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 , d2D ≤ 5m

exp
�

−
d2D − 5

70.8

�

, 5m ≤ d2D < 49m

0.54exp
�

−
d2D − 49

211.7

�

, 49m ≤ d2D

(2.30)

InF

pLOS = exp
�

−
d2D

ksubsce

�

(2.31)

where

ksubsce =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

−
dclutter

ln (1− rclutter)
, for InF-SL and InF-DL

−
dclutter

ln (1− rclutter)
·

hBS − hUE

hc − hUE
, for InF-SH and InF-DH

(2.32)

pLOS = 1, for InF-HH. (2.33)
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2.1.4 Comparisons

This section will explore 3GPP models in more details, especially taking the FSL as
the baseline. The 3GPP RMa, UMa and UMi models are investigated in 3D space
while the 3GPP InH and InF are in 2D space.

Following the suggestions in [38], for typical use cases, the base station height
hBS in RMa, UMa and UMi is respectively 35 m, 25 m and 10 m. Values of average
street width Ws and average building height hn in RMa are 20 m and 5 m. The rest
of parameters are listed in Table 2.5.

Table 2.5 Parameters in demonstration.

Variable Values Variable Values

hUE 2 or 2 . . . 250 [m] fc 2.1 or 1 . . . 30 [GHz]

d3D 3000 or 100 . . . 3000 [m] d3D,indoor 100 or 1 . . . 150 [m]
* d3D,indoor denotes the T-R separation distance in InH and InF models.

In a 3D space, as to RMa, UMa and UMi models, Fig. 2.2, Fig. 2.3 and Fig. 2.4
demonstrate separately the path loss versus T-R separation distance, the path loss ver-
sus carrier frequency, the path loss versus the height of user equipment (also known
as altitude in figures).

In Fig. 2.2, under LOS conditions, path loss in all three models is close to FSL
at small T-R separation distance till the breaking point reached. Once the breaking
point is passed, the path loss values accelerate, particularly in UMi model. In NLOS
case, being in rural or urban areas is a significant factor affecting the path loss.

In Fig. 2.3, path loss in all three models grows exponentially with the values of
carrier frequency. In NLOS case, being in rural or urban areas is as well an important
factor contributing to the path loss.

In Fig. 2.4, under both LOS and NLOS conditions, the path loss in all three mod-
els decreases with the altitude. In LOS case, path loss in RMa eventually converges
to FSL; in NLOS case, over a certain altitude, RMa and UMa predict purely LOS
propagation.

In a 2D space, with respect to InH and InF models, Fig. 2.5 and Fig. 2.6 demon-
strate separately the path loss versus T-R separation distance, the path loss versus
carrier frequency.
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Figure 2.2 Path loss versus T-R separation distance in LOS and NLOS scenarios. The carrier frequency
is 2.1 GHz.
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Figure 2.3 Path loss versus carrier frequency in LOS and NLOS scenarios.
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Figure 2.4 Path loss versus altitude in LOS and NLOS scenarios.
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It is interesting to observe that, in Fig. 2.5 LOS case, the InF predicts a similar
path loss as the FSL, the InH gives even smaller path loss values than the FSL for
indoor office scenarios. Under NLOS conditions, all models give higher path loss
values than the FSL except near field for the InH models. Surprisingly, the InHo
predicts the highest path loss values among the InH and InF models after a certain
T-R separation distance is passed.
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Figure 2.5 Path loss versus T-R separation distance in LOS and NLOS scenarios. The carrier frequency
is 2.1 GHz.

In Fig. 2.6, a similar phenomenon is observed for the LOS case, that the InH
shows lower path loss values than the FSL. While in the NLOS case, the InH models
predict the highest path loss values.

In sum, the RMa and UMa models enter purely LOS signals attenuation when
certain altitude thresholds are passed, especially the RMa model converges to the
FSL at high altitudes. The InH models shows less signals attenuation than the FSL
in the indoor office scenario under LOS conditions.

Remark. From Fig. 2.2 to Fig. 2.6, the curve of FSL model in the NLOS plot was not
meant to be compared with other NLOS loss models, it was simply treated as a bridge to
connect the LOS and NLOS models in a comparative way.
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Figure 2.6 Path loss versus carrier frequency in LOS and NLOS scenarios.

2.2 Atmospheric effects

When we step into the territory of 5G New Radio (NR), it is inevitable to utilise
the mmWave frequency bands. The electromagnetic waves carrying information are
used to travel in the air through various media with negligible ’resistance’ until they
move to the high operating frequency. At high frequency bands, the ’resistance’
caused by the media in the air cannot be ignored. It becomes of interest to study
elements that compose the atmospheric effects, such as gas, clouds and fog, rain and
snow.

To provide a reference for outdoor scenarios, we consider the reference standard
atmospheres in ITU recommendation [50]. Since the research is conducted in Fin-
land, the results shown in this work are under consideration of high altitude region
until further notice.

2.2.1 Gas absorption

Signals attenuation caused by the gaseous absorption is due to water vapour, oxygen
and dry air. Based on the model in the ITU recommendation [51], for a narrow-band
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signal, the total loss Lgas (unit: dB) caused by gaseous absorption is modelled by,

Lgas = (γd + γw )d3D (2.34)

where d3D (unit: km) is the T-R separation distance, γd and γw are the specific at-
tenuation caused by dry air and water vapour respectively, their summation is given
by,

γd + γw = 0.1820
�

No( fc )+Nw ( fc )
�

(2.35)

where fc (unit: GHz) is the operating frequency, No( fc ) and Nw ( fc ) are,

No( fc ) =
∑︂

i

Si Fi +ND ( fc ) (2.36a)

Nw ( fc ) =
∑︂

j

S j F j (2.36b)

where Si is the strength of the it h oxygen line, S j is the strength of the jt h water
vapour line, Fi is the oxygen line shape factor, F j is the water vapour line shape
factor, ND ( fc ) is the dry continuum and given by,

ND ( fc ) = fc pd

�300
T

�2
�

6.14× 10−5

w
h

1+
� fc

w

�2
i +

1.4× 10−12 pd
� 300

T

�1.5

1+ 1.9× 10−5 f 1.5
c

�

(2.37)

where pd (unit: hPa) is the dry air pressure, T (Unit: K) is temperature, w is ex-
pressed as,

w = 5.6× 10−4(pd + pw )
�300

T

�0.8
(2.38)

the variable pw (unit: hPa) denotes the water vapour pressure and could be conve-
niently calculated by the formula,

pw =
ρwT
216.7

(2.39)

where ρw denotes the water vapour density at a certain altitude.
The variables Si and S j are formulated as,

Si = a1 pd × 10−7
�300

T

�3
exp

�
�

1− 300
T

�

a2

�

(2.40a)
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S j = b1 pw × 10−1
�300

T

�3.5
exp

�
�

1− 300
T

�

b2

�

(2.40b)

the variables Fi and F j are,

Fi =
fc

fi

h∆ fo − ( fi − fc )δcorr

( fi − fc )2+(∆ fo)2
+
∆ fo − ( fi + fc )δcorr

( fi + fc )2+(∆ fo)2

i

(2.41a)

F j =
fc

f j

h ∆ fw

( fi − fc )2+(∆ fw )2
+

∆ fw

( fi + fc )2+(∆ fw )2

i

(2.41b)

where fi and f j are oxygen and water vapour line frequency respectively, ∆ fo , ∆ fw

and correction factor δcorr are given by,

∆ fo = a3 × 10−4
�

pd

�300
T

�0.8−a4
+ 1.1 pw

�300
T

�
�

(2.42a)

∆ fw = b3 × 10−4
�

pd

�300
T

�b4
+ b5 pw

�300
T

�b6
�

(2.42b)

δcorr =
�

a5+ a6
300
T

�

× 10−4(pd + pw )
�300

T

�0.8
(2.42c)

Remark. Values of a1,a2,a3,a4,a5,a6 and b1, b2, b3, b4, b5, b6 can be found from page
8 to page 10 in [51].

2.2.2 Clouds and fog

The attenuation caused by clouds and fog becomes prominent while the signals
moves over 10 GHz on the spectrum. From the point of the view of signals attenu-
ation, the clouds and fog are essentially the same atmospheric phenomenon. Based
on the model in the ITU recommendation [52], for a narrow-band signal, the clouds
loss Lcloud (unit: dB) is,

Lcloud =K( fc ,Tcloud)M d3D (2.43)

where M is the liquid water density in the cloud (or fog) (unit: g/m3), d3D (unit:
km) is the T-R separation distance, fc (unit: GHz) is the operating frequency, Tcloud

(unit: K) is the temperature in cloud (or fog), K(·) (unit: (dB/km)/(g/m3)) is the the
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cloud liquid water attenuation coefficient and given by,

K( fc ,Tcloud) =
0.819 fc

(1+η2)ϵ′′
(2.44)

where η is,

η=
2+ ϵ

′

ϵ′′
(2.45)

where the derivatives ϵ
′
and ϵ

′′
are given by,

ϵ
′
=

ϵ0 − ϵ1

1+
� fc

fp

�2
+
ϵ1 − 3.52

1+
� fc

fs

�2
+ 3.52 (2.46a)

ϵ
′′
=
(ϵ0 − ϵ1) fc

h

1+
� fc

fp

�2
i

fp

+
(ϵ1 − 3.52) fc
h

1+
� fc

fs

�2
i

fs

(2.46b)

where ϵ0,ϵ1, fp , fs are,

ϵ0 = 77.66+ 103.3
� 300

Tcloud
− 1

�

(2.47a)

ϵ1 = 0.0671ϵ0 (2.47b)

fp = 20.2− 146
� 300

Tcloud
− 1

�

+ 316
� 300

Tcloud
− 1

�2
(2.47c)

fs = 39.8 fp (2.47d)

2.2.3 Rain

Signals usually suffers power loss propagating during rainy days. Based on the model
in the ITU recommendation [53], for a narrow-band signal, the rain loss Lrain (unit:
dB) is,

Lrain = αRβdeffective (2.48)

where deffective (unit: km) is the effective distance [54] and formulated as,

deffective =
d3D

1+ d3D
35exp (−0.015R)

(2.49)
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the variable R (unit: mm/h) is rain rate, α and β are given by,

α=
�

αH +αV +(αH −αV )cos2θ cos2ψ
�

/2 (2.50a)

β=
�

αHβH +αVβV +(αHβH −αVβV )cos2θ cos2ψ
�

/2α (2.50b)

where αH ,αV ,βH ,βV are coefficients, θ is the elevation angle, ψ is the polarisation
tilt angle relative to the horizontal. The coefficient can be derived from,

log10α=
4

∑︂

j=1

¨

a j exp
�

−
� log10 fc − b j

c j

�2�
«

+mα log10 fc + cα (2.51a)

β=
5

∑︂

j=1

¨

a j exp
�

−
� log10 fc − b j

c j

�2�
«

+mβ log10 fc + cβ (2.51b)

where a, b , c , m can be found in page 2 [53], fc (unit: GHz) is the operating fre-
quency, α is either αH or αV , β is either βH or βV .

Remark. Rain loss Lrain does not explicitly show the dependence on the altitude value.
In the later discussion, we consider rain loss is ‘altitude-free’.

2.2.4 Comparisons

Based on the reference standard atmospheres in [50], we categorise parameters as
temperature, air pressure and water vapour density into summer and winter classes.
With 10 km T-R separation distance, 6 km altitude of the user equipment the user at
6 km altitude, Fig. 2.7 illustrates signals attenuation versus carrier frequency in both
winter and summer scenarios. We could observe three obvious peaks for the signals
attenuation due to the gaseous absorption. Moreover, the moisture in the air lifts the
attenuation to some extent. The signals attenuation peak around 60 GHz is caused
by the oxygen absorption, which implies that carriers near 60 GHz are not suitable
for long-distance wireless transmission.

The power loss caused by signals travelling through clouds or fog is demonstrated
in Fig. 2.8, with respect to the carrier frequency. The attenuation grows along with
the carrier frequency, and the moist air in summer escalates the attenuation.

From Fig. 2.9 to Fig. 2.12, we discuss the factors that influence the specific atten-
uation caused by rain. Fig. 2.9 shows the attenuation versus the rain rate. Normally,
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Figure 2.7 Gas absorption. Specific attenuation versus carrier frequency in winter (dry air) and summer
scenarios.
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Figure 2.8 Clouds and fog. Attenuation versus carrier frequency in winter (dry air) and summer scenar-
ios.

when the rain rate is over 50 mm/h, it is called violent rain. We investigate the sig-
nals attenuation within the span of 1 mm/h to 60 mm/h rain rate. The attenuation
increase with the rainfall intensity. Fig. 2.10 shows the attenuation versus the carrier
frequency. An unusual phenomenon is observed in the Fig. 2.10, that the attenua-
tion declines after around 100 GHz carrier frequency. This may suggest that during
a heavy rain (i.e., 20 mm/h), signals around 100 GHz operating frequency suffer the
most among 10 GHz to 300 GHz signals.

Fig. 2.11 and Fig. 2.12 demonstrate the relationship between the signals attenua-
tion caused by rainfall and angles. Specifically, the elevation angle refers to the angle
that the path of signals propagating intersects with the direction of rain drops; the
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Figure 2.9 Rain effect. Attenuation versus rain rate. The elevation and tilt angles are 0 degree, the
carrier frequency is 100 GHz.
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Figure 2.10 Rain effect. Attenuation versus carrier frequency. The rain rate is 20 mm/h, The elevation
and tilt angles are 0 degree.

tilt angle shows the polarisation of signals transmission. Fig. 2.11 indicates that the
0 degree elevation angle leads to the maximum signals attenuation caused by rainfall.
Fig. 2.12 indicates that the maximum attenuation occurs at 0 degree tilt angle.

To sum up, it is necessary to avoid 60 GHz band when designing a long-distance
wireless data link; the signals suffer more path loss in a moist environment than in
a dry environment; the signals attenuation caused by the rainfall weighs the most
among all discussed atmospheric effects.
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Figure 2.11 Rain effect. Attenuation versus elevation angle. The rain rate is 20 mm/h, the carrier fre-
quency is 100 GHz.
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Figure 2.12 Rain effect. Attenuation versus tilt angle. The rain rate is 20 mm/h, the carrier frequency is
100 GHz.

2.3 Overall path loss model

The path where signals travel is highly likely to be a mixture of both LOS and NLOS
conditions. An estimate of overall path loss could be formed by using the LOS prob-
ability,

P Loverall = P LLOS pLOS+ P LNLOS(1− pLOS)+ ξadd+ ξatm (2.52)

where P Loverall (unit: dB) denotes the mean path loss when both LOS and NLOS
conditions exist, pLOS is the LOS probability, ξadd denotes the additional loss caused
by the shadowing and fading effects, ξatm denotes the extra loss caused by the atmo-
spheric effects.
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With the definition of overall path loss, we look back the expectation of path
loss predicted by the RMa and UMa models. By using the parameters in Table 2.5,
Fig. 2.13 to Fig. 2.15 respectively demonstrate the overall RMa and UMa path loss
versus the T-R separation distance, the carrier frequency and the altitude of the user
equipment.
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Figure 2.13 Overall path loss. The path loss versus the T-R separation distance. For the sake of sim-
plicity, the additional loss caused by the shadowing and fading effects and the extra loss
caused by the atmospheric effects are not considered here.
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Figure 2.14 Overall path loss. The path loss versus the carrier frequency. For the sake of simplicity, the
additional loss caused by the shadowing and fading effects and the extra loss caused by the
atmospheric effects are not considered here.

Based on the observations on Fig. 2.15, we would like to emphasise that both
RMa and UMa models predict the converging trend to the FSL model with the alti-
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Figure 2.15 Overall path loss. The path loss versus the altitude of the user equipment. For the sake of
simplicity, the additional loss caused by the shadowing and fading effects and the extra loss
caused by the atmospheric effects are not considered here.

tude increasing. This fact brings up the following discussion—extending the current
3GPP RMa and UMa models to over 300 m altitude region.

A civil airborne vehicle could usually fly up to 3 km altitude, while the 3GPP
RMa and UMa only cover up to 0.3 km altitude for path loss calculation. To fill the
gap, with the illustration in Fig. 2.16 we propose the following strategy:

1. below 300 m altitude, the 3GPP RMa and UMa models are used;

2. above 300 m altitude, the FSL model is used. This consideration is based on
two evidence:

a. as shown in Fig. 2.15, both RMa and UMa models converge to the FSL
at high altitude;

b. as reported in [42], in both near-urban and sub-urban region, the col-
lected measurements fit the FSL model at L-band and C-band above
504 m altitude.

Remark. For several applications such as general aircraft or commercial aircraft or
drones flying above 300 m, it is of interest to study channel loss models for airborne
users up to 3 km altitude, the UMi model is not suitable in this scenario. Therefore, only
RMa and UMa models are in the discussion for this section.

For both RMa and UMa, it is complete LOS propagation when hUE is over 100 m.
Therefore, it is reasonable to infer LOS propagation when hUE is greater than 300 m.
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Figure 2.16 An illustration of extending 3GPP RMa and UMa models over 300 m altitude.

For the RMa scenario, if hUE > 300 m we have,

P LRMa,ext = 20 log10(
300− hBS

hUE − hBS
· d3D)+ 20 log10

�40π fc

3

�

+ 20 log10(
hUE − hBS

300− hBS
)

(2.53)
where P LRMa,ext denotes the path loss in RMa when the altitude is over 300 m, with
re-organisation of the above equation, we get,

P LRMa,ext = 32.45+ 20 log10( fc )+ 20 log10(d3D) (2.54)

For the UMa scenario, if hUE > 300 m, we could have,

P LUMa,ext = 28+22 log10(
300− hBS

hUE − hBS
·d3D)+20 log10

�40π fc

3

�

+20 log10(
hUE − hBS

300− hBS
)

(2.55)
where P LUMa,ext denotes the path loss in UMa, with further re-organisation of the
equation, we get,

P LUMa,ext =28+ 20 log10( fc )+ 22 log10(d3D)

+ 2 log10(300− hBS)− 2 log10(hUE − hBS) (2.56)
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2.4 Discussion

This chapter introduces and discusses the FSL, log-distance path loss and 3GPP mod-
els as the channel models part, the gaseous absorption, clouds and fog and rain as the
atmospheric effects part. Moreover, the concept of overall path loss is developed,
the 3GPP RMa and UMa models are extended to cover a broader range of airborne
vehicles. This chapter serves as the prerequisite knowledge for the following chap-
ters.

In the channel models part, the highlight points are:

1. the 3GPP RMa and UMa models predict purely LOS propagation after certain
altitudes passed;

2. both 3GPP RMa and UMa models converge to the FSL at high altitude;

3. the 3GPP InH model shows less signals strength loss than the FSL model in
the indoor office scenario under the LOS condition.

In the atmospheric effects part, the highlight points are:

1. signals transmission suffers a large attenuation around 60 GHz band, which is
due to the oxygen absorption;

2. a moist environment brings more signals attenuation than a dry environment;

3. rainfall creates the most signals power loss than other introduced atmospheric
effects.

In the last, we would like to mention that the channel gain in this chapter was
discussed under the assumption of the constant antenna gain. Naturally, signals at
the low operating frequencies are usually transmitted by a larger antenna aperture,
comparing with the antenna size used by signals at the high operating frequencies.
The antenna size undoubtedly affects the channel gain, however, this consideration
is not within the scope of this chapter.
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3 SOLUTIONS IN COMMUNICATIONS,

POSITIONING, AND SENSING

The communications are the means of exchanging information; the positioning is a
cluster of techniques to geographically determine the location of a person, an subject,
etc.; the sensing is a group of techniques to perceive the surroundings. The technolo-
gies of communications, positioning, and sensing have advanced for decades, they ac-
complish great achievements on their own path. With the rising of RF convergence
thinking, the integration of above technologies become a popular topic, especially
in the wireless communications society. This chapter specifically introduces both
the basics and the state-of-the-art techniques in communications, positioning and
sensing. Challenges in communications, positioning are addressed; novel use cases
in communications are described and discussed; signal models for joint sensing and
communications are proposed. Moreover, the contents of this chapter as well serves
as the background knowledge for the following chapters. This chapter is related to
publications [P1-P4].

3.1 Wireless communications

The wireless communications, which have long developed their capability of con-
nectivity, accessibility and throughput, are irreversibly and profoundly shaping the
paradigm of us exchanging thoughts, acquiring information, speaking opinions etc.
The wireless communications, as the essential technology, are consistently moti-
vated to move forward. For instance, the traditional terrestrial cellular networks are
in extensive discussion of possible support for aerial users and merging with Indus-
trial Internet of Things (IIoT); novel developments, such as multiple antenna system,
beamforming etc., validate their applicability on these above use cases.
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This section starts with use cases, followed by the addressed challenges in com-
munications.

3.1.1 Use cases in communications

3.1.1.1 Aerial users

The Federal Aviation Administration (FAA) in [55] forecasts the domestic data: the
hours flown in General Aviation (GA), commercial operations at FAA facilities and
small Unmanned Aircraft System(s) (sUAS) market. The hours flown by GA are
expected to increase from 25.6 million in 2019 to 29.4 million in 2041, with an av-
erage 0.6 percent per year. Particularly, the number in turbine aircraft category is
forecast to grow 2.2 percent yearly. The commercial operations at FAA facilities
possibly increase 3.4 percent per year. The registration number of both recreation
and commercial sUAS grew rapidly in the past years, and FAA predicts that the reg-
istration number for recreation sUAS fleet continuously increases from 1.44 million
units in 2020 to 1.55 million units by 2025; the registration number for commercial
sUAS fleet increase 1.7 fold by 2025 than the number in 2020. The COVID-19 hits
the world with setbacks in the aviation market, the statistics in the number of sUAS
were addressed in [56, 57] from 1.1 million in 2017 to 2.4 million by 2022, however
FAA in [55]modified the expectation in the number of sUAS to less than 2.2 million
by 2022. Nevertheless, the steady growth in the market of GA and sUAS were still
there during the pandemic.

Conventionally, the data links serving the aerial users are hybrid systems includ-
ing satellite-based and ground-based communications. These systems are reliable
but with high maintenance cost and unfriendly to emerging sUAS. With the steady
growth of aerial users and their flown hours as stated by FAA forecast, the current
network traffic may be soon congested. To improve the situations, the newly born
5G New Radio (NR) becomes an excellent candidate to meet the future traffic load
of aerial users [58].

It is of interest to study the cellular based network infrastructure supporting civil
aviation operations, especially the data links for low-altitude airborne vehicles. By
the definition of the International Civil Aviation Organisation (ICAO), the GA in-
cludes all civil aviation operation. This definition is rather concise than precise, GA
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is commonly preferred as the subclass of Manned Aviation (MA) to the whole civil
aviation.

For clarifying terms and introducing aviation to wireless communications com-
munity, our article [P1] defines the categories and sub-categories of aviation classes
in Fig. 3.1.

Aviation Classification

Manned Aviation Unmanned/Automated Aviation

Civil Aviation
State

Aviation
Civil Aviation

State
Aviation

General Avi-
ation (GA)
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State VIP Transport
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Attack Drones
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Figure 3.1 The different branches/classes in aviation category, the figure is derived from [P1].

Under the definition of aviation classes in Fig. 3.1, the contents in this work will
concentrate on the low-altitude civil aviation in both MA and Unmanned Aviation
(UA) categories. Currently two strategies are on the table for supporting the fu-
ture air data traffic: 1) the cellular network to support aerial users and 2) the The
Non-Terrestrial Networks (NTN) to enhance the transmission among aerial users.
The term NTN is defined by 3GPP technical report [59], as quoted here, the NTN
refers to ‘Networks, or segments of networks, using an airborne or space-borne vehicle
to embark a transmission equipment relay node or base station.’

In current work, we focus on the cellular signals supporting the aerial users.

3.1.1.2 IIoT users

In the industrial site, sensors, flying drones, robots etc. via IIoT could be efficiently
coordinated to improve the productivity. Especially, the flying drones possess the
huge potential to boost the flexibility when applying the IIoT. Conventionally, the
battery life, the connectivity and coverage of one IIoT scheme are the key indica-
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tors for the system performance. Combing with the channel models in Section 2.1,
our interest lays on the approximation of coverage of a certain IIoT technology. Re-
cently, the comparisons between cmWave and mmWave channel models for indus-
trial robots were also addressed in [60].

As remarked in Section 2.1.3, 3GPP InF models are newly added in this thesis
after the publication [P2]. In here, we create Table 3.1 with extra considerations of
3GPP InF models. The parameters used to provide the estimations in Table 3.1 were
given in [P2]; all the coverage values are given at 1% outage probability. In addition,
in here we replaced the industrial indoor channel loss model in [P2] with the 3GPP
InF models.

Table 3.1 Coverage of different technologies.

Technology Predicted coverage from
studied models

Coverage measured or
reported from literature

worst value [m] median value [m] reported value [m]

NB-IoT 230 2061 1000–8000 in [61]

LoRa 731.9 1074.8 3400 in [62],
2000 in [63]

Sigfox 200 1865.2 3000–10000 in [64],
600 in [65]

Zigbee 1.1 83.6 30–50 in [66]

MIOTY 762.3 1137.5
claimed 5 km urban/

15 km flat terrains [67]

Admittedly, the 3GPP InF models pessimistically predict the coverage of various
IIoT technologies when comparing the results in Table 3.1 with results in [P2]. This
inferred that different IIoT technologies suffers the limitation of indoor factory en-
vironment. In the indoor scenarios with most of the places being open area, the InH
models are more preferable than InF models; the InF models are advised to use when
the indoor scenarios are with many obstacles, especially metal objects.

38



3.1.2 Addressed challenges in communications

3.1.2.1 Outage models

The usage of millimetre Wave (mmWave) bands is a key feature in the 5G NR and
beyond. To closely review the feasibility of mmWave bands for aerial users provides
options for constructing the infrastructure supporting data links. Unlike most com-
munications tasks, with respect to the airborne vehicles, we shift our main concern
to command & control signals, which demand the high reliability for the data links.
In addition, the study of channel models for UAV in urban environment could be
seen in [68].

The outage probability could act as an indicator for the reliability. We derive the
outage probability formula as the probability when the overall path loss calculated
by (2.52) plus shadowing and fading is greater or equal to the maximum coupling loss
MCL. Under this outage probability, the data link merely maintains connection,
ergo the minimum requirement. The outage probability is expressed as,

Pout = Pr(P Loverall+ ξadd ≥ MCL) (3.1)

where ξadd denotes the additional loss caused by the shadowing and fading effects.
For the purpose of demonstration, we consider a target minimum Signal-to-

Interference-plus-Noise Ratio (SINR) specified in the Long-Term Evolution (LTE)
system with value being −5 dB and an achievable −30 dB SINR in the 5G NR by
taking advantage of mmWave bands and Multiple-Input Multiple-Output (MIMO)
gains. With detailed parameters in [P1] and channel models introduced in Sec-
tion 2.1, Fig. 3.2 shows outage probability comparisons among 1 GHz, 8 GHz,
30 GHz, 60 GHz and 73 GHz frequency bands.

Clearly, in all scenarios the UMa case is with the worst reliability for data links.
If we compare the centimetre Wave (cmWave) bands (i.e., 1 GHz and 8 GHz) with
the mmWave bands (i.e., 30 GHz, 60 GHz and 73 GHz), under the assumptions of
25 dB interference in cmWave bands (in other words, the Signal-to-Interference Ra-
tio (SIR) in cmWave bands is assumed to be 25 dB smaller than that in mmWave
bands.), no significant difference in outage probability could be observed between
the cmWave and mmWave bands. This further provides the implication of feasibility
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Figure 3.2 The predicted outage probability, based on the FSL and 3GPP models, the figure is derived
from [P1]. Presuming the interference-free condition in mmWave bands, and 25 dB interfer-
ence in cmWave bands.

using mmWave bands for the data links of aerial users, particularly the command &
control signals.

3.1.2.2 3D antenna models

Along with the carrier frequency shifting from the cmWave regime to the mmWave
regime, the size of the multi-antenna system constantly shrinks, therefore equipping
the multi-antenna system becomes feasible for electronic devices transmitting signals
in mmWave bands.

The single-antenna system is typically with fixed radiation pattern and non-
steerable main lobe. In contrast, the multi-antenna system could easily change the
radiation pattern and shift its main lobe. To understand this difference in depth, we
introduce the concept of far-zone field, also known as beam pattern. By definition,
we derive the far-zone field B(θ,ϕ) in [69] as,

B(θ,ϕ) =Aele(θ,ϕ)AF (θ,ϕ) (3.2)

where Aele(·) denotes the amplitude of an antenna element, AF (·) denotes the array
factor, θ,ϕ are respectively the elevation and azimuth. To clear up the ambiguities on
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the definition of elevation and azimuth, Fig. 3.3 illustrates the spherical coordinate
system in this work.

Figure 3.3 The definition of elevation and azimuth angles.

Fig. 3.4 demonstrates the radiation pattern of three different antenna types,
namely the isotropic antenna, the short-dipole antenna and the NR antenna. The
NR antenna, a 5G antenna, is derived from 3GPP document [38].

(a) Isotropic (b) Short-dipole (c) NR

Figure 3.4 The demonstration of radiation pattern of single-antenna system.

Fig. 3.5 and Fig. 3.6 present demonstrations for the Uniform Linear Array (ULA)
and Uniform Rectangular Array (URA) respectively, using the isotropic, short-
dipole and NR antenna elements. A total of eight antenna elements are deployed
for both ULA and URA, particularly the URA uses 2× 4 antenna elements layout.
Comparing with the isotropic and short-dipole antenna elements, NR antenna ele-
ments shows difference in the antenna array property of be directional.
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(a) Array geometry (b) Isotropic

(c) Short-dipole (d) NR

Figure 3.5 The demonstration of radiation pattern of multi-antenna system, i.e., the ULA.

The multi-antenna system brings many merits for modern communication sys-
tems. The usage of mmWave bands is often accused of high path loss, the multi-
antenna system could compensate the loss by boosting the antenna gain; the air-
to-ground transmission is naturally with a large amount of interference, the multi-
antenna system could mitigate the interference by sophisticated design of beamform-
ing schemes. Based on our studies, we provide the following recommendations in
Table 3.2 for the design of antenna array. The recommendations are meant for one
base station scenario.

The recommendations in Table 3.2 are the same for multiple base station sce-
narios when each base station operates independently. However, for multiple base
stations operating with advanced techniques, e.g., Coordinated Multi-Point (CoMP)
transmission and reception, the recommendations in Table 3.2 may not be valid.
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(a) Array geometry (b) Isotropic

(c) Short-dipole (d) NR

Figure 3.6 The demonstration of radiation pattern of multi-antenna system, i.e., the URA.

Table 3.2 Design recommendations.

Type of beamforming Analogue beamforming for single-user scenarios
Hybrid beamforming for multi-user scenarios

Type of antenna array URA1

Number of elements in URA

16× 16 URA could tolerate maximum 3◦ angle
errors in both elevation and azimuth; 8×8 URA
could tolerate maximum 5◦ angle errors in both
elevation and azimuth.

Inter-element spacing in URA half wavelength

Size of one element in URA The effect of size of one element is of little sig-
nificance on the steering characteristics2.

1 For example, in 5G the base station deploys the Active Antenna Unit (AAU) with URA
inside [70];
2 see the reference [71].
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3.1.2.3 Interference mitigation solutions

Unlike the traditional terrestrial networks, the support of aerial users with cellular
communications faces several challenges. Amongst the main challenges, the inter-
ference becomes extra noticeable, for reasons described next. The aerial users have
more chance to experience the LOS transmission than the terrestrial users do. This
fact, on one hand, implies a better Received Signal Strength (RSS) for aerial users
than terrestrial users; on the other hand, this indicates a stronger interference the
aerial users may suffer compared to the terrestrial users.

To uncover the influence of interference in both aerial users and terrestrial users,
we define the following metric of Signal-to-Interference Ratio (SIR),

SIR=
Pr s s

Pi nt
(3.3)

where SIR is the SIR with linear scale, Pr s s denotes the received signal strength (unit:
Watt) and Pi nt denotes the whole incoming interference signal strength (unit: Watt).

Among a group of users, their SIR values for communications is lower-bounded
by a minimum value. We define a utility function U (·) to evaluate the level of inter-
ference when more than one users is involved,

U (SIR( j )) =min
j∈J

SIR( j ) (3.4)

where J denotes the set containing all the users, SIR( j ) denotes the SIR of the j-th
user.

Using the parameters and path-loss models proposed in [P4], the following para-
graphs present the numerical analysis results for comparisons of SIR between ter-
restrial users and aerial users. Under Single-Input Single-Output (SISO) settings,
Fig. 3.7 shows the comparisons between terrestrial users and aerial users in RMa and
UMa scenarios. Both one-user and three-user cases are considered. Evidently, the
aerial users suffer more from the interference than terrestrial users. If we focus on
the urban area, the aerial users become even more vulnerable comparing with terres-
trial users. Besides, the increase in the number of users worsens the SIR performance.

With the deployment of multi-antenna system, namely the Multiple-Input Single-
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Figure 3.7 Under SISO settings, comparisons between Terrestrial Users (TU) and Aerial Users (AU) in
RMa and UMa scenarios.

Output (MISO) and MIMO, there is a silver lining for the aerial users. Fig. 3.8
presents the comparisons between MISO and MIMO schemes in RMa and UMa
scenarios. It is obvious that the SIR of aerial users is uplifted; in other words, the
interference aerial users suffered in SISO scheme has been mitigated to a large degree.
The MIMO contributes extra few dB to the SIR in contrast with the MISO.
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Figure 3.8 Comparisons between MISO and MIMO schemes in RMa and UMa scenarios. The AU is
short for Aerial Users. The comparisons are for one user case.

In practice, the MISO scheme could suffice the need of aerial users for the miti-
gation of interference. A few extra dB improvement by the MIMO scheme will be
at the cost of additional complexity for aircraft on-board communication devices.
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3.2 Wireless positioning

The common positioning mechanisms [72] include the Time of Arrival (TOA) /
Time Difference of Arrival (TDOA), the Angle of Arrival (AOA), the Received Sig-
nal Strength (RSS), and Dead Reckoning (DR). Using the above-mentioned tech-
niques, currently there are two main systems performing positioning: satellite-based
systems and terrestrial systems. The satellite-based systems consist of the famous
Medium Earth Orbit (MEO) GNSS and Low Earth Orbit PNT solutions [73]. The
terrestrial systems span a wide range of technologies: 1) the LTE network imple-
ments positioning with TDOA [74] and an indoor positioning works with mixed
RSS data from WiFi and Global System for Mobile Communications (GSM) net-
works [75]; 2) an RSS-based indoor localisation methods using bluetooth [76]; 3)
TOA-based algorithms using Ultra Wide Band (UWB) are studied in [77, 78].

3.2.1 GNSS-based positioning

The Global Navigation Satellite System (GNSS) has been developed for decades, it is
successfully and vastly applied in modern electronic devices. Specifically, the GNSS
nowadays is the essential part of positioning, navigation and timing services. With
the rise of the GNSS markets, evil grows inside those trying to sabotage GNSS func-
tioning. To maintain the safety of acquiring GNSS signals becomes vital to the GNSS
based services.

To begin with, we briefly introduce the principles of GNSS positioning. In a
Cartesian coordinate system, a location on earth could be represented by (xu , yu , zu ),
then this location is possible to be determined by at least four satellites coordinates
and their corresponding distance to this very location. In mathematical expres-
sion[79], we get the the location coordinate (xu , yu , zu ) by solving the following
equation,

ρ j =
q

(x j − xu )2+(y j − yu )2+(z j − zu )2+C tu , j = 1,2,3, . . . (3.5)

where (x j , y j , z j ) is the location of the jt h satellite, ρ j is the pseudorange measure-
ment from the j-th satellite, C is the speed of light, tu is the offset of the receiver
clock from the system time.
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In theory, with the knowledge from four satellites we could solve (3.5), hence the
location of users.

3.2.2 Other modern positioning methods

The discussions on modern positioning (e.g., LEO PNT and 6G positioning) in-
creased in the literature. The authors in [80] address that future positioning tech-
niques in 6G should be compatible with existing 5G techniques, moreover posi-
tioning in 6G might be low-cost, low-complexity, high-accuracy and low-latency.
The European Space Agency’s Lionel Reis in [81] describes the LEO PNT as a very
promising PNT reaching from indoors to the Moon. The research in [82] carries out
Geometric Dilution of Precision (GDOP)-based analysis and concluded that current
broadband LEO constellation with thousands more satellites could provide global
coverage for PNT.

3.2.3 Challenges in positioning

3.2.3.1 Intentional interference

Most encountered intentional interference in GNSS are jamming and spoofing. The
jamming is a straightforward attack where interference signals are generated in one
or several operating frequency bands of GNSS. This kind of attack is also know
as Denial of Service (DoS) attack, because the nature of jamming is to block the
capability of the receiver to acquire authentic GNSS signals [41].

Regarding to the spoofing, let us imagine a scene. A sneaky but “sophisticated”
spoofer is around waiting for prey, meanwhile, an “innocent” GNSS receiver comes
nearby. In the blink of an eye, the location showing by a map application with the
“innocent” GNSS receiver starts to deviate. But the stranger with the map applica-
tion is unaware.

If we put mathematical terms for the above scene, it refers that we solve (3.5)
with the spoofer-placed information. We may unconsciously solve (3.5) with one or
several groups of (x j , y j , z j ) that actually come from the spoofer. In this sense, the
user has potential to be misled by the GNSS-based services.

The spoofer, unlike the jammer, puts endeavours to mislead the users instead of
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blocking the GNSS-based services. With the advancement of modern electronics
and signal processing, the spoofer tends to be low-cost and high-intelligence, which
endangers the GNSS based services now more than ever.

3.2.3.2 Unintentional interference

As all GNSS signals travel from the space to the ground, the channel impairments,
including the atmospheric effects, contribute the unintentional interference to the
positioning. For example, the authors in [83] introduced a worldwide network mon-
itoring the solar activity for the analysis of impact of ionospheric effects on GNSS
performance.

In view of channel impairments, the 3GPP models and the atmospheric effects
studied in Chapter 2 could serve as initial points to propose mitigation solutions for
such impairments, however this work remains as an open issue for now.

3.2.4 Proposed solutions

We briefly review the current anti-spoofing techniques. The work in [40] categorises
the spoofing countermeasures into four classes:

1. signal-processing-based methods

2. cryptographic-based methods

3. correlation with other GNSS sources, e.g., military code

4. antenna-based methods

The signal-processing-based methods do not need any extra modifications on cur-
rent receiving mechanism. For example, the action can be done by the comparisons
between local prediction of satellites locations and reported positions from the navi-
gation message; the Doppler shift check is as well a simple but efficient countermea-
sure.

The cryptographic methods need to change the coding paradigm. For example,
by providing the spreading code or navigation message with encryption could block
the unwelcomed transmitter.

A second receiver as a reference could help to verify the authentic GNSS signals.
For example, on L1 band the military code is in phase quadrature with the civilian
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one. Though the military code is not decoded by the civilian devices, it being out
of phase with civilian code may imply that the spoofing is present. However the
obvious drawback of this method is the fact that it highly relies on the fact that the
reference receiver is trustworthy.

The antenna-based methods, among all the above methods, might be the most
efficient and resilient one. For example, by utilising angle of arrival (AOA) discrim-
ination, the signal from the spoofer might be identified; the multi-antenna system
could null the signals coming from the low elevation angles to mitigate both terres-
trial jamming and spoofing.

Our work falls into the first category: we exploit the satellite-hardware features
and the channel features during satellite-to-ground transmission, thus, fingerprints
can be formed to identify the spoofing signals. More details on RF fingerprinting
based anti-spoofing methods are given in Chapter 4.

3.3 Wireless sensing

Integrating the sensing functions into the future cellular networks draws extensive
discussions in the wireless communications community. This section briefly reviews
the basics of radar technologies.

3.3.1 Signal model

In a mono-static radar system as depicted in Fig. 3.9, the reflected signal ζ (t ) from
the k-th target can be modelled as,

ζ (t ) =
K
∑︂

k=1

x(t −τk )ηk h2
k e j 2πDk t + ξ Sint+ Sclutter+ω(t ) (3.6)

where x(t ) is the transmitted signal, τk and Dk are respectively the time delay and
Doppler shift from the k-th target, h2

k is the channel loss of round-trip for the k-th
target, ηk is the voltage reflectivity 1 of the k-th UE target, Sint is the instant radiating
signal from the transmitter, ξ Sint is the self-interference residual, Sclutter characterises
clutter,ω(t ) denotes the radar receiver additive Gaussian noise.

1voltage reflectivity is a term used in [84] that is related to the radar cross-section (RCS) of the
target.
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Figure 3.9 The demonstration of mono-static radar. A radar station is responsible for both transmitting
and receiving signals, hence locating the target.

With the reflected echoes, the radar firstly processes it through whitening filter,
then through the matched filter, as shown in Fig. 3.10. The whitening filter removes
the clutter Sclutter and makes the Gaussian noise white. The outputs of whitening
filter feed into the matched filter and this maximises the Signal-to-Noise Ratio (SNR)
at a certain time delay relating to the range.

Matched filterWhitening
filter

Figure 3.10 The process of radar receiving.

Ideally, the term self-interference residual ξ Sint could be eliminated in the re-
ceived signals and the Doppler shift is as well cancelled in advance. The reflected
echoes ζ (t ) for the k-th target after the whitening filter reduces to,

ζ (k)(t ) = ηk h2
k x(t −τk )+ n(t ) (3.7)

where n(t ) is w(t ) after whitening filter, n(t )∼N (0,σ2
n), σ

2
n is the power of noise.

3.3.2 Matched filter

Assuming the Doppler shift is cancelled in advance, the response of matched filter is
in the following form [84],

hMF(t ) = x∗(−t ), 0 ≤ t ≤∆T (3.8)
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where (·)∗ denotes the complex conjugate, ∆T denotes the process duration. Ap-
plying convolution between inputs and response of matched filter, we could get the
outputs of matched filter for the k-th target,

z(t ) =

∆T
∫︂

0

ζ (τ)x∗(τ− t )dτ (3.9a)

z (k)(t ) =

∆T
∫︂

0

§

x(τ−τk )ηk h2
k + n(t )

ª

x∗(τ− t )dτ (3.9b)

where τ is a dummy variable.
When t = τk meets, the (3.9b) becomes,

z (k)(τk ) = ηk h2
k

∆T
∫︂

0

|x(t )|2 dt + n(t )

∆T
∫︂

0

x∗(τ− t )dτ (3.10)

by defining the energy of radar signals over duration∆T as Er ,

Er =

∆T
∫︂

0

|x(t )|2 dt (3.11)

the (3.9b) becomes,

z (k)(τk ) = ηk h2
k Er + n(t )

∆T
∫︂

0

x∗(τ− t )dτ (3.12)

We could consider (3.12) as,

z (k)(τk )∼N (µz ,σ2
z ) (3.13a)

µz = ηk h2
k Er (3.13b)

σ2
z = σ

2
n Er (3.13c)
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Figure 3.11 The output of matched filter.

As shown in Fig. 3.11, the output of matched filter follows Gaussian distribution
with the mean value being µz .

Remark. The Doppler shift in the echoes carries sensing information, for the purpose of
simplicity, we assume that the Doppler shift is cancelled in advance in this section.

3.3.3 Detection rate and false alarm rate

Often, there are two hypotheses in the output of matched filter: no target is present
and a target is present. These two opposing hypotheses are conventionally marked
as H0 and H1:

H0 : no target is present

H1 : a target is present

where H0 and H1 are called null hypothesis and alternative hypothesis.
In the mathematical form, considering (3.13), we could write H0 and H1 as:

H0 : N (0,σ2
z ) (3.14)

H1 : N (µz ,σ2
z ) (3.15)

the above two hypotheses could be visualised in Fig. 3.12, meanwhile, we could de-
fine the detection rate and false alarm rate by the assistance of Fig. 3.12. λth denotes
the threshold.

Given a threshold λth, the detection rate could be expressed by using Q function,

PD =Q
�λth −µz

σz

�

(3.16)
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Figure 3.12 The hypothesis testing, detection rate and false alarm rate. Blue dashed lines represent the
mean values, red dashed line represents the threshold.

where Q function is the tail probability of standard normal distribution and defined
as,

Q(x) =
1

⎷
2π

∞
∫︂

x

e
�

− u2

2

�

du (3.17)

in the similar way, the false alarm rate yields to,

PF =Q
�λth

σz

�

(3.18)

In practice, the maximum false-alarm rate, as the tolerance of a system, is nor-
mally in the requirement for a designer. The threshold and the detection rate could
be computed accordingly.

3.3.4 Parameter estimation

Provided the reflected echoes, let the unknowns being the parameters to be esti-
mated, we are able to get the sensing information, such as the range, the velocity
etc. For example, to estimate the time delay (i.e., equivalent to the range), we have,

τ̂k = P (τk |ζ
(k)(t )) (3.19)

The estimation of parameters in radar signal processing with an unbiased estima-
tor has the minimum, which is often represented by the Cramér-Rao lower bound
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(CRLB). We formulate the CRLB for the estimation of time delay as,

E
�

(τk̂ −τk )
2�≥ 1

E
§
h

∂
∂ τk

log L
�

ζ (k)(t );τk
�

i2ª
(3.20)

where E(·) is the expectation operator, L
�

ζ (k)(t );τk
�

is the likelihood function of
τk , and whose logarithm form could be determined by,

ln L
�

ζ (k)(t );τk
�

=Cconst −
1

2σ2
n

�

ζ (k)(t )−ηk h2
k x(t −τk )

�2
(3.21)

where Cconst is a constant irrelevant to the variable t . We could further get the partial
derivative,

∂

∂ τk
log L

�

ζ (k)(t );τk
�

=−
ηk h2

k

σ2
n

n(t )x ′(t −τk ) (3.22)

substituting (3.22) into (3.20),

E
�

(τk̂ −τk )
2�≥

σ4
n

η2
k

h4
k

· 1

E
n

�

x ′(t −τk )
�2
o (3.23)

where the term E
n

�

x ′(t −τk )
�2
o

is system dependent.

3.4 Discussion

This chapter specifically reviews the status quo and advancements in communica-
tions, positioning, and sensing technologies. In a similar manner to Chapter 2, this
chapter also serves as the background knowledge for the following chapters.

Regarding the communications aspects, the main points have been as follows:

1. Two use cases are presented, namely the aerial users and IIoT;

2. The mmWave bands are validated to be reliable for control & command signals
of aerial users by numerical analysis, the coverage is predicted through 3GPP
models and compared with reported measures from literature;

3. Novel techniques, such as the multi-antenna system and interference mitiga-
tion, are discussed;
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4. A New NR antenna element from [38] was studied in the context of multi-
antenna systems;

5. The MISO scheme is proved to be efficient on interference mitigation for aerial
users scenarios by numerical analysis.

Regarding the positioning aspects, the main points have been as follows:

1. The principles of GNSS positioning and spoofer are briefly introduced;

2. A short summary of anti-spoofing techniques is presented.

Regarding the sensing aspects, the main points have been as follows:

1. A detailed signal model is given under the assumption of mono-static radar
scenario;

2. The matched filter, detection and false alarm rates, and parameter estimation
are respectively discussed and a simplistic model is used for the discussion.

The next 3 chapters describe in more details the novel algorithms and methods
proposed in this thesis work.
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4 PHYSICAL LAYER SECURITY IN GNSS

The GNSS module is fast becoming the basic building block in more and more mod-
ern wireless electronic devices. A large number of life-critical applications, such as
autonomous cars and drone taxis, already depend or will depend on the GNSS func-
tionalities. Consequently, securing GNSS Position, Navigation and Timing (PNT)
meets the best interest of many existing and unborn applications.

Two major evil-doings against the GNSS implementation are out there: the jam-
ming and spoofing. Spoofing and jamming concepts have already been defined in
Section 3.2. This chapter puts focus on the study of the anti-spoofing methods.

There are many existing discussions corresponding to the anti-spoofing tech-
niques in the literature. A cross-check on the location of satellites between the
prediction from ephemeris data and external sources hints the presence of spoofing
[85]; the Navigation Message Authentication (NMA), being a scheme that uses pub-
lic key to assure the receiving authentic navigation message, enhances the resilience
of GNSS receivers to the spoofing [86–89]. Moreover, Galileo has started to test the
Open Service Navigation Message Authentication (OSNMA) [90]. Antenna-based
countermeasures were explored to resist spoofing attack in [91–93].

As one variant of signal processing methods, in the following we exploit the RF
fingerprinting techniques in GNSS to perform the spoofing countermeasure. The
RF fingerprinting methods have the potential of high robustness as they are based
on direct raw data, which is harder to pamper with than any other data such as nav-
igation data (e.g., the method of comparing ephemeris data with external source in
[85]). This chapter covers publications [P5, P6].

4.1 RF fingerprinting techniques

For most of the time, the RF fingerprinting refers to a cluster of techniques putting
endeavours identifying the transmitters, channels, and/or receivers through their

57



unique and inherent features, by the assistance of newly emerging machine-learning
methods. In a stricter sense, also adopted in this thesis, the RF fingerprinting par-
ticularly means the identification of a transmitter or emitter (e.g., if it is genuine or
not). However, many recent papers use the RF fingerprinting terminology in the
context of location estimation based on channel characterisation. Without a further
specification, the term RF fingerprinting in this thesis is in the strict sense by default.

The RF fingerprinting techniques have been applied in many scenarios: Wi-Fi
signals in [94] and ZigBee signals in [95] are respectively studied in the Internet of
Things (IoT) domain; the detection of fake base station is performed in the cellular
system [96]; the Automatic Dependent Surveillance–Broadcast (ADS-B) signals in
[97] and controller signals in [98] are respectively studied in aviation domain.

Though the RF fingerprinting techniques are not newly developed concepts,
a comprehensive study of implementing the RF fingerprinting techniques in the
GNSS, especially for the purpose of anti-spoofing, was still lacking at the moment
when we started our work on this thesis.

4.2 RF fingerprinting in GNSS

The RF fingerprinting in GNSS, different from in other systems, rely on the follow-
ing characteristics of GNSS systems: i) transmitters uninterruptedly broadcast sig-
nals; ii) the Global Positioning System (GPS), Galileo and Beidou use code-division
multiple access (CDMA), Global Navigation Satellite System (GLONASS) uses
frequency-division multiple access (FDMA); iii) the GNSS satellites are equipped
with high-end electronics, unlike spoofers, which usually rely on less costly electron-
ics; iv) there is a limited number of GNSS satellites in the space; v) genuine GNSS
signals experience a space-to-ground propagation, unlike spoofers, which are usually
installed on terrestrial platforms, and thus experience ground-to-ground propaga-
tion. Based on the above facts in GNSS, in the following sub-sections, we study the
transmitters structures and the receiver chains for genuine GNSS and spoofer GNSS
transmitters, propose various RF fingerprinting techniques and RF fingerprinting
based position, velocity and time (PVT) solution.
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4.2.1 Navigation payload

To closely examine the architecture of GNSS signals transmitters, we would be able
to reveal the difference in the hardware impairments (also known as RF fingerprints)
between a GNSS satellite and a GNSS spoofer. Based on [P5] [99, 100], we built the
block diagram in Fig. 4.1 to describe a generic architecture of a transmitter for GNSS
signals.

antenna

Clock unit

Signal generator

Digital-to-analog
converter

Frequency generation
and up-conversion

High-power amplifier

Clock
reference

Band-pass
filter

Figure 4.1 A generic architecture description of a transmitter for GNSS signals, valid for both satellites
and spoofers. The differences lie in the hardware traits of the illustrated blocks. The red
arrows indicate the signals do not carry extra ’fingerprints’ from the previous unit; the blue
arrows imply that the signals carry extra ’fingerprints’ from the previous unit. Derived from
[P6].

Inside a GNSS satellite, the clock unit shown in Fig. 4.1 typically consists of mul-
tiple atomic clocks—one active and the rest as the redundancy; for example, rubid-
ium atomic frequency standards and passive hydrogen masers are used in the Galileo
system [101]. By contrast, a typical GNSS spoofer has no budgets for expensive
atomic clocks; for example, an over =C10000 Universal Software Radio Peripheral
(USRP) RIO series software-defined radio (SDR) uses an Oven Controlled Crystal
Oscillator (OCXO).

A Digital-to-Analogue Converter (DAC) unit exists in both the genuine and
spoofer GNSS signal transmitters, but the GNSS satellites are very likely with a
better non-linearity and lower phase noises DAC than common spoofers. During
the up-conversion processing, GNSS satellites could easily do the job with a lower
level of phase noises and I/Q imbalance than spoofers do. The High Power Am-
plifier (HPA) in GNSS satellites is commonly capable of amplifying signals with a
better linearity and less frequency-dependent variations than an adequate power am-
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plifier typically used in spoofers. As for the last stage before the antenna radiating,
GNSS satellites are equipped with band-pass filters characterised by flat response of
desired band signals and steep cut-off, whereas spoofers are with less steep cut-off
ranges. The hardware impairments differences existing in satellites and spoofer set
the ground of RF fingerprinting in GNSS as they produce distinctive features for
each transmitter.

4.2.2 Receiver chain

During the GNSS signals receiving, there are several stages to carry out the RF fin-
gerprinting techniques as shown in Fig. 4.2. Taking the correlator as the reference,
we deliberately selected two stages, namely the pre-correlation domain and the post-
correlation domain, in the receiver chain to collect samples for the implementation
of the RF fingerprinting. The choice to focus only on pre- and post-correlation stages
was motivated by a lack of literature addressing these domains, as most GNSS anti-
spoofing mechanisms in the literature focused on navigation techniques [102, 103].
The samples for the pre-correlation domain are right from the Analogue-to-Digital
Converter (ADC) outputs, i.e., the I/Q raw data; while the samples for the post-
correlation domain are from the acquisition outputs, i.e., the correlation outputs.
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Module

Tracking
Module

Navigation
Techniques
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Module

Navigation
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PVT
solution
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solution
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Figure 4.2 The GNSS receiver chain, where the pre-correlation and post-correlation domains are de-
fined. Derived from [P5].
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4.2.3 Pre-correlation method

With the I/Q raw data as the samples, the pre-correlation methods utilise a concep-
tual ’classifier’ to identify whether the spoofer signals are mixed within or not. We
design the conceptual ’classifier’, depicted in Fig. 4.3, as a combination of feature ex-
tractor and machine learning methods, the abbreviations in Fig. 4.3 are listed here:
Discrete Wavelet Transform (DWT), Teager–Kaiser Energy Operator (TKEO), Sup-
port Vector Machine (SVM), K-Nearest Neighbours (KNN), Linear Discriminant
Analysis (LDA). Section 4.2.1 described various inherent hardware features in the
GNSS signals transmitters, it is rational to infer that some features are more distin-
guishable than others. The feature extractor ’picks out’ the distinguishable features,
then feeds to the machine learning method processing.

Machine
learning

Feature
extractor

Classifier

DWT, Kurtosis, TKEO,
Spectrogram, etc.

SVM, KNN,
LDA, etc.

Figure 4.3 The conceptual classifier in pre-correlation methods. Examples of feature extractor are DWT,
kurtosis, TKEO and spectrogram; examples of machine learning methods are SVM, KNN and
LDA.

4.2.3.1 Feature extractor

Common feature extractors are Discrete Wavelet Transform (DWT) [104], kurtosis
[105], Teager–Kaiser Energy Operator (TKEO) [106] and spectrogram [107].

Discrete Wavelet Transform A DWT decomposes the signals into detail and ap-
proximation coefficients. The detail coefficients are given by though a high-pass
filter and the approximation coefficients through a low-pass filter. In mathematical
expression, with an incoming complex signal r [k] (i.e., I/Q raw samples) in discrete
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form we respectively have approximation and detail coefficients,

yapprox[n] =
+∞
∑︂

k=−∞
r [k]hlow[2n − k] (4.1a)

ydetail[n] =
+∞
∑︂

k=−∞
r [k]hhigh[2n − k] (4.1b)

where hlow[·] and hhigh[·] respectively denote the discrete low-pass filter and high-
pass filter, yapprox[n] and ydetail[n] respectively denote the approximation and detail
coefficients.

Kurtosis The kurtosis metric is a measure of non-Gaussianity for random vari-
ables. If the random variables strictly follow normal distribution, the kurtosis of
the random variables is exactly equal to 3. The kurtosis is calculated by,

kurtosis
n

r [k]
o

=E
¨

� r [n]−E(r [n])
std(r [n])

�4«

(4.2)

where std(·) is the standard deviation operator, and E(·) is the mean operator.

Teager–Kaiser Energy Operator The TKEO is typically used to estimate the in-
stantaneous energy of an incoming signal, in RF fingerprinting it could be a useful
tool to reveal the hidden features in the signals power or energy. The TKEO of a
complex signal r [k] is defined [108],

TKEO
n

r [k]
o

= |r [k]|2 − 1
2

�

r ∗[k + 1]r [k − 1]+ r [k + 1]r ∗[k − 1]
�

(4.3)

where r ∗[k] is the complex conjugate of r [k].

Spectrogram The spectrogram is a time-frequency analysis of signals, it is usually
calculated by applying Short-Time Fourier Transform (STFT). For Nw samples, the
STFT is given by,

STFT( fc , m) =
Nw
∑︂

k=1

r [k]win[k − m]exp (− j 2π fc k) (4.4)
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where win[·] is a time window function (e.g., Hann window, etc.). The spectrogram
is the squared absolute value of the STFT outputs,

spectrogram( fc , m) = |STFT( fc , m)|2 (4.5)

4.2.3.2 Machine-learning methods

The machine-learning methods have largely gotten attentions in the recent years,
simple but efficient methods, such as Support Vector Machine (SVM), K-Nearest
Neighbours (KNN), Linear Discriminant Analysis (LDA), etc., are candidates in our
considerations.

Support Vector Machine The SVM, as a supervised learning method, is deigned to
maximise the margin between or among classes. The boundaries between or among
classes are determined by the ’support’ vectors formed by a few samples. The SVM
could be versatile by exploiting the ’kernel trick’, details about the ’kernel trick’ can
be found in publication [P5].

K-Nearest Neighbours The KNN, also as a supervised learning method, is prob-
ably the simplest machine learning method in contrast with other existing methods.
The principle of KNN is straightforward: for each new sample, a search of k nearest
neighbours is implemented, the class of the new sample is then determined by the
majority of searched k nearest neighbours. Details and examples of KNN can be
found in [P5] as well.

Linear Discriminant Analysis The LDA, another supervised learning method, is
a machine learning method with a closed form solution. The basic ideas of this ap-
proach is plain: a projection of samples is found such that the separation of classes
could be maximised. The formula of LDA could be easily found in literature, for
example in [109]. Fig. 4.4 demonstrates the comparisons between LDA separation
and random separation using IRIS data [110]. Clearly the LDA tries its best to sep-
arate the setosa samples from versicolor samples, the corresponding histogram as
well validates that the LDA projects samples into two very separated distributions.
The LDA is not included in the simulations in [P5], due to its vulnerability to the
non-linear separation of data.
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Figure 4.4 Comparisons between LDA separation and random separation, corresponding projection his-
togram is on the right side.

Principal Components Analysis In practice, the machine learning methods men-
tioned above suffers from the curse of dimensionality [111]. To tackle this problem,
one feasible way is to pre-process data so that the dimension of samples could be re-
duced. The Principal Components Analysis (PCA) is a commonly used algorithm
to reduce dimension of samples, during PCA process the first few principle compo-
nents represent the most dominant features inside the samples.

4.2.4 Post-correlation method

In the post-correlation domain, each moderate or higher quality signals within the
mixture could be picked out. Theoretically by applying RF fingerprinting tech-
niques one is able to identify which signal/signals in the mixture is/are from the
spoofer/spoofers at this stage.

The conceptual classifier for the post-correlation methods has a similar mecha-
nism as in Fig. 4.3, except that the correlator has already acted as the feature extrac-
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tor. Therefore, the feature extractor in the pre-correlation methods is not needed
here, a machine learning method is directly applied on the outputs of the correlator.

4.2.5 Anti-spoofing based PVT solution

We emphasise the capabilities and possible corresponding countermeasures of pre-
correlation and post-correlation methods here:

• pre-correlation: can identify whether the spoofer signal/signals is/are mixed
within the received signals; the countermeasure is to deny receiving incoming
signals if spoofing is detected, then to look for alternatives of PVT solution.
The main limitation of a pre-correlation method is that it is not able to identify
which pseudorandom code comes from a spoofer or not, as all data from all
transmitters is available only in a mixed form at pre-correlation stage. Another
limitation can be the very low signal-to-noise ratio of the received signal in I/Q
domain.

• post-correlation: can identify which signal/signals in the mixture of the re-
ceived signals is/are from the spoofing; the countermeasure is to remove the
identified spoofing signal/signals and to continue to form PVT solution with
the remaining signals.

Under the different merits of pre-correlation and post-correlation methods, a pre-
liminary RF fingerprinting based anti-spoofing PVT solution is proposed in Fig. 4.5.
The prediction results of pre-correlation and post-correlation methods are compared
and synthesised to suggest a group of authentic GNSS signals. With these signals, the
PVT solution is eventually formed.

Remark. There exist possibilities that prediction results between pre-correlation and
post-correlation methods in Fig. 4.5 contradict to each other. The black box from in
Fig. 4.5 is assumed to include a set of strategies that utilise the prediction results to deter-
mine the authentic GNSS signals, hence to form the PVT solution and this is still a topic
open to research.
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Figure 4.5 The RF fingerprinting based anti-spoofing PVT solution.

4.3 Measurements-based testing

To verify the proposed pre-correlation and post-correlation methods, two measure-
ment campaigns were respectively carried out by project partners in Nottingham,
UK and us in Tampere, Finland. Additionally, an open-access measurements from
Nuremberg, Germany provided by [112] is as well included for the study.

4.3.1 Measurement campaigns

The measurement campaigns aimed at validating the RF fingerprinting techniques
on classifications among the following three classes:

1. pure GNSS signals;

2. pure spoofer signals;

3. mixture of GNSS and spoofer signals.

The pure spoofer signals here are ideal cases of spoofing event, which will be hardly
possible in real life. However, the pure spoofer signals are necessary measurements
to answer the question whether the spoofer signals could be differentiated from the
authentic GNSS signals via RF fingerprinting techniques.

In the Tampere measurements we collected in our lab, based on a Spectracom
GSG-64 GNSS signal generator shown in Fig. 4.6a acting as the spoofer, a Tallysman
TW3972 antenna is mounted above the roof to receive GNSS signals, and a USRP
RIO 2954R SDR shown in Fig. 4.6b is used as the receiver to collect samples. In
other two measurements (i.e., in Nottingham and Nuremberg), the Spirent signal
generator acted as the spoofer. Three different lab setups are corresponding to the
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above mentioned three classes: the pure GNSS signals samples are collected in the
setup shown in Fig. 4.6d; the pure spoofer signals samples are collected in the setup
shown in Fig. 4.6e; the mixture of GNSS and spoofer signals samples are combined
and collected in the setup shown in Fig. 4.6f.

(a) Spectracom (b) USRP

(c) Combiner (also known as splitter) (d) Set-up for receiving GNSS signals

(e) Set-up for receiving spoofer signals (f) Set-up for receiving GNSS+spoofer sig-
nals

Figure 4.6 The lab equipment and setups for measurement campaigns in Tampere, Finland.

Remark. The transmitting signals power in Spectracom generator is adjusted so that
the Carrier-to-Noise Ratio (CNR) of ’spoofing’ signals could blend in the CNR of GNSS
signals in the air.
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In the post-correlation methods in the mixture (i.e., GNSS+spoofer) class, the
number of remaining satellites, which are after the removal of detected spoofer sig-
nals, needs to exceed four to perform a proper positioning. This considerations
echoes to the design of measurement campaigns in our lab, that the first six strongest
signals (i.e., in terms of CNR) are picked up from the incoming signals. The Space
Vehicle IDentifier (SV ID) of selected signals are listed in Table 4.1. In the GNSS
and spoofer classes, we selected the first four strong signals for classifications; in the
mixture class, the first six strong signals were selected. The mixture class is missing
in the Nuremberg open-access measurements. In both Nottingham and Tampere
measurements, only one spoofer signal is mixed within the ’GNSS+spoofer’ class.
We remind readers that Table 4.1 aims at providing information: i) the power of
spoofer signals is adjusted to be comparable with the received GNSS signals; ii) no
single signal could be picked out in the pre-correlation methods, hence the table is
mainly for the post-correlation study.

Table 4.1 SV ID of selected signals (with C/N0).

SV ID
(corresponding C/N0 [dB-Hz])

Nottingham

GNSS 2 (45.26), 25 (50.14), 29 (50.45), 31 (48.05)

spoofer 12 (49.95), 25 (51.72), 29 (51.50), 31 (51.07)

GNSS+spoofer 2 (42.81), 25 (49.12), 26 (44.54), 27 (49.04), 29 (50.30), 31 (49.87)

Nuremberg
GNSS 1 (47.04), 4 (49.48), 20 (49.53), 23 (49.29)

spoofer 10 (47.94), 26 (47.51), 27 (48.15), 28 (46.90)

GNSS+spoofer not available

Tampere

GNSS 3 (37.82), 19 (35.49), 22 (36.88), 31 (35.81)

spoofer 3 (35.52), 17 (35.50), 19 (34.85), 31 (36.66)

GNSS+spoofer 1 (34.60), 3 (36.60), 12 (35.72), 19 (34.18),22 (35.54), 31 (33.92)

* we only list the first four strong signals in GNSS and spoofer classes, the first six strong signals in GNSS+spoofer
class;
** we marked the spoofer signal within the mixture using blue colour.
*** we marked the C/N0 values with red colour.

Additionally, the sampling frequency in Nottingham, Nuremeberg and Tampere
measurements were 25 MHz, 20 MHz and 25 MHz respectively; the quantisation in
the ADC were 16 bits/sample, 8 bits/sample and 16 bits/sample respectively.
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4.3.2 Spoofer identification

With the samples collected in the measurement campaigns, in the following we im-
plement the pre-correlation and post-correlation methods. The classification results
of pre-correlation methods are shown in Table 4.2. The feature extractor uses DWT,
kurtosis, spectrogram and TKEO, the machine learning method uses SVM with the
radial basis function as the kernel. The PCA is always applied before SVM to reduce
the dimension of samples, the grid search method helps to find the fine tuning of pa-
rameters in the SVM method. From the results, it is clear that a combination of spec-
trogram and SVM could classify the three classes with the best prediction accuracy,
namely mean accuracy 80.06% in Nottingham measurements, 99.99% in Nuremberg
measurements, and 97.03% in Tampere measurements. A thorough analysis on the
results of pre-correlation methods is presented in [P6].

Table 4.2 Classification results of pre-correlation methods, results are given as accuracy [%].

Feature
extraction

Measurements

Nottingham Nuremberg Tampere

GNSS spoofer G+S GNSS spoofer G+S GNSS spoofer G+S

DWT 69.91% 99.98% 49.37% 95.91% 100.00% N/A 98.58% 4.15% 74.24%

(mean value [%]) 73.09% 97.76% 58.99%

Kurtosis 33.55% 39.10% 31.14% 48.47% 51.78% N/A 94.82% 93.45% 99.55%

(mean value [%]) 34.60% 50.13% 95.94%

spg 67.58% 100.00% 72.60% 100.00% 99.99% N/A 93.50% 99.94% 97.66%

(mean value [%]) 80.06% 99.99% 97.03%

TKEO 8.07% 84.20% 13.70% 96.40% 18.67% N/A 92.70% 75.13% 40.49%

(mean value [%]) 35.32% 57.54% 69.44%

* G+S represents the mixture class (i.e., GNSS plus spoofer signals), spg represents the spectrogram.

The post-correlation methods exploit the hidden features in the outputs of cor-
relator, the SVM together with the PCA is used to perform classifications. The
post-correlation methods face a more complicated situation than the pre-correlation
methods: i) the ’classifier’ could learn from the GNSS and spoofer classes then dif-
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ferentiate them; ii) or learn from the GNSS and spoofer classes then perform classi-
fications in the mixture class. Apparently, in the second scenario after the training
phase, the ’classifier’ model has only a partial information on the mixture class, and
the links between the samples and the labels are not sufficiently known to the ’classi-
fier’ training model. In our publication [P6], we spilt the post-correlation methods
into two cases: the benchmark comparison and advanced comparison. The benchmark
comparison answers the question whether the GNSS and spoofer signals could be
differentiated in the post-correlation domain; while the advanced comparison helps
to explore more practical situation—classifications in the aggregation of GNSS and
spoofer signals when partial knowledge on the features of GNSS and spoofer signals
are known to the ’classifier’ model.

The results of classifications for the benchmark comparison is shown in Table 4.3.
In all three measurements, the GNSS and spoofer signals are identified with relatively
high probability.

Table 4.3 Mean classification accuracy [%] results, benchmark comparison.

Measurements

Nottingham Nuremberg Tampere

GNSS 84.38% 87.05% 69.64%

spoofer 91.06% 87.10% 76.34%

The advanced comparison is very challenging since its mission is to find each au-
thentic GNSS signal, or to detect the individual spoofer signal then to remove it. We
adopt strategies in the advanced comparison as described in [P6], however none of
them works perfectly, more discussions could be found in [P6].

4.4 Discussion

With the predictable booming integration of GNSS functionalities in the modern
electronics, especially the life-critical applications, the assured resilience in GNSS
PNT is desired. Many methods to achieve the resilience goal have been proposed, as
reviewed at the beginning of this chapter. We particularly study the RF fingerprint-
ing techniques in this regard, due to its excellent performance in other platforms
and lacking comprehensive research. Resilience to interferences translates into ro-
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bust positioning mechanisms and are expected to be some of the main backbones of
future RF convergence solutions.

The RF fingerprinting is proved viable—both pre-correlation and post-
correlation methods need no extra modifications to the structures and protocols of
a typical GNSS receiver, and effective—both pre-correlation and post-correlation
methods could differentiate the spoofer signals from the GNSS signals with a good
classification accuracy.

The current study establishes the paradigm how the RF fingerprinting techniques
could be applied in GNSS area for the physical layer security purpose. Its prelimi-
nary results set the ground for the further developments of RF fingerprinting tech-
niques in GNSS. Examples of future possible developments are:

1. The study of the transfer learning or unsupervised learning in post-correlation
advanced comparison;

2. The implementation of a mature RF fingerprinting based anti-spoofing PVT
solution;

3. A combination of data fusion techniques with RF fingerprinting techniques.

Remark. This chapter focuses the introduction of RF fingerprinting and its feasibility on
GNSS anti-spoofing applications. In practice, there are diverse spoofing techniques and
the spoofing methods themselves keep evolving, the usage of machine learning methods
in RF fingerprinting will need further investigations. The publication [P5] covers more
discussions on the different learning methods.
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5 POSITIONING-AIDED COMMUNICATIONS

Nowadays in most wireless communications devices, the location information has
become easily acquired via GNSS or cellular/5G technologies. The use of the avail-
able location information has large potentials to benefit the wireless communica-
tions, in terms of data rate, reliability and latency. The authors in [113] suggest
the usage of location information could improve the data rate in IIoT system, the re-
search in [34] shows the advantages of using location-based beamforming comparing
with the Channel State Information (CSI) based beamforming, the work in [114] in-
fers that by the assistance of location information the CSI-based beamforming could
be improved in the aspect of latency.

Conventionally, many researchers use the CSI-based beamforming techniques.
One way to implement the CSI-based beamforming is to use the MUltiple SIgnal
Classification (MUSIC) to estimate the AOA, then to steer the antenna radiation an-
gle by considering the channel being reciprocal. In this chapter, based on [P7] the
novel location-based beamforming is introduced, discussed and compared with the
CSI-based beamforming. Location-enhanced communications tasks are expected to
be more and more used in the context of RF convergence in future wireless commu-
nications.

5.1 Location-based beamforming

The multiple-antenna system (or MIMO) has been introduced in Chapter 3; one
important role of MIMO is to perform beamforming. This section introduces and
discusses the location-based beamforming. The location-based beamforming needs
a few prerequisites to implement:

• The location information should be always available, or alternatively be esti-
mated in real time;
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• The tracking algorithm is able to implement for the prediction of location in
the next time instant.

If we assume a simple scenario depicted in Fig. 5.1, a base station transmits to an
aerial user with the location-based beamforming technique. The antenna array em-
ployed in the based station, at the current time instant, radiates as the red colour
lobe; the user moves and, meanwhile, a tracking algorithm at the base station pre-
dicts the location of the user at the next time instant and the antenna array steers
angle accordingly, i.e., the blue colour lobe. Last but not least, the tracking algo-
rithm adapts the new location information of the user through communications.
Due to the inevitable errors in both the tracking algorithms and the location infor-
mation, the steering angle could be hardly aligned with the ground truth, i.e., the
green colour dashed lobe.

Previous steering
angle

Current steering angle

Ground truth

Figure 5.1 An example how the location-based beamforming works. The red lobe denotes the steering
angle in last time instant, the blue lobe denotes the current steering angle, the green lobe
with dashed line denotes the ground truth, where the antenna should radiate towards in the
moment.

The errors, caused by the tracking algorithms and the location information, could
be equivalently seen as the angle errors. As shown in Fig. 5.1, the angle error is illus-
trated by the angle between the blue colour solid line and the green colour dashed
line. Obviously, provided a certain antenna array, the angle errors have a major im-
pact on the performance of location-based beamforming. We will demonstrate how
the angle errors affects the directivity of an antenna array. The scenarios and an
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URA 3D geometry are shown in Fig. 5.2. In Fig. 5.2a, the red star is the base sta-
tion, the circle markers with different colours represent the true location of the user
at various time instants, the diamond markers with different colours represent the
predicted location of the user at various time instants.. A 4× 4 URA is used in the
demonstration as shown in Fig. 5.2b.

(a) Scenario (b) URA

Figure 5.2 The scenarios of demonstration and URA 3D geometry.

The results of the demonstration are shown in Fig. 5.3 and Fig. 5.4, respectively
with no angle errors present and angle errors present. Comparing the Fig. 5.3b with
Fig. 5.4b, the directivity difference caused by the angles errors could reach 4.4 dB,
which infers that the angle errors could cause a large loss in the directivity of an-
tenna array. The optimisation of configuring URA is necessary in the location-based
beamforming techniques.

5.1.1 Optimisation of URA

Assuming the URA is configurable, it would be of interest to investigate that given
an angle error, how the the directivity behaves with different number of antenna
elements. A numerical analysis is performed with the parameters in Table 5.1, the
results are shown in Fig. 5.5.

We observe from Fig. 5.5 that, given an angle error, with the growth of antenna
element numbers the directivity of the URA increases then declines after a certain
point. For a 5◦ angle error, an 8×8 URA could provide the best directivity; for a 2◦

angle error, an 32× 32 URA brings the best directivity.
Typically, the angle errors are possibly to be estimated before the design of wire-

75



Figure 5.3 The directivity of an 4× 4 URA when no angle errors are present.

Table 5.1 Prediction results (mean value), benchmark comparison

Parameters Values

URA size 2n × 2n (n = 1,2, . . . , 6)

Angle errors in both elevation
and azimuth

2◦ or 5◦

Carrier frequency 1.9 GHz

Inter-element spacing half wavelength
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Figure 5.4 The directivity of an 4 × 4 URA when angle errors are present. The location errors follow
N (0,502) (unit: m) in the horizontal direction, and follow N (0,1002) (unit: m) in the verti-
cal direction.

less communications system. The number of antenna elements in URA can then be
chosen wisely.

5.1.2 Comparisons of beamforming techniques

Considering the Time Division Duplex (TDD) scheme, [P6] compares the proposed
location-based beamforming with CSI-based beamforming techniques. The CSI-
based beamforming technique uses MUSIC algorithm to estimate AOA in this study.

A numerical analysis is carried out for the comparisons, details of simulation de-
sign, parameters and results could be found in [P6]. Two metrics, namely the Shan-
non capacity and outage probability, are compared between the CSI-based beam-
forming and location-based beamforming techniques. To conclude, in ’noise-free’
situation, the two beamforming techniques show similar performance in both capac-
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Figure 5.5 The directivity versus the number of antenna elements, under two different angle errors.

ity and reliability (i.e., low outage probability); in ’noisy’ environment, the location-
based beamforming, with either small angle errors or large angle errors, beats the
CSI-based beamforming, in terms of capacity and reliability.

5.2 Discussion

Since the location information becomes accessible in almost every wireless commu-
nications device, the utilisation of the location information would benefit the wire-
less communications. The location-based beamforming was proposed and discussed
in this chapter.

The location-based beamforming is heavily influenced by the errors that might
be caused by the inaccurate location information and tracking algorithms. As an
example, a proper design of URA could alleviate this influence via high directivity
provided by antenna array. Moreover, the directivity is related to the beam solid-
angle of the main lobe of the radiation. It could be approximated as Dmax =

π2

θE×θH
.

If the angle is 0.3 rad, it means that at a distance of 300 meters, the aperture of the
main lobe will be about 90 meters by 90 meters.

Comparing with traditional beamforming techniques, for instance the CSI-based
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beamforming, the location-based beamforming shows better performance in the
’noisy’ environment; besides, the location-based beamforming naturally has good
performance in the latency metric.
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6 JOINT SENSING AND COMMUNICATIONS

Our generation witnesses the fast-paced evolution of cellular-based wireless commu-
nications, especially the advance in 5G and beyond in the field of cellular technolo-
gies. The operating frequency bands move into the mmWave domain in the spec-
trum, which engages the heavy congestion of spectrum with existing legacy radar
bands. According to a document [115] published by the National Telecommunica-
tions and Information Administration, the United States Department of Commerce,
most radars operate between 400 MHz and 36 GHz. To tackle the above issue, the
joint sensing and communications scheme, also referred to as the Integrated Sens-
ing And Communications (ISAC), recently has drawn intensive attentions in both
academia and industrial. The work in [15] points the vast potential use cases for
the joint sensing and communications, for examples, the automated vehicles and the
medical applications. The authors in [19] explore closely the waveform design and
signal processing in joint sensing and communications for Vehicle-to-Vehicle (V2V)
scenarios. In medical applications, the research in [116] proposes an architecture of
cloud based human body sensing system. The 60 GHz bands are viable for wireless
communications [117] as well as the reusing in imaging aspects [118].

Amid the fast evolved joint sensing and communications technologies, the wave-
form design is one of the most exciting research areas. In the systems that employ the
Institute of Electrical and Electronics Engineers (IEEE) 802.11ad protocol, authors
in [119] and [120] respectively investigate the preamble in a single-carrier physical
layer frame and the signals in beamforming training for sensing purpose, the sensing
and communications will then perform in time division fashion. Within the Or-
thogonal Frequency-Division Multiplexing (OFDM) scheme, the authors in [121]
propose a structure that for an OFDM symbol subcarriers are split into communi-
cations and sensing parts. In the MIMO system, while the research work in [122]
suggests the projection of the sensing signals on the null space for the coexistence of
sensing and communications.
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In this chapter, a novel proposal for waveform design is introduced and discussed.
This Chapter covers [P8].

6.1 Superposition coding scheme

The superposition coding scheme, which could be traced back to the 3GPP standard
document [123], is a well developed approach in wireless communications system.
We adopt this strategy for the waveform design in the joint sensing and communi-
cations system. Let us consider a mono-static radar system illustrated in Fig. 3.9,
the resource blocks are allocated in the power domain as shown in Fig. 6.1. As an
example in Fig. 6.1, two users share the same time-frequency resources but they are
assigned with different levels of power.

frequency

power
User 1 communications
User 2 communications
User 1&2 radar

time

Figure 6.1 The allocation of resource blocks in the superposition coding scheme. This example consid-
ers two users with simultaneous sensing and communications.

Under the proposed superposition coding scheme, considering the following hy-
potheses:

1. the downlink communications;

2. any two users are not collinear with the base station;

3. all nodes are assumed to be SISO;

4. the radar signals are known to all users as well as to the base station.

then, the total transmitted signals S(t ) can be modelled as,

S(t ) =
K
∑︂

k=1

αk sk (t )+βx(t ) (6.1)
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where sk (t ) is the communications signals and α2
k is the corresponding power allo-

cation coefficient, x(t ) is the radar signal and β2 is the corresponding power coeffi-
cient. The coefficients α2

k and β2 abide by the following constraint,

K
∑︂

k=1

α2
k +β

2 ≤ 1, αk ,β ∈ [0,1], ∀k = 1, . . . ,K (6.2)

the above constraint guarantees the sum of assigned power will not exceed the max-
imum transmitting power.

6.1.1 Signal processing in communications part

During the signal processing in the communications part, the mechanism illustrated
in Fig. 6.2 is applied. Using the local radar signal replica to assist the removal of
radar signal, the receiver then implements SIC process to boost the SINR of desired
communications signals.

SIC processRemove
radar signal

Figure 6.2 The communications signal processing of superposition coding at the user devices.

The instant signal y(t ) at the k-th user receiver is,

y(t ) = |hk | S(t )+ nk (t ) (6.3)

where |hk |
2 is the channel gain from the base station to the k-th user and treated as

constant during signal transmitting, nk (t ) is the additive white Gaussian noise for
the k-th user receiver.

Without loss of generality, let us assume the following order for channel gains,

|h1|
2 > |h2|

2 > · · ·> |hk |
2 > · · ·> |hK |

2 (6.4)

to employ SIC at each user receiver, the power allocation coefficients need to follow,

α2
1 <α

2
2 < · · ·<α2

k < · · ·<α2
K (6.5)
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Given the assumption E(|sk |
2) = 1, the SINR γ of the first user is given by,

γ1 =
α2

1 |h1|
2

σ2
1

(6.6)

the SINR of the k-th user is,

γk =
α2

k |hk |
2

|hk |
2

k−1
∑︂

i=1

α2
i +σ

2
k

, 1< k ≤ K (6.7)

6.1.2 Signal processing in radar part

As shown in Fig. 6.3, the reflected echoes will first go through the whitening filter to
remove clutter1. Due to the availability of the SIC functionalities at the base station,
the radar signal processing has the degree of freedom to choose either to remove the
communications signals components mixed within the received superposed codes,
or to treat the communications signals components as the interference. Last, the
matched filter will apply to boost the SNR of the received radar signals.

Matched filterWhitening
filter SIC process

Figure 6.3 The radar signal processing of superposition coding at the base station.

For simplicity and without any loss of generality, the Doppler shift in the re-
flected echoes is considered as cancelled in advance. Now, the reflected signals ζ (t )
are given by,

ζ (t ) =
K
∑︂

k=1

x(t −τk )ηk h2
k + ξ Sint+ n(t ) (6.8)

where ηk is the voltage reflectivity, τk is the time delay for the k-th user, n(t ) is an
additive white noise, n(t )∼N (0,σ2

n), σ
2
n is the power of noise.

1the clutter usually refers to the unwanted echoes from ground, buildings, etc.
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6.1.3 Optimisation problem

The performance of a wireless communications system is often evaluated by the
Shannon capacity, whilst the radar system commonly uses the estimation metrics,
for example, the CRLB. The parameter estimation of radar system, particularly the
time delay, has been discussed in Section 3.3.4; the following will only give the ca-
pacity in communications.

For a downlink communications with K users, under the superposition coding
scheme, the total capacity Rsum is bounded by,

Rsum ≤
K
∑︂

k=1

log2(1+ γk ) (6.9)

In the publication [P8], we proposed to consider the optimisation problem of a
joint sensing and communication system as two sub-problems, for the reason that
so far there are no existing universal metrics to measure these two systems. In a two
users scenario, the above mentioned two sub-problems, as derived from the publica-
tion [P8], are listed here,

max
α1,α2

Rsum

s.t. α2
1+α

2
2 ≤ 1−β2,

R2 ≥ R0,2

(6.10)

min
α1,α2,β

σ2
ε

s.t. α2
1+α

2
2 ≤ 1−β2,

R2 ≥ R0,2, R1 ≥ R0,1

(6.11)

where R0,2, R0,1 are the minimum rate to guarantee the Quality of Service (QoS) for
user 2 and user 1 respectively. σ2

ε is equivalent toE
�

(τk̂−τk )
2
�

in Section 3.3.4,β2 is
treated as a parameter, given a certain tolerance of radar estimation error, we would
like to achieve the sum rate maximum.

The solution of sub-problems could be found in [P8]. The results imply that
superposition coding scheme is suitable for airborne users joint sensing and commu-
nications, a moderate QoS for users’ wireless communications is recommended.
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Remark. The problems in (6.10) and (6.11) could be further considered in the context
of multi-objective optimisation, i.e., max(Rsum,−σ2

ε ). The solution could be dealt with
Pareto optimality.

6.2 Detection rate comparisons

Let us consider a scenario depicted in Fig. 6.4, a base station implements both the
communication and detection tasks. As a possible use case, the detection task could
aim at sensing the potential users for communications. In the example shown in
Fig. 6.4, there are four targets (i.e., drones) for the detection task, while two of them
established the link with the base station for the communications. In the follow-
ing, we consider K users that need communications, meanwhile M users could be
detected. Obviously, the inequality M ≥ K always holds.

Base station

Drone 1Drone 1

Drone 2Drone 2

Drone 3Drone 3

Drone 4Drone 4
Communication task

Detection task

Communication task

Detection task

Base station

Drone 1

Drone 2

Drone 3

Drone 4
Communication task

Detection task

Figure 6.4 An example of a base station simultaneously implementing communications and detection
tasks.

Following the principles of matched filter in radar system introduced in Sec-
tion 3.3.2, we carefully look into the detection rate of targets under two scenarios:
SIC at the base station and no SIC at the base station. In the former scenario, the
power allocation coefficients need to be reconsidered so that the SIC at the base sta-
tion is able to remove all communications components during radar receiving; in the
latter scenario, the power allocation coefficients only obey the regulations brought
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up by the communications, all the communications components will be handled as
interferences.

To exploit the SIC at the base station, the power allocation coefficients should
follow the below,

αk ,SIC >βSIC, ∀k = 1,2, . . . ,K (6.12)

with a further manipulation of the inequality, we can get,

βSIC <
1

⎷
K

(6.13)

where α2
k ,SIC andβ2

SIC are respectively the power allocation coefficients for commu-
nications and radar components when the SIC is employed at the base station. The
proof of (6.13) is given as follows,

Proof. For K users establishing communications connection, under condition (6.5)
we could rewrite (6.1) as,

Kα2
1,SIC+ o = 1

which o is a positive dummy variable.

Kα2
1,SIC+ o = 1 =⇒ Kα2

1,SIC < 1

provided (6.12), we obtain

β2
SIC <

1
K
=⇒ βSIC <

1
⎷

K

■

According to radar signal processing formula in (3.9b), the outputs of matched
filter are given under two cases: SIC at the base station and no SIC at the base station.

SIC at the base station: the outputs g (m)SIC (t ) of matched filter for the m-th user,
m = 1,2,3, . . . , M ,

g (m)SIC (t ) =

∆T
∫︂

0

§

βSICx(τ−τm)ηm h2
m +

h

ξ Sint+ n(t )
i
ª

x∗(τ− t )dτ (6.14)
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No SIC at the base station: the outputs g (m)(t ) of matched filter for the m-th
user,

g (m)(t ) =

∆T
∫︂

0

§

S(τ−τm)ηm h2
m +

h

ξ Sint+ n(t )
i
ª

x∗(τ− t )dτ (6.15)

The hypothesis test is commonly used to determine the detection rate and false
alarm rate, and Section 3.3.3 introduced the basic ideas behind. Let H1 denote the
hypothesis that both desired signals and filtered noise are present, H0 denote the
hypothesis that both interference and filtered noise are present. Under both hy-
potheses, g (m)(t ) follows Gaussian distribution, the mean of g (m)(t ) are µ(1)g and
µ(0)g respectively,

H1 :µ(1)g =βηm h2
m

∆T
∫︂

0

|x(t )|2 dt (6.16)

H0 :µ(0)g = ηm h2
m

|︁

|︁

|︁

|︁

|︁

|︁

|︁

∆T
∫︂

0

K
∑︂

k=1

αk sk (t )x
∗(t )dt

|︁

|︁

|︁

|︁

|︁

|︁

|︁

+ ξ Sint

|︁

|︁

|︁

|︁

|︁

|︁

|︁

∆T
∫︂

0

x∗(t )dt

|︁

|︁

|︁

|︁

|︁

|︁

|︁

(6.17)

g (m)SIC (t ) follows Gaussian distribution as well, the mean of g (m)SIC (t ) areµ(1)gSIC
andµ(0)gSIC

respectively,

H1 :µ(1)gSIC
=βSICηm h2

m

∆T
∫︂

0

|x(t )|2 dt (6.18)

H0 :µ(0)gSIC
= ξ Sint

|︁

|︁

|︁

|︁

|︁

|︁

|︁

∆T
∫︂

0

x∗(t )dt

|︁

|︁

|︁

|︁

|︁

|︁

|︁

(6.19)

For both g (m)(t ) and g (m)SIC (t ), the corresponding variance σ2
g and σ2

gSIC
are the

same, and can be written as,

σ2
g = σ

2
gSIC
= σ2

n

∆T
∫︂

0

|x(t )|2 dt (6.20)
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Before we further analyse the above hypotheses, we briefly describe how the de-
tection rate could be determined given the false alarm rate tolerance, which is the
most encountered problem in practice.

Let us assume two hypotheses,

H0 : N (µ0,σ2
0 ) (6.21)

H1 : N (µ1,σ2
1 ) (6.22)

Given the threshold value to the above two hypothesis, λth, by following the equa-
tions in (3.16), (3.18) and the fact that the Q function is invertible, we could have,

PD =Q
�λth −µ1

σ1

�

(6.23a)

λth = σ0Q−1(PF)+µ0 (6.23b)

substituting (6.23b) into (6.23a), we get,

PD =Q
�σ0

σ1
Q−1(PF)+

µ0 −µ1

σ1

�

(6.24)

Until now we have elaborated the relationship between the detection rate and the
false alarm rate tolerance.

In order to compare detection rate under different circumstances, given that:

• the value of Q−1(PF) is a constant;

• Q function is monotonically decreasing;

• σ0 and σ1 are equal in our considered scenario, for example, the scenario illus-
trated in Fig. 6.4.

we could equivalently compare µ0−µ1
σ1

, the greater the value of µ0−µ1
σ1

is, the smaller
the detection rate is.

Now, for the no SIC at the base station case, we have
µ(0)g −µ(1)g

σ2
g

; for the SIC at
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the base station case, we have
µ(0)gSIC

−µ(1)gSIC
σ2

gSIC
. Let us define the following equation,

ϵdet =
µ(0)g −µ(1)g

σ2
g

−
µ(0)gSIC

−µ(1)gSIC

σ2
gSIC

(6.25)

=µ(0)g −µ(1)g −µ(0)gSIC
+µ(1)gSIC

clearly, when the value of ϵdet is smaller than 0, the no SIC at the base station case
outperforms the SIC at the base station case, in terms of detection rate.

Substituting (6.17), (6.16), (6.19) and (6.18) into (6.25), we get,

ϵdet = ηm h2
m

|︁

|︁

|︁

|︁

|︁

|︁

|︁

∆T
∫︂

0

K
∑︂

k=1

αk sk (t )x
∗(t )dt

|︁

|︁

|︁

|︁

|︁

|︁

|︁

+(βSIC −β)ηm h2
m

∆T
∫︂

0

|x(t )|2 dt (6.26)

by applying Cauchy–Schwarz inequality and triangle inequality successively,

ϵdet ≤ ηm h2
m

⌜

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

h K
∑︂

k=1

|αk sk (t )|
i2

dt

⌜

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

|x(t )|2 dt +(βSIC −β)ηm h2
m

∆T
∫︂

0

|x(t )|2 dt

(6.27)
If the communications components are orthogonal to each other,

∆T
∫︂

0

si (t )s j (t )dt = 0, i ̸= j , ∀i , j = 1,2, . . . ,K (6.28)

we could further modify (6.27) to,

ϵdet ≤ ηm h2
m

⌜

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

K
∑︂

k=1

α2
k |sk (t )|

2 dt

⌜

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

|x(t )|2 dt +(βSIC −β)ηm h2
m

∆T
∫︂

0

|x(t )|2 dt

(6.29)
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Then we could infer that,

β>

⌜

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

K
∑︂

k=1

α2
k |sk (t )|

2 dt

∆T
∫︂

0

|x(t )|2 dt

+βSIC =⇒ ϵ1 < 0 (6.30)

Provided the inequality in (6.13), we get,

β>

⌜

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⃓

⎷

∆T
∫︂

0

K
∑︂

k=1

α2
k |sk (t )|

2 dt

∆T
∫︂

0

|x(t )|2 dt

+
1

⎷
K
=⇒ ϵ1 < 0 (6.31)

The term

∆T
∫︂

0

K
∑︂

k=1

α2
k |sk (t )|

2 dt is equal to the power split for communications

tasks, the term

∆T
∫︂

0

|x(t )|2 dt is equal to the power of radar signal within ∆T dura-

tion.
The results imply that: i) for the scenario with low QoS requirements in com-

munications part and relatively large number of users that need communications,
the no SIC at the base station case is recommended; ii) for the scenario with high
QoS requirements in communications part and relatively small number of users that
need communications, the SIC at the base station case is recommended. The above
recommendations are in the context of detection rate.

6.3 Discussion

The RF convergence tends to be a main feature in the 5G an the future cellular net-
works. Especially, the integrated sensing and communications system draws more

91



and more discussions both in academia and industrial. This chapter reviews newly
proposed superposition coding scheme for joint sensing and communications sys-
tem, the optimisation problem for the joint system and eventually the detection rate
comparisons. The main findings are as follows:

1. The superposition coding is suitable for airborne vehicles, particularly for the
control & command signals together with the sensing functionalities;

2. The user with a moderate QoS requirements could benefit the most from the
superposition coding scheme among all that have different QoS requirements;

3. With respect to the detection rate, 1) the idea of utilising the SIC at the base
station, for the purpose of removing communications components during the
radar receiving, is suitable for a small number of users in need of communica-
tions but with high QoS requirements; 2) without using SIC at the base station,
the scenario that a large number of users are in need of communications but
with low QoS requirements, is suitable. The base station without using SIC,
for example, could provide the control & command signals for drones as the
communications services.
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7 CONCLUSION AND FUTURE DIRECTIONS

The RF convergence concept has charged in the wireless communications commu-
nity with its full strength, the turning point emerges that joint systems cover the
communications, positioning and sensing. With the evolution of technologies in
electronics, communications, positioning and sensing, the modern concepts of wire-
less networks transcend the old convention on the definition of communications.
The boundaries among communications, positioning, and sensing were blurred in
the past years, thus, the studies on the interaction, cooperation, compatibility, etc.,
for the joint systems came to prominence. This thesis is born in the above context,
and aims at bringing introductions, developments, and discussions to the joint sys-
tems.

The thesis is based on eight publications and consists of four main parts: 1) in-
vestigation on state of the art in wireless channel models, challenges and solutions
in separated systems of communications, positioning and sensing, publications [P1-
P4] and Chapter 2, Chapter 3 are covered in this part; 2) newly developed RF finger-
printing techniques for the resilience of GNSS signal processing, publications [P5,
P6] and Chapter 4 are covered in this part; 3) the positioning-aided communica-
tions, particularly the location-based beamforming, it covers publication [P7] and
Chapter 5; 4) proposed superposition coding scheme for the integrated sensing and
communications, this part covers publications [P8] and Chapter 6.

The following concludes the main take-away points in this thesis, furthermore
discusses the way ahead.

7.1 The take-away points

To start the summary of this thesis work, we answer the research questions in Chap-
ter 1, then we address the main take-away points.
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Q1: “How to model the ground-to-air/air-to-ground channel models when the al-
titude of users is more than 300 m and the operating frequency of users is at
mmWave bands?”

Answer: We found out that expanding the channels above 300 m with free space
losses together with incorporated atmospheric effects, such as rain and gas effects,
gave good results in the context of general aircraft and UAV communications.

Q2: “How could the innovations in communications, in terms of mmWave and
multi-antenna system, benefit the aerial users?”

Answer: Comparing with the 4G operating frequency bands, the usage of mmWave
could significantly improve the throughput of aerial users while does not increase
the outage probability for aerial users. The MISO techniques was found to increase
roughly 10 dB in SIR comparing with the SISO techniques (i.e., techniques are cur-
rently used to serve aerial users).

Q3: “How are the predictive abilities of 3GPP models for various IIoT technologies
in indoor industrial sites?”

Answer: Based on link budgets of various IIoT technologies, We ran simulations
for 3GPP models to estimate metrics such as coverage, spectral efficiency and outage
probability. By comparing the prediction results of 3GPP models with the reported
results from the literature, we conclude that 3GPP RMa and UMa models showed
good abilities to predict parameters for medium-to-long range IIoT technologies, e.g.,
MIOTY and NB-IoT; 3GPP InH and InF models were suitable to predict parameters
for short range IIoT technologies. More discussions could be found in Chapter 3 and
publication [P2].

Q4: “What anti-spoofing mechanisms based on machine learning can be used with
raw GNSS data to support robust localisation and location-based applica-
tions?”

Answer: We proposed the RF fingerprinting based anti-spoofing solution in Chap-
ter 4. The proposed methods are in two classes: pre- and post-correlation methods.
In Chapter 4, a thorough introduction was given and the comprehensive real-field-
data-based testing is conducted for proof of concept. In the results of the testing, the
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spoofing detection accuracy of up to 99.99% was obtained with the pre-correlation
methods; and the spoofing detection accuracy of up to 97.72% was obtained with
the post-correlation methods. The pre-correlation methods were better than post-
correlation methods in terms of accuracy, but worse in the capability of distinguish-
ing the exact pseudorandom sequence of the spoofer.

Q5: “To what extent, a location-based beamforming is beneficial towards joint po-
sitioning and communications?”

Answer: The location-based beamforming showed better performance than the tra-
ditional CSI-based beamforming in the noisy channel. Specifically, the location-
based beamforming was shown to be 1 Mbps than CSI-based beamforming in ca-
pacity metric; the outage probability of the CSI-based beamforming is on average
eight times than that of the location-based beamforming. We provided discussions
in Chapter 5.

Q6: “Which scenario is feasible for the newly developed waveform in the joint
sensing and communications system, and what is the performance of the new
waveform design?”

Answer: The newly developed waveform design is suitable for the drones using the
control & command signals for the communications task. With a moderate QoS
requirements in the communications task, the new waveform could balance both
communications and sensing.

The investigation of channel models was mainly carried out in Chapter 2 and
Chapter 3. In Chapter 2, thorough descriptions of FSL, log-distance path loss model
and 3GPP models were presented. The 3GPP models imply that: after a certain alti-
tude, the RMa and UMa signals propagation is in purely LOS conditions; both RMa
and UMa models predict the FSL at high altitude; in the indoor scenarios, the InH
unexpectedly shows less signal strength loss than the FSL under LOS conditions.
Additionally, the atmospheric effects on the signals propagation were studied with
ITU documents. The results showed that: the 60 GHz bands should be avoided due
to the high oxygen absorption; a moist environment or rainfall weather brings more
damage to the mmWave signals than the dry air. In Chapter 3, the status quo and
new developments in communications, positioning and sensing were introduced and
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discussed with different focuses. In the communications part, it concluded that: the
usage of mmWave bands benefits the aerial users communications, especially the re-
liability on the control & command signals; the 3GPP models predict the similar re-
sults for the IIoT applications on the coverage metrics, in contrast with the reported
values from various literature; the multi-antenna system becomes necessary for the
aerials users due to the vulnerability of aerial users to the interference, evidences
prove that the multi-antenna system is efficient on the interference mitigation.

In the positioning part, the current anti-spoofing techniques in the GNSS were
closely reviewed with recommendations on the subcategory of signal processing
based method—the RF fingerprinting.

In the sensing part, a framework of the integrated sensing and communications
system, based on the mono-static radar, was constructed for the further discussions
in Chapter 6.

With the ubiquitous deployment of GNSS functionalities in electronic devices,
particularly the life-critical applications, a solution for the trustworthy or assured
GNSS PNT is desirable for the market. Chapter 4 described the novel RF finger-
printing techniques for the GNSS resilience against the spoofing. The generic dia-
gram of GNSS signals transmitters was provided, the potential sources of RF finger-
prints in the transmitters are identified with analysis in details. Based on the studies
carried out on pre- and post-correlation domain in the GNSS receiver, the measure-
ments campaigns were proceeded to validate the feasibility of the RF fingerprinting
in GNSS for the cause of anti-spoofing. The results showed that the RF fingerprint-
ing techniques were capable of differentiating the spoofers from the genuine GNSS
transmitters (i.e., the satellites). Specifically, the spectrogram plus SVM suits the
best for the pre-correlation methods among others; the SVM works as well for the
post-correlation methods. We obtained up to 99.99% mean classification accuracy
with pre-correlation data and up to 97.72% mean classification accuracy with post-
correlation data ; we have seen that, unlike pre-correlation data which can only deter-
mine if spoofing is present or not, the post-correlation-data-based RF fingerprinting
is also able to identify which transmitters are spoofing transmitters and which ones
are genuine transmitters.

The location information is almost available in every wireless communications
equipment (e.g., location information provided by the GNSS), it is very plausible to
utilise this information to enhance the the performance of communications. Chap-
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ter 5 proposes the location-based beamforming technique as a way to exploit the
location information at hand. The concept of location-based beamforming is estab-
lished in this chapter. Furthermore, throughout the studies, we conclude that: i)
the location-based beamforming is sensitive to the location errors and the tracking
errors, however a sophisticated design of antenna array could suppress the influence
of the above errors to the minimum; ii) in contrast with a pure CSI-based beamform-
ing technique, the location-based beamforming shows merits in the performance in
‘noisy’ environments as well the latency metric. In the noisy channel of our sim-
ulations, the location-based beamforming was shown to be 1 Mbps than CSI-based
beamforming in capacity metric; the outage probability of the CSI-based beamform-
ing is on average eight times than that of the location-based beamforming.

It is inevitable to step into a time when the integrated sensing and communica-
tions becomes an essential feature in the wireless communications standard. Chap-
ter 6 reviews the state of the art techniques and introduces our new proposal, the
superposition coding scheme, for the joint sensing and communications systems. To
put this chapter into a nutshell, we concludes that: i) the newly proposed superposi-
tion coding scheme is particularly suitable for the aerial users when the communica-
tions are mainly control & command signals; ii) a moderate QoS requirements in the
communications side could balance the performance in both communications and
sensing, the fairness in the communications as well benefits from the moderate QoS
requirements; iii) through the modelling and mathematical proofs, we prove that
using the SIC at the base station—to remove the communications components (i.e.,
interference to the radar functionality) for the boost of SINR in the radar receiving—
actually degenerate the performance of sensing, in terms of the detection rate.

Overall, this thesis comprehensively covers the studies of wireless channel mod-
els, innovative technologies in 5G, the security in GNSS PNT, the location-aided
communications and the joint sensing and communications system. Attempts in
several aspects of RF convergence are put into actions, the results set an optimistic
expectation in the future. The concepts, algorithms, models and propositions in this
work are validated either by numerical analysis, mathematical proofs or experiments
data. We are confident that this work brings many intriguing perspectives in various
angles of RF convergence big picture.
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7.2 The way ahead

This thesis will soon end here, however the story in the RF convergence continues.
There are still many unknowns waiting for exploration, we use this opportunity to
ignite the sparks among readers in this very field. We summarise our considerations
as following:

1. As a way to reveal the nature of electromagnetic wave propagation, the chan-
nel loss models above 300 m altitude need to be further studied and deeper
analysed with measurement data, especially concerning the ground-to-air/air-
to-ground scenarios for mmWave bands.

2. An open challenge remains to find out in which way, the low altitude airborne
vehicles, for example the UAVs, could incorporate their datalinks into the 5G
and the beyond networks. Additional open questions are, for example, related
to the best allocation of control & command signals, video & entertainment
signals, and any other type of data in future unmanned vehicles.

3. Our thesis work showed that RF fingerprinting may improve the resilience to
interference of GNSS-based solutions, but an open question remains how to
design the RF fingerprinting based anti-spoofing PVT solutions. In addition,
it would be interesting to find the feasible data fusion methods, which could
make the best use of pre- and post-correlation data, and navigation data.

4. In the superposition coding scheme, there is the remaining question whether
there is a universal metric to evaluate the performance of communications
and sensing simultaneously. How to exploit the radar signals components and
communications signals components to serve the joint system the best is also
a worthy open question to investigate further.
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Abstract—We study data transfer links that would enable
development of low-cost technologies for increasing safety of
general aviation (GA). The solution proposed here is to sup-
plement the existing cmWave solutions with mmWave cellular
signals in order to better handle interferences and to reach lower
outage probabilities and higher throughputs. Moreover, cellular
solutions have the advantage of re-using existing or planned
infrastructure, and thus they are expected to require minor
additional investments. Our paper aims both at shedding some
light on the terminology in GA field and at proposing future
viable data-link solutions in GA. We also survey the existing
solutions, challenges, and opportunities related to the wireless
communication links in GA, and we present several case studies
related to the achievable outage probabilities and throughputs
under rural and urban scenarios of low-altitude GA vehicles.
We conclude that supplementing the existing cmWave wireless
links with mmWave wireless connections is a workable solution
for affordable communication links for low-altitude GA aircraft.

I. INTRODUCTION AND MOTIVATION

Currently most of the aircraft operations belong to the
manned aviation (MA) that refers to operations by aircraft
that are piloted by a human on board. At the same time, as
the number of operational unmanned aerial vehicles (UAVs)
is growing fast, more and more unmanned aviation (UA)
operations are expected in the future.

The general aviation (GA) is defined by International Civil
Aviation Organization (ICAO) as all civil aviation operations
other than scheduled air services and non-scheduled air trans-
port operations for remuneration or hire. However, this defini-
tion is rather broad and it does not classify comprehensively
the GA operation class from a research point of view. An
essential characteristic of GA which is not reflected in the
ICAO definition is that GA is commonly understood as a
subclass of the MA class. One important contribution of this
paper is to clarify the GA notion in a more detailed manner,
as shown in Fig. 1, where categorization of separate aviation
classes is visually illustrated.

Nowadays, MA has one of the lowest probability of acci-
dents out of all the means of transport. This was achieved by
various systems, technologies, and procedures. In particular,
the communication, navigation, and surveillance (CNS) tech-
nologies installed on board of aircraft play crucial role to lower
the probability of accidents. However, there are still many
aircraft that use for example just one piece of communication
equipment: the radio (wireless) link for voice communication
with air traffic control. Almost all of these aircraft with

limited equipment operate under the general aviation category
and fly typically only in low altitudes (below 3000m). GA
incorporates also business aviation and it is known that the
business jets are among the best equipped aircraft currently
flying. Thus, we would like to clarify that for the rest of this
paper we use the term low-altitude GA (laGA) referring only
to a part of GA operations at low altitude and uncontrolled
airspace (i.e., explicitly excluding business aviation).

The reason for limited equipment onboard of laGA aircraft
is that they are usually used for non-commercial activities
(e.g., recreational or philanthropist purposes, research on wild
life and climate changes, etc.) and the CNS technologies used
for other aviation classes are simply too expensive to be used
for these purposes. The UAVs represent another category of
aircraft with highly varying level of CNS equipment. Even a
small UAV with weight of 2 kg can kill a human when it falls
on his/her head or it can seriously damage or even destroy
a propeller or a turbofan engine. The rapidly rising number
of UAVs, and hence also the risk of potential collisions with
other aircraft sharing the same airspace, is a challenge for all
of the MA, but mostly for laGA aircraft since they will share
the low-altitude airspace with UAVs.

Thus, it is very important to develop affordable CNS tech-
nologies for laGA, keeping in mind that many novel solutions
that are relevant for laGA, they may become also relevant
for UAVs, which in the future will share the same airspace
with laGA. These technologies will require a data transfer
infrastructure to exchange the information with ground (e.g.,
traffic management) and with other aircraft that will operate in
low altitudes. Such technologies also need to be affordable and
quickly deployed. Using the existing and developing cellular
infrastructure also for data-link needs of laGA has a large
potential to meet all the above requirements.

The use of cellular infrastructure for air traffic at low
altitudes has various challenges, e.g., how to decrease the
miscommunication errors [1] or how to decrease the outage
probabilities. The outages here refer to the situations when
the received signal-to-interference-plus-noise ratio (SINR) is
below a certain threshold, and thus it is not sufficient to
establish and maintain a reliable wireless data link. In addition,
both intentional and unintentional wireless interferences are
increasing with an increased air traffic, and thus supplementary
solutions to the existing ones need to be found. For all of the
above reasons, it is highly beneficial to know or to approximate
the path loss that refers to the deterministic decrease in the
signal power due to the wireless propagation over a certain
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distance.
The aim of this paper is to promote research in cellular

wireless technologies to support low-cost wireless data transfer
for aviation purposes, especially for unequipped laGA aircraft
and for UAVs sharing the same airspace with laGA aircraft.
This will ensure safer future operations, as well as better
airspace access for laGA.

We illustrate in a concise manner the existing solutions,
the current open challenges, and the opportunities for future
laGA data link solutions. We postulate that using the mmWave
frequency bands (i.e., data links at carrier frequencies above
30GHz, that are also to be used for the upcoming 5G cellular
communications) can offer viable and robust supplementary
solutions to the existing ones, despite their increased path
losses. The adoption of mmWave solutions is motivated by the
facts that there is currently very low amount of interference
in mmWave bands, that beamforming with large or mas-
sive multi-antenna processing can boost the wireless channel
capacity, and that lower outage probabilities are possible
with astute mmWave processing, which would increase the
connectivity availability and thus would increase the aircraft
safety. More about the mmWave benefits and challenges is
discussed in Section IV. In this paper we analyse two concrete
case-studies for low-altitude aerial vehicles, namely urban
macrocell and rural macrocell cases, and we present the outage
probabilities under certain receiver sensitivity requirements, as
well as the achievable throughputs (measured in megabits per
second or Mbps).

Related Work: Some major trends in wireless communica-
tions nowadays, which are likely to affect also the laGA do-
main in the future, are towards automation, remote controlling,
cloud-based processing, and software-defined networking. The
communications in the aviation domain, and in particular
in laGA domain, make no exception from these trends, but

their developments move at a much slower pace than the
developments in the terrestrial wireless architectures. This
slower-paced development is most likely due to the fact that
there are more stringent safety and reliability targets involved.
Other emerging trends in aviation, not addressed here, are
the Aeronautical Ad-Hoc Networks (AANET) [2], aiming at
improved and more reliable communications both between
aerial vehicles and between an aerial vehicle and the ground
networks, such as cellular (e.g., 5G [3]) and Internet of
Things (IoT) networks. The need for enhanced surveillance,
communication, and flight management capabilities in MA has
been recently emphasized in [4].

As shown in Fig. 1, according to the usage, the aviation
domain is typically categorized into manned and unmanned
aviation. Each category (i.e., MA and UA) can be further
divided into civil aviation and state aviation. While GA aircraft
and UAVs fall in different categories as illustrated in Fig. 1
(MA versus UA), they often share the same airspace. Thus,
wireless communication solutions for GA are also relevant
for UAVs. The GA category is a sub-category of manned civil
aviation and laGA is sub-category of GA. The laGA aircraft
include utility aircraft (e.g., Cessna 172), sailplanes, aerobatic
aeroplanes, research helicopters, etc.

II. KEY EXISTING TECHNOLOGIES, CHALLENGES, AND
OPPORTUNITIES FOR THE DATA LINKS IN LAGA

In this section, we provide a short description of few MA
data-transfer technologies that are or might be relevant to the
laGA aircraft in the future. The first two technologies listed
here are the only ones currently in use for laGA aircraft:

• The VHF Data (or Digital) Link mode 2 (VDLm2) is
the main version of VHF Data Link and it is currently
the primary mode used in the wireless communications
links for MA. The VDLm2 uses a differential 8-PSK



modulation and transmits at carrier frequency of around
136MHz with signal bandwidths of 25 kHz. Typical
throughputs in VDLm2 are around 31.5 kbps at physical
layer.

• Another data-link solution in MA is the High Frequency
Data Link (HFDL), reaching low throughputs of up to
1.8 kbps.

VDLm2 and HFDL are air-to-ground (A/G) technologies. In
addition, few more expensive solutions, based on satellite
communications such as Inmarsat and Iridium, exist and they
are mostly used by high-cost GA aircraft. We would like
to emphasize the fact that currently, Inmarsat and Iridium
technologies and the other experimental solutions described
below are not used for laGA, but they are listed here for the
sake of completeness and as the focus is on technologies that
might be relevant also to laGA in the future:

• Inmarsat is both a wireless communication solution and
a company focusing on satellite-based communications;
their broadband connectivity solutions rely on air-to-
satellite (A/S) wireless transmissions, mostly in L-band
(i.e., 1–2GHz). In downlink high throughputs of 50Mbps
are achievable via Inmarsat Global Xpress solutions.

• Iridium, like Inmarsat, is another solution, named after a
company offering broadband connectivity to passengers
of business GA aircraft and commercial airlines, based
on satellite communications technologies in L bands.
Iridium has its own constellation of 66 operational units.
Achievable throughputs are lower than with Inmarsat, and
in downlink they can go up to 1.5Mbps in Iridium NEXT.

Additional solutions discussed in the next bullet points are
either in experimental phase or in research phase.

• European Aviation Network (EAN) is an experimental
communication data link for aviation, built by Inmarsat
and Deutsche Telekom and scheduled to become fully
operational in 2019. EAN integrates satellites and A/G
connectivity networks, using cellular Long Term Evolu-
tion (LTE) ground base stations, operating also in L and
S cmWave frequency bands. The applicability of EAN
solution in laGA is still questionable, as the current EAN
business model is focused mainly on the high-altitude
commercial aircraft for on-board passenger entertaining
broadband services.

• L-band Digital Aeronautical Communications System (L-
DACS) is another experimental communication data link
A/G solution under standardization since Dec 2016. It
is based on orthogonal frequency division multiplexing
(OFDM) and sharing many concepts with the 4G/LTE
cellular communications. L-DACS currently uses L band
(cmWave), which interferes with Distance Measuring
Equipment (DME) systems used for localizing the aircraft
with respect to a benchmark station. Achievable through-
puts in L-DACS are up to 1.3Mbps.

• Broadband Aeronautical Multi-Carrier system (B-AMC)
is one L-DACS variant. B-AMC currently supports A/G
mode, but extensions to A/A mode are currently un-
der investigation. Achievable throughputs in B-AMC are
around 300 kbps.

• Aeronautical Mobile Airport Communication System
(AeroMacs) has also been proposed by Eurocontrol and
Federal Aviation Administration (FAA) as a solution to
modernize the aircraft communication links. It is based on
the commercial 4G WiMAX specifications and it is meant
for operation in C-bands, at around 5GHz, for short-range
high data-rate communications, with throughputs up to
10Mbps.

As seen so far, most of the existing wireless solutions for
communication data links use sub-GHz and GHz cmWave
signals below 7GHz and are typically affected by unin-
tentional interference from other aviation signals or ground
communication networks (e.g., LTE, FM broadcasting, etc.) In
addition, the current spectrum below 7GHz is very congested
not only with other CNS signals used in aviation, but also with
signal used in non-aviation systems. Therefore, to increase the
robustness, and to be able to offer broader frequency diversity,
a complementary solutions should move to higher than 7GHz
frequencies, in particular towards mmWave spectrum, namely
frequency bands above 30GHz.

Supplementing currently existing solutions with mmWave-
based solutions can bring several benefits, as described in
Section IV.

Table I summarizes the existing data links in MA, by
pointing out the current usage of frequency bands, and the
challenges and opportunities brought by each of these fre-
quency bands. As seen in Table I, there is a large number of
various communication solutions currently available, spanning
over multiple frequency bands, but even such a significant
number seems not to be sufficient for the future dense and
complex airspace [5]. This is because each of the current
solutions has its limitations, as illustrated in the fourth column
in Table I. As seen in the previous section, the sub-GHz
and GHz microwave solutions (i.e., the so-called cmWave
solutions) are currently mostly deployed in crowded frequency
spectra, namely below 7GHz, where they have to deal with
various inter-system interferences.

We postulate that, in order to solve the current limitations,
the future communications for laGA should rely on multi-link
capabilities, mmWave communications with localized interfer-
ences to supplement the cmWave communications, and multi-
aircraft collaborations. The advantages of the communications
above 8.7GHz are illustrated in the last column and last
row of the Table I. The mmWave bands according to the
definition accepted by the wireless communication community
refers to frequencies above 30GHz. As the bands above
8.7GHz are currently used very little or unused, there is a
low amount of inter-system interference in these bands. In
addition, as the carrier frequency increases, the path losses are
also higher, meaning that only the transmitters in a vicinity
of a communication link would interfere with that commu-
nication link (i.e., we have a localized interference, where
interference management becomes easier [3]). In addition,
larger contiguous bandwidths are available at mmWave bands,
e.g., even 100MHz of contiguous bandwidths, enabling higher
throughputs in communication and higher positioning accuracy
in navigation applications.



Band Frequency
ranges Example use in aviation Challenges Opportunities

HF 3–30 MHz
2850–22000 kHz:
A/G communication (HF voice
and data)
3023&5680 kHz:
Search and Rescue

Possible interferences from FM
broadcasting;
Many sub-bands here reserved for military
aviation applications

Low path losses;
Large coverage areas;
Well-established/traditional aviation solutions

VHF 30–300 MHz
117.975–137 MHz:
A/G (voice and data) and A/A
communication (voice)
129.15–136.9 MHz:
VDLm2, ACARS/HFDL

Crowded frequency bands and interferences
from other systems; Low throughputs

Path losses slightly larger than in HF band;
Coverage areas still high;
Well-established/traditional aviation solutions

UHF or L 0.3–3 GHz
960–1164 MHz:
C2 terrestrial link
1.61–1.62 GHz: Iridium
1–4 GHz: Inmarsat

Most crowded frequency bands for aviation
are between 1 and 4GHz;
High interferences up to 4GHz;
Current use in GA limited to business jets

Enhanced capacity compared to sub GHz
bands;
Potential to use existing cellular and IoT
infrastructure

SHF or C 3–7 GHz
5.03–5.09 GHz:
C2 satellite link
AeroMACS

Interferences from other systems, as C band
is also used for satellite communications
and some synthetic aperture radars (SARs)

High capacity/high throughputs achievable;
C band suffers of lower interferences than
HF and L bands

SHF (X,
Ku, K, Ka
bands), V
and W

7–110 GHz
Used very little in wireless
links for aviation systems (e.g.,
JetWave)

Very high path losses;
Short range;
Gaseous absorption above 60GHz

Very high throughputs achievable;
Low and localized interferences;
Miniaturized antenna arrays;
Efficient beamforming solutions possible

TABLE I: Existing and potential communication data-link technologies in manned aviation.

III. MODELLING THE LOW-ALTITUDE GENERAL AVIATION
CHANNELS

A path-loss model of a wireless data link (i.e., A/A, A/G,
or A/S) has typically three components: i) a deterministic
path-loss component that is distance and frequency dependent;
ii) a random shadowing component, modelling the large-
scale fluctuations in the path losses, and iii) a random fading
component, modelling the small-scale (rapid) fluctuations in
the received signal strength. In addition, most of these models
are split into a line of sight (LOS) part and a non line of sight
(NLOS) part, with an associated LOS probability to define the
transition between the two parts. Channel models in aviation
were studied for example in [6]–[13], and a summary of the
most encountered models for laGA links is shown in Table II.

a) Path losses in A/G channels: The A/G channels
(sometimes referred to as A2G or G2A to also illustrate
uplink/downlink connectivity) differ from the ground propa-
gation channels in typically higher elevation angles, higher
LOS probability and less multipath to deal with [14]. One of
the most encompassing A/G channels in the current literature
are the recent 3GPP channels [6] covering carrier frequencies
up to 100GHz and aircraft altitudes up to 300m. The 3GPP
aerial channel models [6] expand the urban macrocell (UMa),
rural macrocell (RMa) and urban microcell (UMi) terrestrial
channel models to aerial operations. The most relevant 3GPP
channel models, in the context of laGA, are UMa and RMa,
as the base station antenna in UMi is below the roof-top level,
and thus unable to serve with adequate quality in-flight aerial
vehicles. Aerial channel models could be considered in two
parts, namely below 300m part and above 300m part. The
one above 300m altitude typically is Free Space Loss (FSL)
[9], possibly with some correction parameters, such as those
used in the IF-77 FAA channel model, recently re-published
by ITU under the name of ITU-R P.2345-0 channel model [7].

b) Path losses in A/A channels: The A/A models assume
a base station installed in the moving aircraft and a receiver

also installed in another moving aircraft. The A/A models
existing in the literature assume 100% LOS and they rely
either on a modified FSL model (e.g., by changing slightly the
path loss coefficient) or on a simplified path-loss model which
is frequency independent (it depends only on the distance
between the aircraft). A/A path loss modelling is quite limited
in the existing literature.

c) Path losses in A/S channels: A/S channel models are
even scarcer in the current literature than A/A models and they
typically assume FSL and LOS scenarios.

d) Shadowing and fading: The path-loss models de-
scribed so far depend on the link type, e.g., A/G, A/A, or
A/S. The shadowing and fading models are typically modelled
by similar distributions, independently of the link type (i.e.,
the same statistical distributions with different parameters).
The vast majority of papers reporting measurement-based
shadowing and fading distributions for aerial vehicles specify
a Gaussian distribution in logarithmic scale (i.e., log-normal
distribution) for the shadowing effects (i.e., the received signal
strength large-scale fluctuations in dB scale obey a Gaussian
zero-mean distribution) and a Rician distribution (typically
with a strong Rician factor) for the fading effects.

The 3GPP UMa and RMa models [6] are frequently re-
garded as the benchmark in various literature studies. The
Huawei UMa and RMa models [11] are derived from 3GPP
models with additional measurements fitting at cmWave bands.
The measurements-based fitting is treated as a correction figure
to be added to the 3GPP models.

IV. BENEFITS OF MMWAVE BANDS AND CASE STUDIES IN
RURAL AND URBAN AREAS

We start first by describing the potential benefits of using
mmWave bands for laGA wireless communications.

1. Better interference rejection capability: If the inter-
ference affects only some of the available frequency



Model Main parameters Component Link type Observations Reference
Free Space Loss
(FSL) 3D distance, carrier frequency Path loss A/G

A/A, A/S Aircraft heights above 300 m [9], [13]

3GPP Horizontal distance, carrier
frequency, aircraft altitude

Path loss,
shadowing, fading A/G Aircraft heights up to 300 m;

Carrier frequencies below 100 GHz [6]

FAA IF-77/
ITU-R P.2345-0

3D distance, carrier frequency,
mean surface refractivity,
antenna heights, elevation
angle, surface conductivity,
etc.

Combined path loss,
shadowing, fading,
atmospheric effects

A/G,
A/A, A/S

Carrier frequencies below 20 GHz;
Based on FSL path loss; Many
empirical parameters needed as
inputs

[7]

Huawei A/G Horizontal distance, carrier
frequency, aircraft altitude Path Loss A/G These are 3GPP UMa and RMa

models with a correction factor [11]

Gaussian in log
scale

- Shadowing A/G,
A/A, A/S

Shadowing variance varies
according to LOS/NLOS profile [8], [10]

Rician - Fading A/G,
A/A, A/S

Rician factor varies according to
the link type [8], [12], [13]

TABLE II: Summary of main channel models suitable for laGA.

bands, an optimally combined solution can choose to
operate in the frequency band with the higher SINR. As
mmWave signals have higher path losses (as the path
losses are inversely proportional with the square of the
carrier frequencies), long-distance interferer has lower
effects in the mmWave than in the cmWave bands.

2. Coherent combining gain, namely a system operating
on N frequency bands and combining the N signals
in a coherent manner has a theoretical 10 log10(N)
gain in the signal-to-noise ratio compared to the single-
frequency system. Thus combining the existing cmWave
solutions with mmWave solutions would enhance the
operational SINR.

3. Higher throughput is theoretically achievable, due to
the higher available contiguous bandwidths as we move
at higher frequencies, above 30GHz.

4. Lower outage probabilities are a result of better op-
erational SINR. Indeed, a better operational SINR is
achievable due to a lower interference in mmWave than
in cmWave at the moment, due to the possibility of
using beamforming and massive multiple-input multiple-
output (MIMO) to enhance the SINR, as well as due
to the diversity gains achievable by combining several
carrier frequencies, as mentioned above.

Secondly, we would also like to point out that the use of
mmWave bands raises the following challenges which need to
be addressed:

1. Limited ranges: the higher the carrier frequency, the
weaker the received signal power is, and the distance-
based losses (called path losses) are major factors
limiting the achievable communication ranges and the
coverage areas of the ground base station. A high density
ground infrastructure can increase the range, but this
would also increase the infrastructure deployment costs
for mmWave-band transmission.

2. Need for antenna up-tilting: in order to communicate
with the flying aircraft, the future cellular networks,
such as 5G, must support also up-tilted antennas with
associated additional components.

3. Mobility: to compensate the path losses in mmWave

bands and to mitigate the interference in wireless links,
the MIMO techniques are applied. The beam alignment
for the high mobility user is challenging.

Thirdly, we present two case studies in rural and urban
areas, by focusing on outage probabilities and throughputs
as performance metrics, respectively. Outage probabilities are
generally important metrics in studying the performance of
wireless channels [15] and they are particularly relevant in avi-
ation since the reliability of a communication link is directly
related to the safety of people on-board of aircraft. We define
the outage probability as the probability that the instantaneous
SINR drops below a target SINR. The target SINR is related
to the receiver sensitivity needed for the receiver to operate
correctly, according to target metrics (e.g., bit error rates,
symbol error rates, coverage area, etc.). For example, current
LTE specifications specify a target minimum SINR = −5 dB.
Future 5G receivers are likely to go down to operational
SINR ≤ −30 dB [3], by taking advantage of beamforming and
MIMO gains. Throughputs are obvious performance metrics
when the target is to have some broadband services, such
as on-board passenger entertainment. The second case study
focuses on achievable throughputs under a more futuristic
hypothesis, when broadband connectivity will also be available
on laGA aircraft.

In the first case study, we compare cmWave performance
with mmWave performance in terms of outage probabilities.
We study the situation where the cmWave-based solutions are
affected by interference (e.g., operational SINR = −5 dB),
while the mmWave are in an interference-free case (e.g.,
operational SINR = −30 dB). The results are shown in Fig. 2.
A receiver bandwidth of 5MHz was considered for a fair
comparison at all carrier frequencies. Five channel path models
were selected among those in Table II, namely the FSL, UMa
and RMa from 3GPP specifications [6], and UMa and RMa
from Huawei model [11]. UMa cases correspond to urban
scenarios, while RMa cases correspond to rural scenarios.
The FAA model [8] was not included in our studies, as it
depends on many unknown parameters, such as the geometry
of the environment, the permittivity of the obstacles between
the access nodes (or base stations) and aircraft, etc. The log-
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Fig. 2: Outage probabilities in interference-affected scenario in cmWave bands and interference-free scenario for mmWave
frequency bands.

normal shadowing and Rician fading were also modelled for
all these five channels. When the shadowing is specified in
the model (i.e., the 3GPP models), the shadowing parameters
from the models were used. In Huawei channel model, we
used shadowing parameters from 3GPP for the Huawei UMa
and RMa scenarios respectively. This means that in some cases
the shadowing was stronger than in the others (e.g., RMa and
UMa have slightly different shadowing parameters for both
3GPP and Huawei models). The fading was modelled similarly
for all the five channels, according to a Rician distribution
with Rician factor varying randomly between 7 and 9 dB.
For FSL, a shadowing variance similar with 3GPP RMa LOS
shadowing variance was used. In the simulations we used the
quasi-LTE signal parameters for the parts including link budget
calculations. We also assumed constant antenna gains. The full
details on the technical parameters are available at 1 and are
not included here due to lack of space. The outage probabilities
shown in Fig. 2 range between 4.7 × 10−29 and 4.8 × 10−3

at cmWave bands (i.e., interference prone environment) and
between 3.4× 10−28 and 2.8× 10−3 at mmWave bands (i.e.,
interference-free environment), according to the used channel
model. FSL gives the lowest outage probabilities at each
frequency bands, but they likely are quite unrealistic, as seen
from the comparison with the other used channel models. If
we compare the different channels considered in Fig. 2 we see
that the 3GPP UMa model is the most pessimistic one. We
can also see in Fig. 2 that the both Huawei channel models
(RMa and UMa) give rather similar results in terms of outage
probabilities. This probably happens because Huawei channel
models were derived according to UAV-based measurement
campaigns at two specific sites (classified as urban and rural),
which might not have had sufficient feature to characterize
comprehensively urban and rural areas. These results indicate
that Huawei models seem to be less suitable than 3GPP models
for a good analysis of path losses and outage probabilities for
low-altitude GA aircraft.

Our second case study focuses on mmWave only, assuming
two different receiver bandwidths and taking throughput as the
performance metrics. The throughput is a critical criterion in

1https://bit.ly/2Qg3vC3
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Fig. 3: Throughputs at 30GHz frequency with 5MHz band-
width according to five channel models.
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Fig. 4: Throughputs at 30GHz frequency with 100MHz
bandwidth according to five channel models.

wireless communications, that indicates what kind of opera-
tions could be implemented in the channel. We simulated the
throughput values based on the five above-mentioned channel
models, at 30GHz carrier frequency, corresponding to the
lower bound of the mmWave bands. Both small and large
bandwidths were considered (5MHz in Fig. 3 and 100MHz
in Fig. 4) with a capacity efficiency factor of 0.7. The small-
bandwidth case was selected for a fairer comparison to the
cmWave bands and in order to provide the lower bounds on
the achievable throughputs, while the large-bandwidth case re-
flects the future trends in wireless communications. The height
of aircraft was uniformly varied from 50m to 3 km, which
corresponds to airspace G where most of the flying laGA



aircraft operate. We focus on the downlink transmission (i.e.,
ground-to-air mode), with a base-station transmit power of
43 dBm and a receiver noise figure of 8 dB, in accordance with
current LTE specifications (the parameters for simulations of
the second use case are available at 1). The term downlink here
is used according to the wireless communication terminology,
meaning the link from the (ground) base station towards the
aircraft, by distinction with the uplink transmissions, which
are from the mobile or aircraft towards the base station.

In the box plots (i.e., Fig. 3 and Fig. 4), we assumed the
upper whisker as the 99.7th percentile, the lower whisker as
the 0.3th percentile, the upper quartile as the 75th percentile
and the lower quartile as the 25th percentile. As expected,
the throughput under FSL channel model gives the most
promising results, its median is around 12Mbps with 5MHz
bandwidth and around 38Mbps with 100MHz bandwidth.
However, such a value is unlikely to be achieved in practice,
as FSL is a rather idealistic channel model. Under the 3GPP
channel models, with 5MHz bandwidth, the median values of
throughput are about 9Mbps and 12Mbps in UMa and RMa
scenarios, respectively. Meanwhile, with 100MHz bandwidth
the median values are 22Mbps and 37Mbps in 3GPP UMa and
RMa scenarios, respectively. 3GPP RMa scenario converges
in fact to FSL scenario for altitudes above 300m. According
to the Huawei channel model, the median values of both
UMa and RMa scenarios are below 3Mbps with both 5MHz
and 100MHz bandwidth, which shows that this model is the
most pessimistic among the considered models and can be
considered as a lower bound on the performance.

V. CONCLUSIONS

In this work, we have reviewed the major challenges and
potential technology solutions in the communication data links
used in laGA and we have pointed out low interference level,
reasonable outage probability and high achievable throughputs
of the use of future mmWave signals to supplement the exist-
ing cmWave aviation links. The discussion was focused mostly
on the physical layer aspects of laGA, as this physical layer
design is one of the most critical ones when designing new
communication solutions. The advantages of a mmWave-based
approach have been shown in terms of achievable outage prob-
abilities and throughputs under five different channel models
and for different available channel bandwidths. The predicted
values highly depend on the underlying path-loss modelling,
with FSL giving overly optimistic upper bounds and with
Huawei channel models giving the lower bounds in throughput
performance. We recommend the use of 3GPP channel models
in the context of laGA data links, as they not only provide
an average performance among various considered models,
but they are also widely accepted by the research community.
Despite the higher path losses at increased carrier frequency, it
could be seen that the outage probability of mmWave signals
was close to the one for cmWave signals. Therefore the usage
of mmWave signals is a promising supplementary solution in
addition to the existing ones. Open research directions are
the impact of the antenna radiation patterns on the outages
and throughputs, modelling more accurately the link budgets

according to the upcoming 5G specifications, and investigation
of navigation, tracking, and positioning capabilities of the
wireless signals for laGA.
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ABSTRACT In the industrial environments of the future, robots, sensors, and other industrial devices will
have to communicate autonomously and in a robust and efficient manner with each other, relying on a large
extent on wireless communication links, which will expand and supplement the existing wired/Ethernet
connections. The wireless communication links suffer from various channel impairments, such as attenu-
ations due to path losses, random fluctuations due to shadowing and fading effects over the channel and
the non line-of-sight (NLoS) due to obstacles on the communication path. Several channel models exist to
model the industrial environments in indoor, urban, or rural areas, but a comprehensive comparison of their
characteristics is still missing from the current literature. Moreover, several IoT technologies are already on
the market, many competing with each other for future possible services and applications in Industrial IoT
(IIoT) environments. This paper aims at giving a survey of existing wireless channel models applicable to
the IIoT context and to compare them for the first time in terms of worst-case, median-case, and best-case
predictive behaviors. Performance metrics, such as cell radius, spectral efficiency, and outage probability,
are investigated with a focus on three long-range IoT technologies, one medium-range, and one short-range
IoT technology as selected case studies. A summary of popular IoT technologies and their applicability to
industrial scenarios is addressed as well.

INDEX TERMS 3GPP channel lossmodels, cell radius, industrial IoT, outage probability, spectral efficiency.

I. INTRODUCTION AND MOTIVATION
Sensors and devices inter-connected through various Inter-
net of Things (IoT) protocols can improve the production
steering and ensure a more efficient end-to-end traceability
and surveillance along the production chain, provided that
the IoT wireless communication links are properly designed
to support the target spectral efficiency with minimal
interruption levels and limited bandwidth. The IoT wireless
communication links span over a wide area of carrier fre-
quencies, from existing centimeter-wave (cmWave) links to
future millimetre-wave (mmWave) connections and support
a wide area of bandwidths, from Ultra Narrow Band (UNB)
communications (such as Sigfox, Telensa, and Weightless-N
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standards) to spread spectrum (e.g., LoRa, ZigBee, Wire-
lessHART, Ingenu, WAVIoT) and even wideband communi-
cations (e.g., WiFi-based IoTs) [1].

The IoT devices can also be classified according to
their power consumption. A classification of IoT technolo-
gies which can be used in industrial applications is shown
in Fig. 1. The IoT solutions can be grouped into low-power
(LP) or battery-operated solutions, and high-power (HP)
solutions. Each of these two categories can be further grouped
according to the communication ranges, into short (e.g., few
meters to few tens of meters), medium (e.g., few tens of
meters to few kilometers), and long ranges (e.g., ranges up to
few tens of km). The vast majority of IoT standards nowadays
fall under the LP category (several IoT standards names
are enumerated in Fig. 1; details on each standard can be
found for example in [1]). The high-power/high-throughput

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 91627



W. Wang et al.: Comparative Analysis of Channel Models for Industrial IoT Wireless Communication

FIGURE 1. Classifications of the connectivity solutions for industrial
applications.

solutions are covered by current and emerging Wireless
Local Area Networks (WLAN) standards, popularly known
as WiFis, and by the cellular communications, such as the
existing 4G/Long Term Evolution (LTE) standards and the
emerging 5G standard [2], [3].

Industrial IoT market will form a significant part of the
future Information, Communication and Technology (ICT)
markets [4]. Communications links in IIoT will have to trade
the high spectral efficiency for low battery consumption and
long-range support [5]. Thus, there will be no winning IIoT
technology for all possible applications. Wireless IIoT solu-
tions aremeant to enable a predictivemanagement of wireless
equipment used at various industrial sites, to increase the
workers’ safety and production capacity [6], to increase the
savings of stakeholders involved in the industrial chain [7],
to enable wireless self-localization of electronic devices and
components in 3D industrial space [8], etc.

Examples of potential industrial applications for existing
IoT technology are summarized in Table 1 for 18 of the
most encountered IoT solutions. The communication range
is specified for each of these technologies, together with
existing uses in IIoT. A ’not available’ (n/a) input does not
mean that such technology cannot be used in that particular
scenario, but rather that, to the best of the authors’ knowledge,
no industrial solutions have been tested so far under that par-
ticular scenario. The considered scenarios are divided into:
rural, urban, and indoor, according to the typical classification
of channel models [9], but it is worth mentioning that the
boundaries between these three scenarios are not very strict.

No prevalent IoT technology for industrial applications
exist, as the choice of a good technology should rely on
a multi-criterion decision making process [10], [11], which
takes into account the ease of installation and maintenance of
a certain technology, its scalability and robustness, its privacy,
its power consumption, and its range.

Three widely encountered long-range IoT technologies
in industrial applications are LoRa (e.g., flower indus-
try [12], chemical emission monitoring [13], etc.), Sigfox,

and NB-IoT. One novel medium-range industrial IoT tech-
nology is MIOTY, claiming that it is the first technology
following the European Telecommunications Standards Insti-
tute (ETSI) low throughput networks standard [14]. One
widely encountered short-range technology in industrial IoT
is ZigBee. These five technologies, namely NB-IoT, LoRa,
Sigfox, MIOTY, and ZigBee, are selected as case studies in
our paper, but we remark that similar studies for additional
IoT technologies are straightforward to implement based on
the methodology presented here.

In order to accurately model the wireless communication
links between any two IoT devices, one acting as a transmitter
and the other one as a receiver, a link budget analysis is always
necessary and it needs to rely on a specific channel model.
Link budget refers to balancing the received powers in uplink
and downlink directions, by taking into accounts the trans-
mission powers, the antenna gains, and the losses encountered
over the wireless propagation channel. The channel modeling
typically includes the distance-dependent and deterministic
path losses, and the spatio-temporal random effects due to
shadowing, multipath, and Doppler effect.

To the best of the authors’ knowledge, no comprehensive
analysis of existing channel models and their applicability
to industrial IoT environments exist and this is the gap we
plan to address in our paper. The authors’ main contribu-
tions are: (1) the analysis of the benefits of the path-loss
channel modeling for IIoT applications, (2) the compre-
hensive description of path-loss channel models for various
IIoT technologies (as the formulas presented in here cannot
be found in an unified form elsewhere, to the best of the
authors’ knowledge), (3) the derivation of best-case, median-
case, and worst-case bounds for rural, urban, and indoor
scenarios for IIoT applications based on existing path-loss
models, and (4) the analysis of five IIoT case studies, relying
on five different IoT technologies, in terms of cell radius,
spectral efficiency, and outage probabilities.

The rest of the paper is organized as follows. In Section II,
we briefly discuss the importance of channel modeling in
designing an IIoT system. An comprehensive description and
discussion of channel loss models are given in Section III.
Section IV lists the link budget and other information of
selected IoT technologies, NB-IoT, LoRa, Sigfox, Zigbee and
MIOTY. In Section V, VI and VII, three metrics, namely the
coverage area, spectral efficiency and outage probability, are
studied based the selected IoT technologies in Section IV.
Section VIII concludes this work and provides some insights
of open research in IIoT.

II. THE BENEFITS OF ADEQUATE PATH-LOSS CHANNEL
MODELING FOR THE IIOT APPLICATIONS
As already mentioned in the first section, the wireless chan-
nel modeling part plays an essential role in choosing the
right IIoT technology and building efficient IIoT solutions.
An adequate channel modeling allows a designer to estimate
and forecast the losses and random fluctuations over the
signal power when sent information over a wireless link.
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TABLE 1. Visions of industrial applications per IoT technology type according to the channel scenario.

The designer could also use the channel models to
approximate the cell radius or coverage areas for a par-
ticular technology, the outage probabilities under a certain
network topology or Access Node (AN) density, the required
dimensions of the infrastructure (e.g. number and placement
of ANs), etc. Being able to model accurately the wireless
channel effects is an important step towards a reliable and
efficient design of a wireless IIoT solution. With the help of
the channel models, a designer is able to:
• Estimate the operational Signal-to-Noise Ratio (SNR)
for a particular industrial application in a particular
environment;

• Estimate the density of access nodes required to cover a
certain industrial area;

• Estimate the uplink (UL) and downlink (DL) coverage
areas and balance the link budgets (i.e., the received
powers in UL and DL directions);

• Understand if a certain IoT technology is suitable only
in a specific scenario (e.g., rural versus urban) or can be
easily scaled to various scenarios;

• Estimate the spectral efficiency of a certain network
in terms of supported number of sensors or nodes and
achievable throughput under limited bandwidth;

• Allow an efficient network planning in IIoT and reduce
the installation and maintenance costs;

• Enable a predictive management of equipment, e.g.,
predicting failures in various electronic components and
ensure their timely replacement;
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FIGURE 2. Example of an outdoor IIoT application: Pumps with IoT sensors.

• Permit cost savings through remote control and updat-
ing of various components and devices in the indus-
trial chain (e.g., yard and asset management, fleet
tracking, etc.);

• Facilitate the wireless geo-localization of captor indus-
trial sensors and other measurement sensors.

Different IIoT applications may operate in different sce-
narios, such as rural versus urban, or outdoor versus indoor.
Thus, it makes sense that the channel models to be used
will also be adapted to the scenario targeted by a particular
application.

An example of outdoor IIoT application, for both urban
and rural cases, is illustrated in Fig. 2: the distribution
pumps (e.g., for water, gas, or petrol) can be equipped with
IoT sensors, e.g., based on a long-range IoT technology such
as LoRa or Sigfox, and the sensors can transmit in a timely
manner anomalies in the distribution chain to a control center,
as well as they can enable an optimization of the distribution
and they can control the pressure and flow in the pipes.

Another IIoT example, this time for an indoor scenario,
is illustrated in Fig. 3 for a building management system
based on ZigBee (or other short-range IoT) sensors. The IoT
sensors would permit to remotely monitor the installation at
every level, from the incoming circuit breaker to the final
electrical load. The IoT sensors would also ensure real-time
alarms and email notifications for voltage loss and overload
trips, pre-alarm notifications in the event of an overload, etc.

The channel modeling for IIoT applications has yet to
be addressed in detail in the existing literature. From the
state-of-the-art in this field it is worth mentioning that a
channel model for industrial applications based on LoRa
technology has previously been studied in [12]. It was shown
in [12] that up to 6000 nodes can be served with a single
access node (or gateway) in an indoor industrial area with
a surface of 34000 m2, assuming a simplified single-slope
path-loss channel model with measurement-fit coefficients,
as described in [15]. No comparison between various channel
models was given in [12]. Another path-loss model based on
LoRa was studied in [16] for indoor IIoT applications. The
channel model in there relied on a two-slope simplified path-
loss model and was not validated by measurements. Other
channel models proposed in the literature for IIoT appli-
cations are variants of the simplified single-path model,
e.g., a single-slope path loss model for ZigBee indoor IIoT
applications [17], a single-slope path loss model for generic
Received Signal Strength (RSS) estimation, with parameters
adjustable according to the temperatures [18].

In addition to the literature dedicated to IoT applications,
3GPP has been developing more general channel models,
covering various 5G applications scenarios, from terrestrial to
aerial communications and from LP to HP applications and
they have been grouping them under three main categories:
rural, urban, and indoor [9]. The 3GPP models will be dis-
cussed in Section III. The applicability of the 3GPP indoor
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FIGURE 3. Example of an indoor IIoT application: Building management system with energy and power metering.

hotspot channel model to IIoT scenarios has been also studied
previously by the authors in [19]. However, only the indoor
propagation models were analyzed in [19] and the conclusion
was that outage probabilities constraints in industrial IoT
can be reached with cmWave propagation, but more research
is needed to improve the achievable spectral efficiency and
outage probabilities in mmWave ranges under the considered
indoor scenarios.

As seen above, there is only a limited coverage of the
path-loss channel modeling applicable to IIoT scenarios in
the existing literature and a comparison between the exist-
ing models under both outdoor and indoor scenarios is still
lacking. In addition, most of the reported models rely on
a single-slope path loss model with environment-dependent
parameters (i.e., apparent transmit power and path-loss coef-
ficient) and they require scenario-specific measurement cam-
paigns to estimate the model parameters. In what follows we
describe several path-loss models developed in the existing
literature for rural, urban, and indoor scenarios and we will
look at the worst-case, median-case, and best-case predicted
values under different metrics in order to be able to pinpoint
the most relevant models in the context of IIoT.

III. ANALYSED CHANNEL MODELS
A variety of wireless terrestrial channel models has been
developed in the literature and a designer has typically a
wide pool to choose from. However, in the context of IIoT,
a comparison between the main features of these different
channel models is hard to find in the existing literature.

The next sub-sections present seven identified wireless chan-
nel models from the literature and discuss their applicability
in an IIoT context: the free space loss model, the single-slope
model, the 3GPP models (four variants, according to target
scenario, detailed in Table 4 and 6), and the industrial indoor
channel models (two variants, detailed in Table 4). Addi-
tionally, the industrial environment is complex, and usually
featured by large obstacles, multiple reflections and frequent
movements. To tackle with these issues, the shadowing is
used to model the effect caused by the large obstructions in
the propagation path and the small-scale fading is used to
model the effect caused by the multipath and the movement
of subjects in the environment. The discussion of shadowing
and small-scale fading follows the descriptions of the channel
loss models in each sub-section. In Sections V, VI and VII,
we will analyze and compare numerically the channel models
with fixed parameters (i.e., by dropping out the single-slope
channel model, which is a generic model, with an infinity of
possible parameters), in terms of various metrics relevant to
industrial environments.

A. FREE SPACE LOSS MODEL
The Free Space Loss (FSL) model is often used as a the-
oretical lower bound and a performance benchmark in all
wireless channel modeling studies. Its advantages stay in
its low complexity, its low number of parameters, and its
easy mathematical tractability. Its main drawback is the fact
that it is usually too idealistic to measure practical indus-
trial environments and can offer only a very loose bound
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in performance, as it will be also obvious from our studies
in Sections V, VI and VII. FSL has been used as a bound
also in other IoT-related studies, for example for wireless
propagation over sandy terrains [20] or in oil rigs [21].

In a FSL, the received power PR (in dB) at a distance d3D
(in m) from the transmitter is given by,

PR = PT − PLFSL(d3D) (1)

where PT is the transmit power and PLFSL is the free space
path loss in dB scale defined in Table 4.

The shadowing and small-scale fading is not applicable in
FSL model.

B. SINGLE-SLOPE SIMPLIFIED PATH LOSS MODEL
The generic single-slope path loss model is encountered in
a vast majority of papers [17], [18], [22] related to wireless
communications. This model is given in terms of received
signal strength PR according to two parameters: an apparent
transmit power and a path-loss (or slope) coefficient:

PR = PTa − 10n log10(d3D) (2)

where n is the path loss coefficient, PTa is the apparent
transmit power, typically measured as the power at 1 m away
from the transmitter. The carrier frequency effect is implicitly
included in thePTa , but it does not appear anymore as amodel
parameter.

In this simplified (and generic) model, the path loss coeffi-
cient n and PTa are typically derived based on measurements
and are valid only for a particular scenario. The shadow-
ing and small-scale fading are usually modeled as additive
random variables following the log-normal distribution and
Rician distribution respectively. The simplicity of the model
makes it widely adopted by many research papers [17], [18],
but the fact that n and PTa do not have unique values makes
it unsuitable to be included in a comparison as such. Indeed,
FSL can be seen as particular case of this simplified single-
scope model.

C. 3GPP OUTDOOR AND INDOOR CHANNEL MODELS
3GPP standardization has been recently dedicated a signif-
icant amount of work for modeling the terrestrial wireless
channels for a variety of applications, in particular related to
the New Radio (NR) and 5G developments. The 3GPP chan-
nel models are built on a multitude of parameters determined
empirically from various measurement campaigns and they
have been grouped into three main categories: rural, urban,
and indoor. In [9], terrestrial channel models that could be
widely applied from 0.5 GHz to 100 GHz carrier frequency
were proposed. In [3] the extension of models up to 300 m
(300 m altitude is usually considered as the low altitude) is
presented.

All 3GPP channel loss models describe the shadowing
effects as additive random variables following zero-mean
log-normal distribution N (0, σ 2) (details see Appendix A
Table 4). The small-scale fading is modeled as additive

random variables following Rician distribution Rice(K )
(details see Appendix A Table 5).

1) 3GPP RMA
The Rural Macrocell (RMa) model of 3GPP [9] character-
izes the channel loss of rural areas with a base station height
hBS (in meter), a robot height hUT (in meter), an average
street width W (in meter), and an average building height h
(in meter). In 3GPP RMa model, the height of base station
is assumed to range from 10 m to 50 m, the height of robot
is from 1 m to 10 m, the street width is from 5 m to 50 m,
the building height is from 5 m to 50 m. The model uses
a breakpoint distance dBP (in meter) concept to divide the
path loss calculation into two parts: i) one with the horizontal
distance d2D (in meter) smaller than breakpoint distance and
ii) the other with the horizontal distance greater than break-
point distance.

In Appendix A Table 4, eq. (12) and (13) are path loss
in RMa line-of-sight (LoS) and non-line-of-sight (NLoS)
scenarios, respectively. Table 6, eq. (22) gives the LoS prob-
ability for 3GPP RMa scenario.

2) 3GPP UMA
The Urban Macrocell (UMa) model of 3GPP [9] charac-
terizes the channel losses of urban areas in the situation
when the base station antenna is above rooftops. 3GPP UMa
model is constructed also taking into account the base sta-
tion height and robot height. The height of base station
ranges from 10 m to 50 m, the height of robot ranges from
1.5 m to 22.5 m. Similarly with the 3GPP RMa model,
3GPP UMa model also uses the breakpoint distance concept
d ′BP (in meter) to divide the path loss calculation into two
parts. However, unlike the 3GPP RMa model, it approxi-
mates the breakpoint distance by taking into account the
effective environment height hE (in meter) rather than only
considering base station height and robot height as in 3GPP
RMa model.

In Appendix A Table 4, eq. (14) and (15) show the path
loss in UMa LoS and NLoS scenarios, respectively. Table 6,
eq. (23) gives the LoS probability in UMa scenario. The
effective environment height yields to eq. (3a), the effective
antenna height of robot h′UT (in meter) and the effective
antenna height of base station h′BS (in meter) are given in
eq. (3b) and (3c),

hE =



hUT ≤ 13 m or d2D ≤ 18 m,

1;

13 m < hUT ≤ 22.5 m and d2D > 18 m,

5
4

(
hUT − 13

10

)1.5(d2D
100

)3

e

(
−

d2D
150

)
.

(3a)

h′UT = hUT − hE (3b)

h′BS = hBS − hE (3c)
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3) 3GPP UMI
The Urban Microcell (UMi) model of 3GPP [9] character-
izes channel loss of urban areas in the situation when the
base station antenna is below rooftops. 3GPPUMimodel also
takes into account the base station height and robot height.
The height of base station is set to 10 m in the 3GPP UMi
and the height of robot is from 1.5 m to 22.5 m. Like 3GPP
RMa and UMa models, 3GPP UMi model uses a breakpoint
distance d ′BP concept as well and applies the exact breakpoint
distance calculation as the UMa model. However, in UMi
model the effective environment height is defined as 1 m.

In Appendix A Table 4, eq. (16) and (17) are path loss
in UMi LoS and NLoS scenarios, respectively, in Table 6,
eq. (24) gives LoS probability in UMi scenario.

4) 3GPP INH
The Indoor Hotspot (InH) model of 3GPP [9] characterizes
channel loss in indoor areas where low mobility of objects,
strong reflection of signals and many obstacle of path are
existed. InH model is categorized into two cases: i) the
mixed office (InHm) and ii) the open office (InHo). The
difference in the two categories stays in the LoS probability
calculation, which allows higher probability of LoS situation
in open office than in mixed office. In Appendix A Table 4,
eq. (18) and (19) are path loss in InH LoS andNLoS scenarios
respectively, in Table 6, eq. (25) gives LoS probability in
mixed office case, eq. (26) gives LoS probability in open
office case.

D. INDUSTRIAL INDOOR CHANNEL LOSS MODEL
In [23], an industrial indoor channel loss model is proposed
according to an extensive measurement campaign. The chan-
nel loss model focuses on the Industrial Scientific Medical
(ISM) band, namely 900 MHz, 2400 MHz and 5200 MHz.
In the paper, our interest is the channel characteristics in
900 MHz and 2400 MHz, whose path loss models are given
in Appendix A Table 4, eq. (20) and eq. (21).
The model gives considerations of two scenarios: the low

multi-path effect scene and the high multi-path effect scene.
Moreover, the movements of obstacles in the environment
and the movements of receivers/transmitters are also taken
into account.

The shadowing effect is characterized as additive ran-
dom variables following zero-mean log-normal distribution
N (0, σ 2) (details see Appendix A Table 4). The small-scale
fading is modeled as additive random variables following
Rician distribution Rice(K ) (details see Appendix A Table 5).

E. OVERALL PATH-LOSS MODEL USED IN OUR STUDIES
In some channel models (e.g., 3GPP models in section III-C),
channel loss is investigated in LoS andNLoS situations, while
others (e.g., the industrial indoor model in section III-D),
channel loss is given without distinguishing LoS and NLoS
situations. In order to use the channel loss models reviewed
in this section to evaluate different IoT technologies in

TABLE 2. Link budgets for various IoT solutions (Downlink).

Section V, VI and VII, here we define an overall path loss
model as follows,

PLoverall = PrLOS(LLOS)+ (1− PrLOS)(LNLOS)+ ζ (4)

where PLoverall denotes the overall path loss, PrLOS denotes
the LoS probability, ζ denotes the small-scale loss, L is
defined as the total large-scale loss,

LLOS/NLOS = PLLOS/NLOS + ξLOS/NLOS (5)

where PLLOS/NLOS denotes the path loss median value in the
LoS or NLoS situation, ξLOS/NLOS denotes the shadowing
loss in the LoS or NLoS situation.

IV. LINK BUDGETS USED IN OUR ANALYSES
The link budget of a system reflects many aspects in the
transmitter-receiver chain, for example, the maximum cou-
pling loss, the trade-off between bandwidth and transmitted
power. As motivated in the introductory sections, we select
five technologies, namely NB-IoT, LoRa, Sigfox, Zigbee and
MIOTY, to present and compare their link budget. Based
on [14], [24]–[27], the link budget is shown in Table 2.
Among NB-IoT, LoRa, Sigfox, Zigbee and MIOTY tech-

nologies, NB-IoT promises the best tolerance of coupling
loss (i.e., 164 dB) in the transmitter-receiver chain, Zigbee
has the highest bandwidth (i.e., 2 MHz), and MIOTY with
TS-UNB modulation provides the best receiver sensitivity
(i.e., −140 dBm).

V. COVERAGE AREAS
In this section, we applied both the reviewed channel loss
models from Section III and the link budgets from Section IV
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FIGURE 4. Cell radius of different technologies under different channel loss models at 1% outage probability. (FSL denotes Free Space Loss;
RMa,3GPP denotes 3GPP Rural Macrocell; UMa, 3GPP denotes 3GPP Urban Macrocell; UMi, 3GPP denotes 3GPP Urban Microcell; InHm,
3GPP denotes 3GPP Indoor hotspot mixed office; InHo, 3GPP denotes 3GPP Indoor Hotspot open office; Industrial Indoor denotes Industrial
Indoor channel loss model.).

to estimate the radius of a cell coverage area according to a
target outage probability at cell edges. With a specific target
metric, for example the target bit rate or the target outage
probability, we could find the boundary of a cell service
coverage area.

The outage probability is defined as the probability that
overall path loss in (4) is greater or equal to maximum cou-
pling loss. This is the minimum requirement that maintains
connection of awireless link. Themathematical expression is,

Pout = Pr(PLoverall ≥ MCL) (6)

We set the outage probability Pout equal to 1% and find the
appropriate horizontal distance (i.e., the cell radius). In this
estimation, we assumed that the height of robot is 2 m,
the height of access node (AN) is 10 m, the average height of
buildings is 5 m and the average width of street is 20 m. The
cell radius predicted by different channel models at 1% out-
age probability are shown in Fig. 4. The best-case is clearly
predicted by FSL, but it is overly optimistic. The worst-case
and median-case are also numerically shown in Table 3, and
compared with other values reported in the literature.

In Table 3 we also presented the reported or measured
cell range for comparison purposes. For example, in Sigfox
technology, reported range from [31] is from 3000–10000 m,
however in [32] the authors measured 600 m cell range in
urban area. Our median-case predictors, obtained with 3GPP
channel modeling, seem to predict quite close the average
reported values for these technologies from other researchers.
From Fig. 4 and Table 3, based on the models we reviewed,
NB-IoT clearly beats the other four technologies with a
median cell range 2061 m. Sigfox also has a good coverage
with a median cell range 1754 m. Zigbee has the worst
coverage, as expected, since it is targeting for short-range
IoT applications.

Last but not the least, we would like to highlight that
from the point of view of the cell radius study, the 3GPP

TABLE 3. Cell range of different technologies.

models seem the most reasonable models to approximate
the channel path losses. From Fig. 4, the FSL usually gives
an upper bound of cell radius; the industrial indoor model
fails to predict the cell radius when the MCL is large, due
to the unbelievable large predicted cell radius. The NB-IoT,
LoRa, Sigfox andMIOTY are assumed to be candidates in the
industrial indoor applications, however according to the cell
radius estimated by the industrial indoor model, the above
four technologies have better coverage in indoor rather than
in outdoor (e.g., the results from 3GPP UMa), which is
unlikely to be true. The industrial indoor model, nevertheless,
provides some insight in the Zigbee technology, according to
its prediction of cell radius, the industrial indoor environment
is in between indoor open office and mixed office.

VI. SPECTRAL EFFICIENCY
In most of the IoT technologies which can be applied to
various industrial sites, the achievable spectral efficiencymay

91634 VOLUME 7, 2019



W. Wang et al.: Comparative Analysis of Channel Models for Industrial IoT Wireless Communication

FIGURE 5. Spectral efficiency comparisons among NB-IoT, LoRa, Sigfox, Zigbee and MIOTY technologies. The result is based on
100 Monte Carlo runs (the Monte Carlo method is a statistical sampling technique [34], [35]).

FIGURE 6. Outage probability of different technologies under different channel loss models.

vary in a large extent due to different industrial environments.
This section analyses the five selected IoT technologies in
terms of spectral efficiency.

The spectral efficiency C (in bits per second per
Hz or bit/s/Hz) is limited by the duty cycle of certain
devices [36], in the downlink, the spectral efficiency is
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TABLE 4. Channel loss models with shadowing.

given by,

C = ηDd log2(1+ SNR) (7)

where SNR denotes signal-to-noise-ratio in linear scale, Dd
denotes duty cycle, η denotes channel efficiency, in this
section η was taken equal to 0.7. The duty cycle Dd is

91636 VOLUME 7, 2019



W. Wang et al.: Comparative Analysis of Channel Models for Industrial IoT Wireless Communication

regulated in [37] in Europe, 1% duty cycle is maximum that
can be used in 868 MHz ISM band. Here, we remark that the
NB-IoT uses legacy band, no duty cycle restriction has been
put on to it. However, in order to compare spectral efficiency
metrics of all selected IoT technologies in Section IV, we
use 1% duty cycle for NB-IoT as well.

Fig. 5 compares achievable spectral efficiency under dif-
ferent channel path-loss models and under five different
IoT technologies. The high spectral efficiency is more rel-
evant at short ranges (i.e., indoor applications), than at
large ranges, thus our example here focuses on a 200 ×
200 m2 square indoor industrial site. Here we consider
5% outliers, which the ends of the whiskers are repre-
sented by the 2.5th percentile and the 97.5th percentile
respectively.

The height of robot remains 2 m, the height of AN remains
10 m as in section V. We note that in this scenario, 3GPP
UMi, InHm, InHo and industrial indoor channel loss models
are more relevant to the indoor applications than the others,
thus the results discussion will focus more on these four
models. In NB-IoT technology, InHomodel predicts the high-
est median value 0.178 bit/s/Hz; InHm model with almost
0.154 bit/s/Hz median value gives the lower bound of NB-
IoT spectral efficiency. In LoRa, Sigfox, Zigbee and MIOTY
technologies, a similar situation occurs to them as well, in the
sense that InHo model predicts the highest median value
of spectral efficiency while InHm model gives the lowest
median value. Among these five technologies, the Sigfox is
most spectral efficient technology in the indoor scenarios,
the Zigbee is the worst technology from the spectral effi-
ciency aspect. However, the Zigbee at 2.4 GHz frequency
band has 2 MHz bandwidth resource and it could provide the
highest throughput among these five technologies in indoor
scenarios.

VII. OUTAGE PROBABILITY
IIoT technologies could also serve many kinds of outdoor
applications, as discussed in Section I. In a large outdoor
area, the outage probability metric (i.e., one dimension
of reliability) usually has priority over spectral efficiency.
Therefore, in this section, we define a 2000 × 2000 m2

simulation area to compare different IIoT services. The
height of robot and base station are still 2 m and 10 m,
respectively. From Table 1, we remark that Zigbee is a
short range IoT technology, thus the main discuss of this
section focuses on NB-IoT, LoRa, Sigfox and MIOTY only.
Besides, we will pay more attentions to the outdoor chan-
nel loss models, for example, the 3GPP RMa, UMa and
UMi models.

In this section, we calculate the average outage probabil-
ity over the entire simulation space. Let the set S denote
all positions of a robot in simulation space, a position of
a robot is si ∈ S, in Cartesian coordinate system si is
defined as,

si = {xi, yi, zi : xi, yi ∈ (−103, 103), zi ∈ (0, 2)} (8)

TABLE 5. K-factor for small-scale fading.

where i = 1, 2, 3, · · · , the average outage probability Pout is
defined as,

Pout =

∑
si∈S

P(si)out

|S| (9)

where P(si)out denotes eq. (6) at si.
Under the considerations of shadowing and small-scale

fading effects, the analytic solutions of P(si)out are hard to
find. The shadowing effects are usually modeled as random
variables (in dB) following Gaussian distribution, while the
small-scale fading effects are modeled as random variables
(in linear scale) following Rician distribution. In this paper,
we estimate P(si)out by treating its solution as the tail probability
estimation in sum of non-identically distributed random vari-
ables situation [35]. The algorithm 10.6 in [35] is applied,
the P(si)out is estimated by,

P(si)out = Pr(X (si) ≥ MCL− PL(si)) (10)

where PL(si) is the deterministic part of the path loss,
X (si) denotes the sum of shadowing and small-scale fad-
ing effects at si, MCL − PL(si) is the threshold in the
algorithm 10.6 in [35].

As seen in Fig. 6, NB-IoT outperforms LoRa, Sigfox and
MIOTY IoT technologies in terms of outages. The worst
case for NB-IoT is predicted by the 3GPP RMa model with
3.76× 10−2 outage probability. Generally speaking, NB-IoT,
LoRa, Sigfox and MIOTY has their most outages events in
the RMa scenarios from the results. Among 3GPP RMa,
UMa and UMi models, the predictions of UMa model are
always the best cases, for example, 1.42× 10−6 outage prob-
ability in NB-IoT, 2.67× 10−3 outage probability in LoRa,
9.40× 10−6 outage probability in Sigfox, 6.46× 10−4 out-
age probability in MIOTY.

VIII. CONCLUSIONS AND OPEN RESEARCH DIRECTIONS
In this work, we addressed the problem of wireless channel
modeling in the context of IIoT technologies. We described
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TABLE 6. Line-of-sight probability for 3GPP models.

in details seven channel models, namely the free space loss,
the 3GPP channel models with its five variants (indoor open
and mixed hotspots, outdoor urban micro- and micro-cell,
and outdoor rural), and the industrial indoor channel loss
model for ISM bands. We also described the generic single-
slope model, which is a generalization of FSL. We compared
the predicted performance based on the above-mentioned
seven channel models in terms of three important wireless
communications metrics, namely the cell radius, the spectral
efficiency, and the outage probability in both indoor and out-
door scenarios. We selected four potential IIoT technologies,
namely NB-IoT, Sigfox, LoRA, ZigBee and MIOTY, to eval-
uate their performance in terms of cell radius at 1% outage
probability, their spectral efficiencywithin 200×200m2 area,
and their outage probabilities within 2000× 2000 m2 area.

Among these five potential IIoT technologies, NB-IoT has
the longest cell radius and the best outage probability in out-
door scenarios, while Sigfox has the best spectral efficiency in
indoor scenarios and Zigbee has the largest operating band-
width. We have also shown that the median-case predictors
among these studied channel models are not far from the

values reported or measured in practice for the selected IIoT
technologies. We would like to emphasize that 3GPP channel
loss models are so far the best suitable models to estimate the
studied communication metrics, as they often offer an esti-
mate close to the median-predicted behavior by many other
channel models. Considering the average of a certain metric
over a space (i.e., the average spectral efficiency or outage
probability over the simulation space), the worst-case sce-
nario can be studied based on 3GPP RMa channel models,
while the best-case scenario is given by the free-space loss
channel model (i.e., overly optimistic bound).

In terms of future research work in IIoT environments,
in our opinion, three key axes are: i) the wireless connec-
tion reliability, ii) the wireless geo-localization, and iii) the
predictive maintenance. In our paper, the wireless connection
reliability is thoroughly studied based on the channel loss
models. The geo-localization and the predictive maintenance
aspects will be investigated in the future work.

Regarding the reliability factor, extremely reliable wire-
less communication will be more and more needed in
order to avoid heavy cabling in zones with difficult access.
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For example, if we have a high furnace chimney where a
quality air measurement device is to be installed, a wire-
less IoT sensor mounted on the top of the chimney may be
100 times less expensive than deploying an Ethernet cable
from the top to the bottom of the tower. But a one hour stop
of the IoT communication link may be 100 million times
more expensive than the installation cost: NOx, SOx, or CO
emission overrun during one hour may produce the closure of
the plant.

Regarding the geo-localization needs, it is well-known that
high expenses are engaged every time when a new person
has to be trained for process operating in a plant. These
expenses are increased by the turnover due to tedious working
conditions. The wireless geo-localization of the devices from
a specific installation may save lot of time and money and
the autonomy of the new hired person would be dramatically
improved.

Last, but not least, the predictive maintenance for large
surface scattered installations may be easily deployed using
precise reliable IIoT communication. The uploaded analytics
from the field may predict dangerous increase or overrun of
key indicators using low rate communicating systems at very
low cost, much simpler to install than cabling.

APPENDIX A
CHANNEL LOSS MODELS AND LINE-OF-SIGHT
PROBABILITY
See Table 4–6.
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Abstract—In this paper we study the applicability of the 3GPP
Indoor Hotspot model (InH from TR38.901 document) to the
indoor industrial environments with moving robots. We will show
the impact of carrier frequencies on the expected path losses as
we move from cmWave to the mmWave bands, we will present
the upper bounds on the capacity expected at different available
carrier frequencies and different 3D distances, and we will also
discuss the results in the context of receiver sensitivities of various
Internet-of-Things solutions for industrial environments, such as
Sigfox, LoRa, BLE or Wi-SUN.

Index Terms—3GPP Indoor hotspot channels (InH), open office,
mixed office, cmWave, mmWave, industrial environments

I. INTRODUCTION

Industrial environments refer to those scenarios where an
industrial activity takes place, such as manufacturing factories,
oil and mining fields, chemical plants, etc. The two major
targets in an industrial environment are to improve work safety
and to increase the production efficiency. Factory automation
is one of the top applications envisioned by the researchers in
5G communications areas [1].

In a factory automation environment, the hotspot areas refers
to areas with a high density of industrial nodes, such as robots,
sensors, human controllers, etc., which need both uplink and
downlink connections to the access network. The reliability of
such connections should be very high; the researchers usually
talk about ”ultra-reliable connections” in such scenarios [1],
[2] and they measure the reliability for example, in terms
of diversity (spatial, time or frequency diversity) or outage
probabilities [1], [3].

Traditionally, the wireless connections in industrial environ-
ments have been covered by industrial-specific standards such
as ISA 101.11a or WirelessHART. In recent years however,
more and more focused has shifted towards cellular wireless
communications such as 4G (LTE) and 5G (next generation of
wireless communications). The research efforts related to 4G
and 5G communications are led by 3GPP standardization body,
which has already published various channel models to support
a wide range of carrier frequency bands, basically anything
between 0 GHz and 100 GHz [4].

One of these channel models is the he 3GPP indoor hotspot
(InH) path-loss channel model, defined in [4], [5] as an indoor
scenario with small cells, a Base Station (BS) or Access
Node (AN) mounted below the ceilings and the users (or
robots) moving inside the building. The key characteristics of
InH, as defined in [4] are high user throughput and indoor
coverage. The path-loss and shadowing models characterizing

InH environments can be found in [5] and they form the
basis of our research work in this paper. The goal is to
analyse the receiver performance at different carrier frequencies,
ranging from sub-GHz cmWaves to mmWaves, and different
bandwidths. Performance metrics such as capacity and outage
probabilities are investigated and they are discussed in terms of
industrial environment constraints. The received signal strength
predicted by the maximum link budgets, according to the 3GPP
InH model, will also be compared with several commercial
receiver sensitivities of various Internet-of-Things solutions
for industrial environments, such as Sigfox, LoRa, BLE or
Wi-SUN.

Related work can be found in [6], [7]. For example, modified
3GPP channel models can be found in [6] (LTE indoor topology,
dynamic case), but used in a different context (smart home
environment) and looking only at fixed carrier frequency (3.5
GHz). Moreover, no comparison with the original 3GPP channel
models was provided in [6]. In [7], the authors compare the
3GPP Urban Microcell (UMi) and Urban Macrocell (UMa) with
the NYUSIM channel models for 5G wireless communications
and draw the conclusion that NYUSIM channel model is more
optimistic than the 3GPP ones, as it provides better spectral
efficiencies. Our work is complementary to the work in [7],
as we focus on a different 3GPP channel, namely the InH
channel.

To the best of the Authors’ knowledge, there is currently of
lack of research papers investigating the InH indoor channel
model of 3GPP under concrete case studies, such as industrial
environments. Our study here aims to address this gap.

II. 3GPP INDOOR HOTSPOT MODEL (INH)

The 3GPP InH model, as found in [5], defines the path losses
via a deterministic part (distance dependent) and a random part
(due to shadowing) and under two situations: i) Line of Sight
(LOS) and ii) Non Line of Sight (NLOS), by giving also the
LOS probability. The path loss, including shadowing, under
LOS case PLLOS is given by

PLLOS = 32.4 + 17.3 log10 (d3D) + 20 log10 (fc)
+ ξLOS

(1)

where d3D is the 3D distance between the access node and
the robot (given in meter), fc is the carrier frequency (given
in GHz) and ξLOS is the shadowing under LOS conditions,
modelled as a Gaussian variable of zero mean and standard
deviation σSFLOS

, and σSFLOS
= 3, 1m ≤ d3D ≤ 150m.



Similarly, the path loss, including shadowing, under NLOS
case PLNLOS is given by

PLNLOS = max(PLLOS , 38.3 log10(d3D)
+ 17.30 + 24.9 log10(fc)) + ξNLOS

(2)

where ξNLOS is the shadowing under NLOS conditions,
modelled as a Gaussian variable of zero mean and standard
deviation σSFNLOS

and σSFNLOS
= 8.03, 1m ≤ d3D ≤ 150m.

The LOS probability is defined under two cases:

1) Mixed indoor

PrLOS =
1, d2D ≤ 1.2m

e(−
d2D−1.2

4.7 ), 1.2m < d2D ≤ 6.5m

0.32e−
d2D−6.5

32.6 , 6.5m < d2D

(3)

2) Open indoor

PrLOS =
1, d2D ≤ 5m

e(−
d2D−5

70.8 ), 5m < d2D ≤ 49m

0.54e−
d2D−49

211.7 , 49m < d2D

(4)

Thus, in one d2D interval the path losses plus shadowing
PLInH under the 3GPP InH model are given by

PLInH =PrLOS(PLLOS + ξLOS)

+(1− PrLOS)(PLNLOS + ξNLOS)
(5)

III. 3GPP MODEL ANALYSIS

If we only consider the shadowing effect on the calculation
of InH path loss, in the context of 3GPP TR38.901 document,
we could derive the below form for the expected overall path
loss,

PL =

N∑
n=1

P (Pr
(n)
LOS |·)

[
Pr

(n)
LOS(PLLOS + ξLOS)

+ (1− Pr
(n)
LOS)(PLNLOS + ξNLOS)

] (6)

where P (Pr
(n)
LOS |·) is the n− th posterior given by the n− th

d2D segment in either the mixed office or the open office
scenario, Pr

(n)
LOS is PrLOS in the n− th d2D segment, N is

the total number of d2D segments in one scenario.
It is obvious that the overall path loss in eq. (6) follows

a Gaussian distributionPL ∼ N (µPL, σ
2
PL). The shadowing

ξLOS and ξNLOS are modelled as Gaussian variables, the
linear summation of Gaussian variables follows a Gaussian
distribution. The mean value (µPL) and variance value (σ2

PL)
are given as below,



µPL =

N∑
n=1

P (Pr
(n)
LOS |·)

[
Pr

(n)
LOSPLLOS

+ (1− Pr
(n)
LOS)PLNLOS

]
σ2
PL =

N∑
n=1

[
P (Pr

(n)
LOS |·)Pr

(n)
LOSσSFLOS

]2
+

[
P (Pr

(n)
LOS |·)(1− Pr

(n)
LOS)σSFNLOS

]2
(7)

A. Calculation of the posterior

The posterior in eq. (7) is determined by the segments, the
lower and upper bound of d2D and the distribution of robots.
In 3GPP TR38.901, the corresponding parameters are given,
we select relevant ones and present in Table I.

TABLE I
PARAMETERS OF INDOOR SCENARIOS

Parameters Indoor open office (mixed office)

Layout 120m× 50m× 3m

Hotspot antenna height 3m (ceiling)

Robot location height 1m

Min. hotspot-robot distance (d2D) 0m

Max. d3D distance 150m

Robot distribution (horizontal) uniform

We calculate the max(d2D) ≈ 149.9967(m), since in
the Table I it mentions that the robot follows the uniform
distribution horizontally, thus d2D ∼ U(0, 149.9967), now we
could derive the posterior as the below,

P (Pr
(n)
LOS |·) =

∫ d2

d1

1

149.9967
dd2D

(8)

where d1 and d2 are the lower and upper bound of d2D in one
segment respectively.

The value of posterior P (Pr
(n)
LOS |·) is given in the Table .

TABLE II
POSTERIOR P (Pr

(n)
LOS |·)

Posterior Value

Indoor Mixed office

P (d2D ≤ 1.2m) 0.008

P (1.2m < d2D ≤ 6.5m) 0.035

P (6.5m < d2D) 0.957

Indoor open office

P (d2D ≤ 5m) 0.033

P (5m < d2D ≤ 49m) 0.293

P (49m < d2D) 0.674



IV. INDUSTRIAL ENVIRONMENT CONSTRAINTS

The performance criteria regarding the (indoor) industrial
environments are typically related to the reliability of the
communications links, end-to-end latency, and workers safety.
In our simulations, we will focus on several communication-
related performance criteria, namely capacity and outage
probabilities. These summarize in Table III. An N/A values
means that the target criterion was not given in the considered
reference.

TABLE III
INDUSTRIAL (INDOOR) ENVIRONMENT TARGETS AND CONSTRAINTS

Reference Outage probabil-
ity constraint

SNR targets [dB] Capacity targets

[3] < 10−2 20 N/A

[8] < 10−2 −20 (LoRa) N/A
7 (Sigfox)

[9] N/A 4.5− 15 5 bits/s/Hz

[10] N/A 20 1 18.9 bits/s/Hz

[11] = 10−9 15− 20 N/A

V. LINK BUDGET, RECEIVER SENSITIVITY, OUTAGE
PROBABILITIES, AND CAPACITY

The received signal power PR is given by

PR = PT +GT − LT − PLInH +GR − LR, (9)

where PT is the transmit power, GT and GR are the antenna
gains at the transmitter and receiver sides, respectively, LT and
LR are the cable losses at the transmitter and receiver sides,
respectively, and the path loss PLInH is given by the eq. (5).

Assuming a receiver sensitivity PRmin
, the outage probability

pout is defined here as the probability that the received signal
strength from eq. (9) is smaller or equal to PRmin

, i.e.

pout = proba(PLInH ≥ PT +GT −LT +GR−LR−PRmin
)

(10)
The PLInH term is a randomly distributed variable, which
depends on the shadowing under LOS and NLOS conditions.
In addition, the SNR (in dB scale) is related to the received
signal power PR via

SNR = PR + 174− 10log10(BW )−NF (11)

where BW is the receiver bandwidth in Hz, NF is the receiver
noise figure (in dB), and PR is given in eq. (9). We remark that
some authors define the outage probability as the probability
that SNR falls below a certain threshold.

The data capacity or throughput C assuming an efficiency
η < 1 (typically between 0.4 and 0.7 [10]) with respect to the
Shannon capacity is given by

C = ηBW log2 (1 + SNR) (12)

with SNR given in eq. (11). Several examples of typical
receiver sensitivities PRmin for different chipsets and various
IoT technologies are shown in Table IV.

1It is the reference SNR in the MIMO system.

TABLE IV
RECEIVER SENSITIVITIES IN COMMERCIAL IOT CHIPSETS

Chipset IoT technology PRmin
[dBm]

Semtech SX1257 LoRa −142

Microchip
RN2483

LoRa −146

BP35A1 Wi-SUN −103

CC2541 BLE −90

CC2520 ZigBee −98

Telit LE51-868 S Sigfox −126

VI. SIMULATION RESULTS

This section focuses on path-loss-related results with 3GPP
InH models (open and mixed offices) for an LTE-like signal.
The main simulation parameters are shown in Table V.

A. Path loss versus 3D distance and carrier frequency

In this simulation scenario, we assume that the coordinate of
access node is (0, 0, 3) m and the height of robot is 1m. The
horizontal coordinate of robot is randomly generated under the
constrain d3D ≤ 150. The path loss is calculated according to
eq. (5), which considers both the LOS and NLOS cases.

Indoor mixed office
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Fig. 1. The path loss of InH mixed office and open office model. The result
is based on 1000 Monte Carlo runs.

Figure 1 shows that at equal carrier frequencies and 3D
distances, the indoor mixed office suffers higher path loss
compared to the indoor open office. In addition, the value of
path loss in indoor mixed office ascends faster than that in
indoor open office, along with either the carrier frequency or
the 3D distance. The maximum path losses at the considered
3D distances (i.e., maximum 150 m) of the indoor mixed office
and the indoor open office are close to 160 dB and 140 dB,
respectively.

B. Capacity versus 3D distance and carrier frequency

In this simulation scenario, we use the same settings as the
Section VI-A for some assumptions. Other assumptions are
given in the Table V.

The discussion of capacity falls into two cases. In the
simulation scenario of capacity versus carrier frequency, we
choose two 3D distances, namely 6.1347 meters and 50.7163
meters, in order to test the performance of InH indoor model



TABLE V
PARAMETERS OF THE CAPACITY SIMULATION

Parameters Value Value

LTE-like signal Downlink
case

Uplink case

Transmitted power PT (Pt) 43dBm 23dBm

Transmitter antenna gain GT (Gt) 18dBi 0dBi

Transmitter feeder loss LT (Lt) 4dB 0dBi

Receiver antenna gain GR(Gr) 0dBi 18dBi

Receiver feeder loss LR(Lr) 0dB 4dB

Receiver noise figure NFR(NFr) 7dB 5dB

Downlink bandwidth BW 2MHz 1MHz

Efficiency η 0.6 0.6

in the near and far area along with the carrier frequency. In
the simulation scenario of capacity versus 3D distance, we
choose two carrier frequencies, namely 4.48 GHz and 78.11
GHz, in order to test the performance of InH indoor model in
the cmWave and mmWave carrier along with the 3D distance.
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Fig. 2. Capacity versus the carrier frequency in both indoor mixed office and
open office scenarios. The result is based on 1000 Monte Carlo runs.

The capacity results from Fig. 2 show that a high capacity
above 18 bits/s/Hz, as targeted by some studies in Table III is
achievable mostly at sub-GHz carrier frequencies. The more
moderate target of 5 bits/s/Hz from Table III is achievable
at all carrier frequencies up to 100 GHz for the open office
InH model, but only at carrier frequencies below 50 GHz for
mixed office InH model. We also notice from Fig. 2 that the
open office InH model at small distances between the access
node and the robot is only about 1 bit/s/Hz worse than the free
space model.

In Fig. 3, likewise it indicates that the possibility of reaching
18 bits/s/Hz at high carrier frequency (i.e.,78.11GHz) does not
exist, no matter under what scenarios. Discussing the capacity
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Fig. 3. Capacity versus the 3-D distance in both indoor mixed office and
open office scenarios.The result is based on 1000 Monte Carlo runs.

from the angle of the 3D distance, we notice that high capacity
could only be achieved in the near area for both the open office
and mixed office InH models.

C. Outage probability

The rejection sampling method is applied as a numerical
approach to compute the outage probability. The results of
numerical approach are shown in Fig. 4. The figure is given
along with the carrier frequency, and the total Monte Carlo
runs are 100000 times. The sampling algorithm is given as
below,

Algorithm 1 Outage probability of a specific carrier frequency
Require: shadowing ξLOS and ξNLOS , link budget from

Table V, receiver sensitivity PRmin
from Table IV, carrier

frequency fc, iterations R.
1: Draw d

(i)
3D ∼ U(2, 150), set variable count = 1

2: for i = 1 : R do
3: Calculate path loss PLInH according to eq. (5)
4: if PLInH ≥ PT +GT −LT +GR−LR−PRmin

then
5: count = count+ 1
6: else
7: Continue to the next for loop
8: end if
9: end for

10: Outage probability pout =
count

R

The theoretic analysis of outage probability is provided as
well. In Section III, we mentioned that the path losses follow
Gaussian distribution when only the shadowing is considered.
The outage probability pout is then equivalent to 1−Φ(x−µPL

σPL
),

where Φ(·) denotes the cumulative distribution function (CDF)
of the standard normal distribution, x = PT + GT − LT +
GR−LR−PRmin

. The results of both theoretic and numerical
analysis are shown in Figs. 4.
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Fig. 4. Outage probability in −90 dBm sensitivity. In the simulation 100000
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one receiver sensitivity value applies in this simulation
scenario, namely −90dBm (BLE case of Table IV). At a high
receiver sensitivity (e.g., −146 dBm), we are able to reach
very low or zero outage probabilities with both 3GPP InH
channel models. At a lower receiver sensitivity ( e.g., −90
dBm, the lowest receiver sensitivity in Table IV), the 10−2

outage probability target of Table III are achieved at sub-GHz
carrier frequencies and frequencies below 3 GHz for both InH
models and both in uplink and downlink, and they are achieved
at carrier frequencies up to 100 GHz for the open-office InH
model in downlink case.

Remark 1: We would like to mention that the difference
of the results in the simulation and theory are mainly caused
by the number of Monte Carlo runs. The results of simulation
will eventually converge to the theoretic analysis, when the
number of Monte Carlo runs tends to the infinity. However, the
Monte Carlo method is very time-consuming, we could only
push the result of simulation as close to the theoretic results
as possible.

VII. CONCLUSIONS

This paper focused on the 3GPP indoor hotspot models
(mixed office and open office) in the context of indoor industrial
applications. We have compared the InH models between
them and with the free space model and we have looked
at the path losses, capacity, and outage probabilities achievable
under these models. We have also compared the achievable
figures with target values found in the literature and we have
observed that the industrial targets can be reached under an
open-office InH model at any carrier frequency, and under
a mixed-office InH model at sub-GHz or few GHz carrier
frequencies. For industrial applications in mm-waves bands
(i.e., carrier frequencies above 30 GHz) more research studies
are needed to improve the achievable capacity and outage
probabilities.
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Abstract—Future 5G networks will serve both terrestrial
and aerial users, thanks to their network slicing and flexible
numerology capabilities. The probability of Line-of-Sight (LoS)
propagation will be intuitively higher for aerial users than
for terrestrial users and this will provide a trade-off between
increased capacity and increased interference. Our paper analyzes
theoretically this trade-off and proposes solutions based on
downlink multi-antenna beamforming and joint optimization
of the signal-to-interference ratio of multiple aerial users. It is
shown that Multiple-Input-Single-Output solutions offer the most
convenient tradeoff between complexity and capacity /interference
performance. Simulation results are provided for mmWave bands
and low-altitude aerial vehicles.

Index Terms—autonomous aerial vehicles, drones, interference,
communication links, Signal-to-Interference Ratio (SIR), Multiple-
Input-Single-Output (MISO)

I. INTRODUCTION AND MOTIVATION

5G cellular communications have already become a re-
ality. The 5G network are meant to serve a multitude of
users /robots /devices and will offer a multitude of services,
thanks to the new paradigms introduced in 5G, such as
network slicing [1, 2, 3, 4], network virtualization [1, 5,
6], and Software-Defined Network (SDN) [7, 8]. Future 5G
wireless communications will serve not only terrestrial users,
but also aerial users, such as Unmanned Aerial Aircraft (UAV),
popularly known as drones, and other low-altitude aircraft
(e.g., flying taxis, flying emergency aircraft, crops surveillance
aircraft, etc.). The altitude’s effect on wireless communication
links is still not fully understood, especially when referring
to altitudes of few km. The low-altitude terminology used in
our title and in our work refers to aircraft altitudes up to 3
km, corresponding mostly to uncontrolled airspace, such as
U-space aerial space [9] and G-class users [10] in aviation
community.

Another differentiating factor between terrestrial and aerial
users /devices is the fact that there is an increased likelihood
of LoS connectivity between a terrestrial 5G Base Station (BS)
and an aerial user compared to the situation when the user
is on the ground. The increased LoS probability can increase
reliability of the wireless connectivity, by ensuring a better
Received Signal Strength (RSS) and a better Signal-to-Noise
Ratio (SNR) than in Non Line-of-Sight (NLoS) scenarios. At
the same time, it can also increase the amount of interference
from non-desired transmitters (i.e., transmitters which are not
transmitting useful information to the aerial user), and thus it
may decrease the Signal-to-Interference Ratio (SIR).

The tradeoff between increased RSS and increased interfer-
ence has been previously studied in the context of terrestrial
users, for example, in [11] for cooperative beamforming with
massive Multiple-Input Multiple-Output (mMIMO) solutions,
in [12] for full-duplex solutions in Cloud Radio Access
Networks (C-RAN), or in [13] for ultra dense terrestrial small
cell deployments. The interference for downlink transmissions
towards aerial users has been recently studied in [14] with
focus on UAVs with maximum altitude of 300 m.

Our paper novelty is two-folds, namely: i) we provide a SIR
model for aerial users with altitudes up to 3 km, extrapolating
the 3GPP aerial channel modeling which are currently limited
to 300m altitudes, and by including also cloud attenuation
modeling, under eight different scenarios and ii) we propose
an interference mitigation approach based on Multiple-Input
Single-Output (MISO) and MIMO solutions.

II. CHANNEL LOSS MODELING

Wireless channel losses between an aerial receiver and a
ground transmitter, including path losses and other atmospheric
losses, have a large influence on determining the achievable
SIR of the receivers. As we consider low-altitude vehicles with
an altitude of up to 3000 m, we consider several hypotheses:

1. above 300m altitude, we assume we have Free Space
Loss (FSL) and LoS condition. This hypothesis is based
on two observations:

a. [15] reported that above 504m, in near-urban and
sub-urban areas, the measurements of path loss at
L-band (i.e., 968MHz) and C-band (i.e., 5060MHz)
fit the free space loss well;

b. Rural Macrocell (RMa) and Urban Macrocell (UMa)
models in [16] converge to the free space loss model
at 300m altitude.

2. below 300m altitude, we use the model based on 3GPP
rural macrocell (RMa) and urban macrocell (UMa) channel
path-loss models [16]. In addition, according to 3GPP
channel models, above 40m and 100m altitude in rural
and urban, signals propagate purely in LoS condition,
while below these altitude values, we have a combination
of LoS and NLoS with probabilities defined in [16].

3. Signal attenuation due to propagation through clouds is
also included in our modeling for aerial users; our model
is based on ITU recommendations [17].



With these hypotheses in mind, the overall channel loss PL
(large-scale loss, in dB scale) is given by,

PL =


L3GPP + Lcl(dcl), hu ≤ 300

L3GPP
300 + 20 log10(

d

d300
) + +Lcl(dcl), hu > 300

(1)
where L3GPP is the 3GPP channel loss model in [16], Lcl(·)
is the clouds attenuation model in [17], dcl (in meter) is
the propagation distance within clouds, L3GPP

300 is a constant
calculated by the above mentioned 3GPP channel loss model at
300 m altitude, d300 (in meter) is the transmitter-receiver (T-R)
separation distance when the receiver is at 300 m altitude, d
(in meter) is the actual T-R separation distance, hu (in meter)
is the altitude of users. The above parameters are also depicted
in Fig. 1 for clarity purposes.

300 m

d

300d

cld

uh

Fig. 1: Example of the channel loss model for aerial users.

III. INTERFERENCE MODELS

Cellular networks have been traditionally optimized to offer
best performance to terrestrial users, e.g., by maximizing their
SIR. SIR maximization can come with an increase in the TX
power, and thus with an increase in the interference towards
other users sharing the same frequency bands. In particular,
such interference can be highly detrimental to aerial users,
which are more likely to be in LoS connections than terrestrial
ones. In order to model and analyze the interference, we will
focus on two cases:

1) Multiple transmitters (TX) and single receiver (RX),
i.e., the non-cooperative case. In this situation, each
RX aims at maximizing its own SIR independently, no
coordination of transmitters exists;

2) Multiple transmitters (TX) and multiple receivers (RX),
i.e., the cooperative case. The difference to the previous
case is that now, the designer is trying to maximize the
overall performance for all users (terrestrial and aerial),

by defining a properly chosen utility function which
depends on the individual SIR.

In addition to the two cases described above, we will also
consider the following four sub-cases:

i. Single-Input-Single-Output (SISO), i.e., omni-directional
antennas both at TX and RX side;

ii. Single-Input-Multiple-Output (SIMO), i.e., omni-
directional antenna at TX side and directional/multi-array
antenna at RX side;

iii. MISO, i.e., directional/multi-array antenna at TX side and
omni-directional antenna at RX side and

iv. MIMO, i.e., directional/multi-array antenna both at TX
and RX sides.

The research questions we ask next are:
• to what extent are aerial users more affected by interfer-

ence compared to terrestrial users, assuming that all other
conditions are unchanged?

• which of the four above-mentioned antenna sub-cases is
to be chosen by a designer who wants to achieve the best
trade-off between interference and SIR and what metric
is to be used for this?

A. Multiple TX and single RX

Let us consider first the non-cooperative scenario depicted in
Fig. 2a that consists of N transmitters (TX) and one receiver
(RX). The numbers of transmitters form a set denoted by
Ntx = {1, 2, 3, · · · , N}. We make the assumption that the
desired signal is from the k-th transmitter, while the other
N − 1 transmitters only cause interference. The numbers of
transmitters whose signals reach the receiver simultaneously is
a subset of the set Ntx; this subset is denoted by Kt and we
know that Ktx ⊆ Ntx. The SIR is defined as,

SIR =
Pr

Pin
(2)

where SIR is in linear scale, Pr is the received signal power (in
Watt) from the desired transmitter, Pin is the overall received
interference signal power (in Watt) from all interfering base
stations.

By slightly modifying the Friis formula, Pr yields to,

Pr = P
(k)
t G

(k)
t ξ

(k)
t G(k)

r ξrL
(k) (3)

where P
(k)
t is the transmitted signal power (in Watt) from

the k-th transmitter, G(k)
t is the k-th transmitter’s gain (linear

scale), ξ(k)t is the loss (linear scale) in the k-th transmitter,
G

(k)
r is the receiver gain (linear scale) when receiving signals

from the k-th transmitter, ξr is the loss (linear scale) in the
receiver, e.g., due to feeders, L(k) is the path-loss (linear scale)
of the channel between the k-th transmitter and the receiver.
The channel loss L(k) is proportional to the T-R separation
distance and the carrier signal frequency, according to the
selected path-loss channel model.

Similarly, the overall received interference signal power Pin

yields to,
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Fig. 2: Interference channels in multiple TX and one RX scenario.

Pin =
∑

i∈Ktx,i̸=k

P
(i)
t G

(i)
t ξ

(i)
t G(i)

r ξrL
(i) (4)

Under (3) and (4), (2) becomes,

SIR =
P

(k)
t G

(k)
t ξ

(k)
t G

(k)
r L(k)∑

i∈Ktx,i̸=k

P
(i)
t G

(i)
t ξ

(i)
t G(i)

r L(i)
(5)

the loss ξr in the receiver is treated as temporally and spatially
invariant hence can be cancelled, whereas the receiver gain
G

(i)
r varies in the multiple antennas system.
1) SISO: SISO refers to the case with an omni-directional

antenna at both the transmitter and receiver side. The SISO
system in multiple TX and single RX scenario is the benchmark
for the other cases considered in this paper. In the SISO system,
if we assume that the gain and loss in all the transmitters are
identical, the SIR in (5) is now,

SIRSISO =
P

(k)
t L(k)∑

i∈Ktx,i̸=k

P
(i)
t L(i)

(6)

Within a given dynamic range, the transmitted power Pt

typically has constraints (e.g., physical limitation of amplifiers,
domestic regulatory, economic considerations etc.), and thus
the channel loss L dominates the SIR.

2) MISO / SIMO: MISO refers to the case with multiple
antennas at the transmitter side and an omni-directional antenna
at the receiver side. SIMO refers to the case with an omni-
directional antenna at the transmitter side and multiple antennas
at the receiver side.

In the MISO system, if we assume that losses for all
transmitters are identical, the SIR in (5) transforms into,

SIRMISO =
P

(k)
t [L(k)]HG

(k)
t∑

i∈Ktx,i̸=k

P
(i)
t [L(i)]HG

(i)
t

(7)

where [·]H is Hermitian transpose, L(k) is nt × 1 channel loss
vector (linear scale) from the kth transmitter, G(k)

t is nt × 1
gain vector (linear scale) of the kth transmitter, nt denotes the
number of antennas in the transmitter.

In the SIMO system, if we assume the gain and loss in all
transmitters are identical, the SIR in (5) becomes,

SIRSIMO =
P

(k)
t [Gr]

HL(k)∑
i∈Ktx,i̸=k

P
(i)
t [Gr]

HL(i)
(8)

where Gr is the nr×1 gain vector (linear scale) of the receiver,
L(k) is nr × 1 channel loss vector (linear scale) from the k-th
transmitter with nr denoting the number of antennas at the
receiver.

3) MIMO: MIMO refers to the case with multiple antennas
at both the transmitter and receiver side. In the MIMO system,
if we assume the losses of all transmitters are identical, the
SIR in (5) is then,

SIRMIMO =
P

(k)
t [Gr]

HL(k)G
(k)
t∑

i∈Ktx,i̸=k

P
(i)
t [Gr]

HL(i)G
(i)
t

(9)

where L(k) is the nr × nt channel loss vector (linear scale)
from the k-th transmitter.

B. Multiple TX and multiple RX

Let us now consider the cooperative scenario shown in
Fig. 3 that consists of N transmitters (TX) and M receivers
(RX). In order to keep consistency of the notations used in
this paper, we define the numbers of transmitters as a set
Ntx = {1, 2, 3, · · · , N} and the numbers of receivers as a set
Mrx = {1, 2, 3, · · · ,M}. The desired signal is transmitted
from the k-th transmitter to the j-th receiver. The numbers
of transmitters whose signals reach the j-th receiver simul-
taneously is a subset of the set Ntx denoted by K(j)

tx with



K(j)
tx ⊆ Ntx. The numbers of receivers receiving signals at the

same time is a subset of the set Mrx denoted by Jrx with
Jrx ⊆ Mrx.
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Fig. 3: Illustration of a scenario with multiple TX and multiple
RX.

The SIR in (5) at j-th receiver is then,

SIR(j) =
P

(kj)
t G

(kj)
t ξ

(k)
t G

(kj)
r L(kj)∑

i∈K(j)
tx ,i̸=k

P
(ij)
t G

(ij)
t ξ

(i)
t G(ij)

r L(ij)
(10)

where P
(kj)
t is the transmitted power (in Watt) from the k-th

transmitter to the j-th receiver, G(kj)
t is the antenna gain (linear

scale) from the k-th transmitter to the j-th receiver, G(kj)
r is

the antenna gain (linear scale) of the j-th receiver, L(kj) is the
channel loss (linear scale) from the k-th transmitter to the j-th
receiver.

At a time instant, the SIR of all active receivers could be
represented by a set,

S = {SIR(j) : j ∈ Jrx} (11)

In order to analyze the overall performance of multiple
receivers scenarios, it is common to apply utility functions to
the above SIR set [18]. In this work, it is of interest minimize
the SIR for aerial users, i.e., to find first the minimum value
in the set S. Hence we define a utility function U as,

U : SIR(j) 7→ SIRmin,

SIR(j),SIRmin ∈ S,
U(SIR(j)) = min

j∈Jr

SIR(j).

(12)

Besides, for terrestrial users, weighted sum-rate as a utility
function is commonly used [18],

UWSR(SIR(j)) =
1

|S|
∑
j∈Jr

SIR(j) (13)

In this paper, since it is of our interest to investigate how
the aerial users are affected by the interference, the lowest SIR
of an aerial user needs to be above a certain threshold, we

select (12) as our metric to evaluate the level of interference
in multiple TX and multiple RX scenarios.

1) SISO: In the SISO system, if we assume that the gains
and losses of all the transmitters are identical, the SIR in (10)
becomes,

SIR
(j)
SISO =

P
(kj)
t L(kj)∑

i∈K(j)
tx ,i̸=k

P
(ij)
t L(ij)

(14)

2) MISO / SIMO: In the MISO system, if we assume that
the losses of all transmitters are identical, the SIR in (10) is
then,

SIR
(j)
MISO =

P
(kj)
t [L(kj)]HG

(kj)
t∑

i∈Ktx,i̸=k

P
(ij)
t [L(ij)]HG

(ij)
t

(15)

In the SIMO system, if we assume that the gains and losses
of all transmitters are identical, the SIR in (10) becomes,

SIR
(j)
SIMO =

P
(kj)
t [G

(kj)
r ]HL(kj)∑

i∈Ktx,i̸=k

P
(ij)
t [G(ij)

r ]HL(ij)
(16)

3) MIMO: In the MIMO system, if we assume that the losses
of all transmitters are identical, the SIR in (10) transforms to,

SIR
(j)
MIMO =

P
(kj)
t [G

(kj)
r ]HL(kj)G

(kj)
t∑

i∈Ktx,i̸=k

P
(ij)
t [G(ij)

r ]HL(ij)G
(ij)
t

(17)

IV. INTERFERENCE FOR AERIAL USERS

A. Aerial users vs terrestrial users

As we discussed in the introduction, on the one hand,
the desired signals received by aerial users undergo LoS
propagation, which means lower signal attenuation compared to
NLoS propagation for the same channel; on the other hand, the
interfering signals experience also LoS conditions, and thus are
subject to lower attenuation as well. In contrast, both desired
and the interfering signals likely experience a mixture of LoS
and NLoS loss for terrestrial users. Intuitively, it is difficult
to give a simple judgment, whether aerial users are more
vulnerable to the interference or not compared to terrestrial
users.

Using (6) and assuming that the transmitted power of all
transmitters is the same (i.e., no power control techniques are
applied) and that the T-R separation distance for both aerial
users and terrestrial users is the same, we numerically compare
SIR for terrestrial and aerial users.

Fig. 4 demonstrates the comparison of SIR for an aerial and
a terrestrial user. The considered carrier frequency is 30GHz,
the altitude of the aerial user is 150m, the altitude of the
terrestrial user is 2m, the height of all transmitters is 35m, the
T-R separation distance between the desired transmitter and the
respective user is 200m, the T-R separation distance between
the interfering transmitters and the user follows a uniform
distribution U(250, 5000) (in meter). Due to the relatively low
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Fig. 4: Comparisons of SIR for an aerial user (AU) and a
terrestrial user (TU).

altitude, the attenuation caused by clouds is not considered in
this evaluation.

Using (14), in addition to the assumptions made in Fig. 4,
we implement numerical analysis considering the attenuation
caused by clouds. Fig. 5 shows the comparison of SIR for three
aerial and three terrestrial users. The T-R separation distance
between the desired transmitter and three aerial and three
terrestrial users is 170, 200, 230 m respectively. The considered
attenuation caused by clouds is, under consideration of 0.5 g/m3

liquid water density, the ratio between the propagation distance
within clouds and the T-R separation distance which follows
a uniform distribution U(0, 0.5). The SIR shown in Fig. 5 is
under the utility function (12) for three aerial /terrestrial users.
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Fig. 5: Comparisons of SIR for 3 aerial users (AU) and 3
terrestrial users (TU).

Clearly, in both Fig. 4 and Fig. 5, the aerial users are more
vulnerable to interference than terrestrial users. Especially in
the urban area, the SIR of terrestrial users is at least 10 dB
higher than the SIR of aerial users.

V. MULTI-ANTENNA-BASED INTERFERENCE MITIGATION

Ideally, by applying multiple antenna systems (i.e., MISO,
SIMO, MIMO), the interference could be cancelled by appro-
priately using the null parts in the antenna radiation pattern.

However, a perfect cancellation of interference has very high
demands on the system, for example w.r.t. perfect beam
alignment. In wireless communications for aerial drones, it is
sensible to consider the aggregate interference to be small. For
example, in (7) the interference can be considered to be∑

i∈Ktx,i̸=k

P
(i)
t [L(i)]HG

(i)
t = ε (18)

where ε is a small positive number.
Utilization of multiple-antenna drone systems is considered

in the 5G standard. It is thus of interest to see how the
MISO/SIMO (i.e., considering the downlink as MISO scenario
and the uplink as SIMO scenario) system could mitigate
interference in wireless links for aerial drones.

Fig. 6: SIR of an aerial user (AU) applying a MISO system.

In Fig. 6, besides of considering a 8 × 8 URA (Uniform
Rectangular Array) in the transmitters, we used the same
parameters as in Fig. 4, while the misalignment of beams
is considered in Fig. 6. In comparison to Fig. 4, it can be seen
that the MISO system significantly suppresses the interference
in both RMa AU and UMa AU. For instance, for the case of
20 interference source transmitters, the MISO system improves
the SIR by around 10 dB compared to the SISO system.

In the future, considering the upcoming mmWave bands, it
is very promising to apply multiple-antenna systems on board
of drones. We also simulate the MIMO scenario to have an
idea how much the on-board multiple antenna system could
help to mitigate interference.

Comparing Fig. 7 with Fig. 6, we can observe that due to
4×4 URA on board, the SIR is generally improved by 2–3 dB.
However, the benefit of 2–3 dB in SIR performance is gained
at the cost of higher complexity for all aerial users’ on-board
communication systems.

VI. DESIGN RECOMMENDATIONS

Based on the presented results, the design recommendations
for using 5G to support communication data links for low-
altitude aerial vehicles can be summarized as follows:

• The use of antenna arrays at the base station (i.e., MISO
configuration) significantly reduces inference for the
signals of aerial users.



Fig. 7: SIR of an aerial user (AU) applying a MIMO system.

• The use of MIMO solutions will provide only a few dB
extra gain for the receiver compared to the MISO case, at
the cost of additional complexity due to the antenna arrays
needed on-board of the aircraft. Therefore, MISO solutions
are recommended as best tradeoff between complexity
and performance. In addition, as future 5G base stations
are to be equipped with multiple-antenna systems, MISO
solutions are fully feasible in the near term future.

VII. CONCLUSION

Future 5G networks have large potential in serving aerial
users. In contrast to terrestrial users, for which traditional
communication networks are optimized for, aerial users are
in LoS propagation conditions for most of the time (e.g.,
during cruising phase). Through numerical analysis, it has been
shown that aerial users are more vulnerable to interference
than terrestrial users. By applying a MISO /SIMO system (i.e.,
applying a multiple antenna system at the base station), a
large improvement in the mitigation of interference can been
achieved. The MIMO system does not bring too much extra
improvement compared to the MISO /SIMO system but largely
increases complexity of the on-board communication system.
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Abstract: Radio frequency fingerprinting (RFF) methods are becoming more and more popular
in the context of identifying genuine transmitters and distinguishing them from malicious or non-
authorized transmitters, such as spoofers and jammers. RFF approaches have been studied to a
moderate-to-great extent in the context of non-GNSS transmitters, such as WiFi, IoT, or cellular
transmitters, but they have not yet been addressed much in the context of GNSS transmitters. In
addition, the few RFF-related works in GNSS context are based on post-correlation or navigation
data and no author has yet addressed the RFF problem in GNSS with pre-correlation data. Moreover,
RFF methods in any of the three domains (pre-correlation, post-correlation, or navigation) are still
hard to be found in the context of GNSS. The goal of this paper was two-fold: first, to provide a
comprehensive survey of the RFF methods applicable in the GNSS context; and secondly, to propose
a novel RFF methodology for spoofing detection, with a focus on GNSS pre-correlation data, but
also applicable in a wider context. In order to support our proposed methodology, we qualitatively
investigated the capability of different methods to be used in the context of pre-correlation sampled
GNSS data, and we present a simulation-based example, under ideal noise conditions, of how the
feature down selection can be done. We are also pointing out which of the transmitter features are
likely to play the biggest roles in the RFF in GNSS, and which features are likely to fail in helping
RFF-based spoofing detection.

Keywords: global navigation satellite systems (GNSS); spoofing; radio frequency fingerprinting
(RFF); I/Q (pre-correlation) data; support vector machines (SVM); classifiers; feature extractors

1. State-of-The-Art-Review and Paper Contributions

The radio frequency fingerprinting (RFF) concept refers to the process of identifying
the hardware (HW) characteristic and HW-specific features or signatures embedded in the
radio frequency (RF) waves transmitted over a wireless channel [1–4]. In a strict sense, RFF
refers only to the transmitter-specific HW features. In a broader sense, the RFF process
has also been studied in the context of channel characteristics or features, typically in the
context of indoor positioning [5–8], as well as in the context of joint transmitter–receiver
identification [9]. In this paper, we adopted the first definition of RFF, namely that the
’features’ to be identified refer to HW specifics of a wireless transmitter. As a side note,
this RFF concept is also encountered in the research literature under the names of specific
emitter identification (SEI) or physical layer identification. The purpose of any RFF technique
is to identify genuine transmitters (or transceivers) and distinguish them from malicious
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ones. For example, the authors in [10] performed a thorough analysis of GPS signals using
a 30 m dish antenna, illustrating the evolution of the signal quality among the different
GPS satellite generations. The paper indirectly showed that with a sufficiently high gain
antenna, if the signal-to-noise ratio (SNR) is sufficiently improved, it is possible to identify
the specific GNSS signal transmitter.

Especially in the context of global navigation satellite systems (GNSS), intentional
interference such as jamming and spoofing has been on the rise in recent years and can have
significant adverse effects on the navigation performance of GNSS receivers, as discussed
for example in [11–15].

Future aviation applications, and in particular unmanned aerial vehicles (UAVs), will
increasingly rely on GNSS-based navigation and positioning solutions [14,15]. Safety-
critical applications, such as those from the aviation domain, require a high capability of
anti-spoofing and anti-jamming detection, or, in other words, a high identification accuracy
of genuine and malicious transmitters.

There are many authentication and anti-spoofing methods in GNSS which are not
based on RFF and such methods that have been widely studied in post-correlation, and
especially at navigation levels [11,16–19]. Recently, with the advent of RFF concepts in
many non-GNSS wireless communications and with increased capabilities of machine
learning (ML) approaches, the RFF solutions have also started to be considered in the
GNSS field; in particular, the research problem of whether RFF could work with raw
GNSS data, in the pre-correlation domain, before acquisition and tracking, remains an
unsolved problem. It is the purpose of this paper to shed more light on whether RFF
on pre-correlation GNSS data can work and which are the challenges and limitations in
this field. In order to address this research gap of how to apply the well-known radio
frequency fingerprinting and ML methods (to date widely used in other research fields)
in the context of GNSS receivers, we present here a comprehensive survey of RFF and
ML methods, discuss their applicability in the GNSS context, and we introduce a novel
methodology to deal with RFF in GNSS, by presenting equivalent block diagrams of the
genuine and non-genuine GNSS transmitters. We also give an initial glimpse of what kind
of transmitter features are the most important in the context of GNSS transmitters, based
on an in-house-made simulator, with Matlab and Python modules. We further summarize
the remaining challenges when dealing with realistic environments and point out a few
possible paths for future research in this challenging field.

A schematic block diagram of the three domains (pre-correlation, post-correlation, and
navigation) of a typical GNSS receiver is shown in Figure 1. The pre-correlation domain
refers to the data at the output of the Automatic Gain Converter (AGC) and Analog-to-
Digital Converter (ADC) shown in Figure 1, in other words, to the raw I/Q samples before
the acquisition stage of the GNSS receiver. These samples are typically received at a very
low signal-to-noise-ratio, but they can carry important information about the ’features’ of
the transmitter, as they are not yet smoothed or filtered with the correlation filters.
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Figure 1. The three domains of a typical GNSS receiver: pre-correlation; post-correlation; and
navigation domains.



Sensors 2021, 21, 3012 3 of 36

A good survey of anti-spoofing methods based on the post-correlation and navigation
data in GNSS can be found for example in [19]. However, no pre-correlation methods and
no RFF methods were addressed in there. Others surveys of anti-spoofing methods can be
found for example in our previous work in [11,20], where again only the post-correlation
and navigation anti-spoofing solutions were addressed. Feature-selection methods for
RFF based on the navigation domain of a GNSS signal have also been addressed in [21].
Surveys on the RFF methods are more difficult to find in the current literature, and they are
typically focused on non-GNSS signals, such as cellular, Internet of Things (IoT), or WiFi
signals [22–26].

As seen in the discussions above, there is still a lack of surveys of RFF methods for
GNSS transmitter authentication in the current literature, particularly on surveys of GNSS
authentication relying on pre-correlation signals. In this paper, we are addressing this
lack, via a comprehensive study of the literature in the past two decades, as well as via
theoretical insights and the preliminary analysis of algorithms. Our contributions are
as follows:

1. Offering a thorough survey of RFF methods applied with GNSS and non-GNSS
wireless data in the literature, and discussing which of these RFF methods have
potential in GNSS, and in particular in GNSS with pre-correlation data. Finding good
anti-spoofing methods based on pre-correlation GNSS data could have tremendous
benefits for the future GNSS receivers, by being able to detect and remove non-
genuine signals even before processing them further in the acquisition and tracking
loops. Our survey is unique in the current literature, as the RFF methods for GNSS
have to date not been widely investigated and there is a current lack of unified surveys
on this;

2. Proposing a step-by-step problem definition of RFF in the context of GNSS signals,
by delving in depth in the sources of possible transmitter hardware impairments,
and also discussing the possible channel and receiver–hardware impairments; this
problem decomposition into feature-by-feature investigation is also lacking from the
current GNSS literature, to the best of our knowledge;

3. Proposing a four-step generic RFF approach, consisting of: feature identification,
feature extraction, data pre-processing, and data classification. Classical ML and
transforms methods are used in this four-step methodology, but the four-step block
diagram is rather novel;

4. Presenting the mathematical models of different GNSS transmitter features, with a
particular emphasis of five main identified features, namely: the power amplifier
non-linearities, the digital-to-analog converters’ non-linearities, the phase noises of
the local oscillators, the I/Q imbalances, and the band-pass filtering at the edge of the
transmitter front-end; unified mathematical methods of the transmitter HW impair-
ments are not found in the current literature to the best of the authors’ knowledge;

5. Providing the equivalent transmitter block diagrams for GNSS and spoofers by
incorporating the aforementioned five hardware effects into the models;

6. Presenting an illustrative simulation-based analysis based under ideal conditions in
order to emphasize the impact of each HW feature on the RFF performance. Three
feature extractors to identify the transmitter HW impairments were used, namely
the kurtosis, the Teager–Kaiser energy operator (TKEO), and the spectrogram. The
classification accuracies given as examples are based on support vector machines
(SVM). Such a simplified analysis allows us to identify the strongest features among
the five considered ones and to point out the remaining challenges to overcome to
achieve the feasibility of RFF methods under more realistic GNSS scenarios;

7. Bringing in a qualitative discussion on the existing algorithms and providing a
roadmap towards further research on RFF in GNSS for interference detection and classification.

The rest of this paper is organized as follows: Section 2 presents the use case of a
spoofing attack on an on-board GNSS receiver and describes the various spoofing types
and anti-spoofing approaches existing in the literature. It also clarifies the fact that the focus
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of our paper is on pre-correlation approaches using the I/Q sample-level data as inputs,
but the proposed methodology and the identified feature extractors and classifiers can also
be applied in a broader sense, with post-correlation and navigation GNSS data, as well as
with non-GNSS data. Section 3 gives an overview of the main identified transmitter HW
impairments (i.e, ’features’), which can separate between genuine and spoofing transmitters
in RFF-based approaches. Section 4 presents the equivalent transmitter block diagrams for
GNSS and spoofer signals, by emphasizing the places in the transmission payload where
the various RF impairments can appear. This also shows the equivalent block diagram of
the whole transmitter–channel–receiver chain and discusses the additional impairments
that can be introduced by the channels and the receiver parts. Section 5 focuses on feature-
extractor transforms and presents various transforms which can be employed to determine
the underlying features in the received signal. Section 6 focuses on classification approaches
which can be used to identify the features, after the feature-extractor transform is applied.
Section 8 summarizes the main RFF solutions from the existing literature, applied on pre-
correlation signals, for both GNSS and non-GNSS signals. Section 9 discusses the methods
applicable to GNSS among those listed in Section 8 and offers a qualitative and comparative
view of such approaches. Finally, Section 10 summarizes the open challenges in this field
as well the further methodological steps to be under-taken for a designer implementing
RFF algorithms based on pre-correlation GNSS data.

2. Problem Definition and Use-Case Example

Most of the GNSS signals use the code-division multiple access (CDMA) technique,
with a received signal power around −160 dBW. This means that the received signals are
usually below the noise floor. For this reason, the direct observation of the signal is in
general not feasible, if not using extremely high gain antennas. Therefore, when applying
RF fingerprinting it is essential to evaluate the capability of the technique to operate at
low SNR.

A spoofing scenario is illustrated in Figure 2. In this example scenario, both the
drone-based spoofer and the GNSS target receiver (e.g., a civil aircraft such as a flying taxi
or a rescue helicopter) receive the broadcasting GNSS signals from satellites. During the
spoofing attack, the GNSS target receiver receives the spoofing signals from the spoofer as
well as together with the genuine GNSS signals from sky satellites and its task is to identify
and mitigate the spoofing interference for attaining optimal positioning performance.
Based on the GNSS signal received from the genuine satellites on sky, the spoofer is able to
create fake GNSS-like signals which it will broadcast in the air. There are many ways in
which a spoofer can generate a GNSS signal, as described below, whether these involve
simplistic, intermediate, and sophisticated attacks.

Figure 2 illustrates only one of the many possible scenarios one could imagine when
a GNSS receiver is spoofed by one or several malicious transmitters. More details about
spoofing classes and possible mitigation solutions are addressed below.

Spoofing attacks are typically split into three classes, described in detail in [11]:

• Simplistic spoofing attacks, such as those generated by a software defined radio (SDR)
GNSS generator connected to an antenna. In this type of attack, the GNSS transmitter
is not synchronized to the genuine GNSS satellites, which means that there are typi-
cally jumps in the carrier-to-noise ratios (CNR) and Doppler shifts measured at the
receiver and such spoofing attacks can be identified in the pseudorange domain via
various consistency checks algorithms, such as those described in [27–29];

• Intermediate spoofing attacks [30,31]: these are more complex than the simplistic attacks
as they combine a GNSS generator with a GNSS receiver and are able to align the
code-phase and synchronize the frequency with the signal transmitted from a genuine
GNSS satellite in the sky. A replay attack or a meaconing attack with a single receiver
(when the signal from a genuine GNSS satellite is captured and re-sent with a delay)
is an example of such an intermediate spoofing attack;
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• Sophisticated spoofing attacks [32]: these are the most complex spoofing attacks to
mitigate, as they are an extension of the intermediate spoofing attack, where the signals
received from multiple GNSS antennas (sometimes placed at different locations) are
modified (e.g., through random delays and Doppler shifts) and re-transmitted in a
combined manner, in such a way that the receiver is duped to believe the signals are
obtained from various genuine satellites.

GNSS receiver 
target

Drone spoofer

GNSS satellite GNSS satellite
GNSS satellite GNSS satellite

Spoofing

Figure 2. The illustration of a spoofer attacking scenario.

Spoofing attacks adversely affect the quality of positioning, navigation and timing
(PNT) services of GNSS receivers, by introducing errors in the estimated PVT. For example,
as shown in [31], an intermediate spoofer with a spoofer-to-signal ratio of 0 dB (i.e., equal
spoofer and GNSS signal power) introducing a code delay of 0.5 chips can deteriorate the
detection probability of the GNSS signal by 20% and with a code delay of only 0.25 chips,
the detection probability decreases with 75% (i.e., from 100% to 25%). The spoofing impact
on the good functionality of a GNSS receiver can be thus significant and it is of utmost
importance to devise counter-spoofing methods, especially in life-critical applications such
as aviation applications.

Current counter-spoofing methods can be classified into three main categories [11,33],
according to the three GNSS-receiver domains depicted in Figure 1:

• Pre-correlation link-level methods relying on signal samples before the acquisition stage,
i.e., on I/Q data. This is the case addressed in this paper. Such pre-correlation
anti-spoofing methods are still very rare in the literature;

• Post-correlation link-level methods relying on the despread signal, at the output of the
tracking stage for a single satellite. Examples can be found in [33,34] and they are out
of the scope of this paper;

• Navigation or system-level methods relying on the pseudorange signals coming from all
visible satellites. These are by far the most encountered anti-spoofing methods in the
current literature and a few examples can be found in [27–29] (they are also outside
the scope of this paper).

Our paper focuses on the pre-correlation spoofing identification approaches, taking as
the input the I/Q raw data (at sample level) and aiming to identify, based on RF finger-
printing approaches, whether the received signal comes from a genuine GNSS transmitter
or from a spoofing transmitter.

We are proposing a four-step methodology for the RFF-based pre-correlation spoof-
ing detection and transmitter identification, as listed below. Each of these four steps is
further detailed in Sections 3–6.
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1. Identification of relevant features—this step refers to first identifying the different
RF ’features’ created by the inherent hardware impairments in any transmitter. Several
such features will be subsequently described in Section 3;

2. Feature-extraction transform—this steps refers to choosing a suitable feature-extraction
transform to emphasize the selected features from the previous step. Several feature-
extraction transforms are addressed in Section 5;

3. Data pre-processing stage—this step refers to choosing the most suitable format of
saving the data at the output of the feature-extraction transform, namely as time-
stamped vector data, in matrix form, as an image of certain size and number of pixels,
etc. The data format selection will be influenced by the algorithms selected in the
feature-classification step, as subsequently described in Section 6, as well as by the
data type at the output of the feature-extraction step. For example, spectrogram-
type data are also easily stored in image form, while transforms such as kurtosis or
Teager–Kaiser are more suitable to be stored in a vector format;

4. Feature classification—this step refers to applying a selected classification methods,
such as based on analytically-derived thresholds or on machine learning algorithms
when training data are available, and classifying the received signal into ’genuine’
versus ’non-genuine/spoofer’ classes. Several feature classification approaches are
discussed in Section 6. A qualitative discussion is then provided in Section 9.

The workflow of an RFF algorithm based on the aforementioned four steps is illus-
trated in Figure 3.
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Figure 3. The proposed methodology for an RFF algorithm applied to GNSS pre-correlation
sampled data.

3. Transmitter Hardware Impairments or ‘RF Features’ Overview

A first step in building the equivalent block diagrams for a GNSS transmitter (genuine
or spoofer) was to identify the possible sources of hardware (HW) impairments at the
transmitter side for wideband-signal transmitters, based on works in [35–43] and ana-
lytical thinking. Five sources of HW impairments were identified in GNSS transmitters,
as follows:

1. Phase noise (PN): PN is unavoidable in any wireless transmitter, as it is introduced by
the transmitter clock instabilities; atomic clocks on-board genuine GNSS transmitters
are intuitively expected to have lower phase noise than the clock of spoofers and
other malicious transmitters [36–38]. PN models are discussed in Section 3.1;

2. Power amplifier (PA) non-linearities: non-linearities close to the saturation region
for PAs (and especially for high-power amplification needs as it is the case of GNSS
transmitters) can represent an important HW feature to distinguish between different
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transmitters. In addition to non-linearities, possible memory effects of the PA can
also create differentiating features at the transmitter. PA models are discussed in
Section 3.2;

3. I/Q imbalance: the I/Q imbalance in a transmitter is introduced in the translation of
the baseband signals to passband signals due to the facts that the phase shift is not
perfectly at 90◦ in the analogue domain and that the analogue gain is not perfectly
matched for I and Q components. I/Q imbalance models are discussed in Section 3.3;

4. Digital-to-analog converter (DAC) non-linearity: signal distortions are also possibly
produced by the non-linear DAC operation at each transmitter. DAC models are
discussed in Section 3.4;

5. Band-pass filter (BPF) passband and out-of-band ripples: the transmitter BPF filter
also puts its ’fingerprint’ on the transmitted signal and can act as a smoother of the
other HW features. BPF models are discussed in Section 3.5.

Each of these identified HW impairments is further detailed in the subsequent sub-
sections.

3.1. PN Models

Typically, the phase noises are random noises, modelled via random time waveforms
φ(t) and characterized by their power spectral density (PSD), denoted here via Sφ( f ).
A non-ideal local oscillator generating a waveform of amplitude A(t) at the oscillator
frequency fo outputs a signal x(t) of the form [35]:

x(t, fo) = A(t)cos
(
2π fot + φ(t)

)
(1)

The PSD of the PN is typically modelled via a power law noise [44,45]:

Sφ( f ) =
4

∑
nφ=0

knφ

4π2 f nφ
(2)

where f is the frequency, kφ is a constant parameter of the model and nφ = 0, . . . , 4 are the
summation parameters, defining the PN type, e.g., nφ ∈ {0, 2} corresponds to a white-noise
model (with 0 for additive white noise sources external to the oscillator and 2 for additive
white noise sources internal to the oscillator), nφ =∈ {1, 3} corresponds to a flicker PN
(i.e., 1 for flicker phase noise and 3 for flicker frequency noise), and nφ = 4 corresponds to
a random-walk PN.

The usually adopted model for GNSS signals is to ignore everything except the white-

noise PN model at nφ = 2 in eq. (2). In this case, the PN PSD is simplified to Sφ( f ) =
σ2

φ

4π2 f 2

with σ2
φ being the variance of the white noise [35]. Without a loss of generality, this white-

noise PN is also the model adopted in what follows. Nevertheless, extensions to other PN
PSDs are straightforward and can be easily incorporated in our model. An example of
another PN PSD model can be found for example in [46] where a combination of terms at
nφ = 0 and nφ = 2 was considered.

The on-board GNSS local oscillators are atomic clocks based on rubidium/cesium
clocks [37]. Typical spoofer local oscillators have lower stability than classical atomic
clocks and they rely on technologies such as oven-controlled crystal oscillator (OCXO) or
temperature-controlled crystal oscillator (TCXO). This can be modelled with a lower PN
variance σ2

φ for genuine GNSS transmitters than for spoofers.
A typical measure of the PN PSD is through the so-called Allan variance σ2

A(τ) given
by [47]

σ2
A(τ) =

8
(2π foτ)2

∫ ∞

0
Sφ( f )sin2(π f τ

)
d f (3)

Usually, it is very difficult to extract Sφ( f ) from Equation (3), and as discussed for
example in [47], there might be several Sφ( f ) functions matching the measured sigma2

A(τ).
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Nevertheless, for the purpose of RFF, we are not interested in measuring the exact Sφ( f ),
but we only consider it as one of the HW features at the transmitter, with the assumption
that the spoofer and the genuine GNSS transmitters have different PSDs Sφ( f ).

3.2. PA Non-Linearity Models

The power amplifier is an important element in the wireless communications system,
and its non-linearity behaviour varies from device to device. It is expected that PA non-
linearities can also be used as differentiating features between GNSS satellite transmitters
and spoofers or jammers, due to the fact the GNSS PAs are high-cost high power ampli-
fiers (HPA), such as solid state power amplifiers (SSPA) or a travel-wave tube amplifier
(TWTA) [39], while non-genuine GNSS transmitters typically have low-power amplifiers
(LPA) [40]. The highest PA power efficiency is achieved at the saturation point, where
heavy non-linearity occurs in all PA models [48].

There are typically two classes of models for PA non-linearities [49]: the memoryless
non-linear models and the non-linear models with linear memory. The memoryless non-
linear model of a system with input x(t) and output y(t) (assuming a continuous-time
model) is given by the Lth order polynomial:

y(t) =
L

∑
l=1

αl xl(t) (4)

where αl , l = 1, . . . , L is the lth coefficient of a PA non-linearity of order L. When the
wideband signals pass through the power amplifier, the bandwidth of signals is not negli-
gible compared with the inherent bandwidth of the amplifier, and therefore a frequency-
dependent behaviour occurs. This behaviour is called a memory effect. Regarding the
non-linear model with linear memory, the two most encountered models are the Wiener
model and the Hammerstein model, as described in [49]. We illustrated these two models
in Figure 4. The corresponding mathematical expressions (this time in the discrete-time
domain) are, respectively:

Wiener model:

yWiener(s) =
N

∑
n=0

cn

[
Q−1

∑
q=0

h(q)x(s− q)

]n

(5a)

Hammerstein model:

yHammerstein(s) =
Q−1

∑
q=0

h(q)

[
N

∑
n=0

cnxn(s− q)

]
(5b)

where s is the sample index (assuming the x(t) signal was sampled at a sampling rate
1/Ts, namely at t = s/Ts time instants), h(q) denotes the q-th coefficient of a finite im-
pulse response (FIR) filter, and cn denotes the nth order coefficient in the polynomial
memory model.

Due to the difficulties of estimating the coefficients for FIR filters in both the Wiener
and Hammerstein model, the memory polynomial [50] has become a popular model for
the behaviour of power amplifiers. The expression of MP is given by [50],

yMP(n) =
K−1

∑
k=0

M

∑
m=0

akmx(n−m)|x(n−m)|k (6)

where akm are the model parameters. In our work, we used the memory polynomial to
model PA in navigation payload with user-defined model parameters akm which were
considered different for each transmitter (i.e., satellite and spoofer transmitters).
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In order to maximize the power efficiency and the lifespan of the satellite payload,
the GNSS signals are usually designed to exhibit a (quasi) constant complex envelope.
For instance, this is achieved by including an inter-modulation product among the signal
components. For this reason, it is reasonable to expect that the PA non-linearities will not
significantly distort the genuine GNSS signals. This might not hold for many spoofing
signals, which may simplify the signal generation by only emulating some of the signal
components and/or omit the inter-modulation product. However, it shall be noted that a
spoofer usually needs to generate low-power levels, hence it is easier to ensure linearity
with LPA. The fact that the spoofer needs to transmit at a lower power than the GNSS
transmitters is due to the fact that spoofers are usually within the range of a few tens of
meters to a few km away from the GNSS receivers, while GNSS satellites are at more than
20,000 km away from the receivers.

Wiener model

FIR filter Polynomial

Linear dynamic Static nonlinear

x(s) z(s) y(s)

FIR filter Polynomial

Linear dynamic Static nonlinear

x(s) z(s) y(s)
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Figure 4. The block diagram for the Wiener model and Hammerstein model.

3.3. I/Q Imbalance Models

During the baseband-to-passband conversion, the I and Q components (xI(t) and
xQ(t)) at the transmitter can be modelled via [41,42]:

xI(t) = A(t)cos(2 ∗ pi ∗ fc) (7)

xQ(t) = gIQ A(t)sin(2 ∗ pi ∗ fc + φIQ)

where A(t) is the baseband amplitude, fc is the passband carrier frequency, gIQ is the I/Q
amplitude imbalance factor, also known as the gain imbalance factor [42] and measured
typically in dB, and φIQ is the I/Q phase imbalance factor, also known as quadrature
skew factor [42]. Above, the PN effect was ignored for clarity purposes. The imbalance
factors gIQ and φIQ are transmitter-dependent constants and it is expected that a genuine
GNSS transmitter would have lower absolute values |gIQ| and |φIQ| than a spoofer. For a
perfect transmitter, without any I/Q imbalance, one would have gIQ[dB] = 0 and φIQ = 0.
Imperfect transmitters have been studied for example in [42], based on multipurpose
universal software radio peripheral (USRP) as those that may be used by a Software
Defined radio (SDR) spoofer and values below 1 dB and below 8 degrees have been
estimated for |gIQ| and |φIQ| values, respectively.
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3.4. DAC Models

Based on [43], the DAC model is given by

y(t) = x(t) + xHQ(t) + xCM(t) + xVQ(t) (8)

where y(t) is the output continuous-time signal, x(t) is the input continuous-time signal
and the corresponding discrete-time form is x[n], xHQ(t) is the horizontal quantization
additive effect, xCM(t) is the clock additive effect, and xVQ(t) is the vertical quantization
additive effect. The horizontal quantization additive effect xHQ(t) is given by

xHQ(t) =
∞

∑
n=−∞

x[n]g
(

t− nTg

Tg

)
− x(t) (9)

where Tg is a constant generation period, g(t) is a unitary pulse function:

g(t) =

{
1, 0 ≤ t ≤ 1

0, elsewhere
(10)

The clock additive effect xCM(t) is:

xCM(t) =
∞

∑
n=−∞

x[n]hn(t− nTg) (11)

where hn(t) yields to:

hn(t) = −sign(∆n)g
(

t− nTg

∆n

)
+ sign(∆n+1)g

(
t− (n + 1)Tg

∆n+1

)
(12)

where ∆n is a time amount. For example, based on (10), g
( t

∆n

)
has a rising edge at time

instant zero and a falling edge at time instant ∆n. By assuming the nearest voltage level
that DAC could provide for x[n] is x̂[n], the vertical quantisation additive effect is:

xVQ(t) =
∞

∑
n=−∞

{
x̂[n]− x[n]

}
·
[

g
(

t− nTg

Tg

)
+ hn(t− nTg)

]
(13)

Here, we demonstrate two examples in Figure 5a,b to illustrate the effect of DAC in
different transmitters. These two examples are given for the in-phase components of the
signal. Clearly, the distortions existing in spoofer DAC are heavier than that in a genuine
GNSS transmitter.

0 200 400 600 800 1000
samples

-1

-0.5

0

0.5

1

Am
pl

itu
de

real component

(a) Signal after DAC in a genuine GNSS transmitter.
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(b) Signal after DAC in spoofer transmitter.

Figure 5. Examples of DAC characteristics at the transmitter, for a genuine (a) and a spoofer (b) transmitter.
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3.5. BPF Models

The band-pass filter (BPF) is equipped at transmitters to filter out undesired non-
central frequencies signals. In this work, we model BPF using a finite impulse response
(FIR) filter. A general form of an FIR filter output y[n] can be given by

y[n] = β0x[n] + β1x[n− 1] + · · ·+ βkx[n− k] + · · ·+ βKx[n− K] (14)

where βk is the kth impulse response, K is the order of the filter.
We use the window design method for the genuine GNSS transmitter BPF and the

least squares method for spoofer transmitter BPF. An example of BPFs used for a genuine
GNSS transmitter versus a spoofer transmitter is shown in Figures 6a,b, respectively. The
exact parameters of the filters used in the genuine GNSS transmitters are not known,
however, without loss of generality, the assumption here is that the passband and stop-
band ripples of a BPF for a genuine transmitter are smaller than those for the BPF of a
spoofer. This is expected to be more evident for spoofers based on SDR, which generally
include configurable BPFs.
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(a) An example of the magnitude response selected to model the BPF for the Galileo
navigation payload.
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(b) An example of the magnitude response of a band-pass filter for a spoofer transmitter.

Figure 6. Examples of characteristics of the band-pass filter at the transmitter for a genuine (a)
and spoofer (b) transmitter.

4. Equivalent Block Diagrams for GNSS and Spoofing Signals

Section 3 identified the main sources of the transmitter feature. This section will
present, to the best of our knowledge for the first time in the literature, two equivalent
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simplified models of a genuine GNSS transmitter and a spoofer GNSS transmitter, by
taking into account all five HW impairments identified and discussed in the previous
section. These equivalent models will serve as the bases for addressing RFF in the context
of GNSS, as they clearly identify the places of various HW features and point out situations
where the same type of feature (e.g., phase noise) can affect multiple blocks. In order
to build these equivalent transmitter block diagrams, we gathered information from the
Galileo standards and manufacturer brochures, e.g., as in [51] and from software-defined
radio GNSS transmitter sheets such as those in [52].

4.1. Equivalent Transmitter Block Diagrams

The equivalent block diagrams of a GNSS (e,g., Galileo) satellite transmitter and of
a spoofer GNSS transmitter are depicted in Figure 7a,b, respectively. These summariz-
ing block diagrams help in identifying at a glance the places where the different HW
impairments discussed in Section 3 appear. For example, phase noises can appear in
each of the transmitter blocks, such as the clock unit, Digital-to-Analog Converter (DAC),
up-conversion unit/mixer units and power amplifier. I/Q imbalances are typically only
present in the up-conversion unit/mixer units. Non-linearities can appear in the DAC
and PA units. Different blocks have different noise levels: for example, the phase noise
pn_s1 (s stands for satellite here) from the clock unit is not the same phase noise as in
the up-conversion unit (phase noise pn_s2), etc. Moreover, the phase noise pn_s1 from
the GNSS transmitter is different from the phase noise pn_i1 from spoofer (i stands for
interferer, here), and the same is valid for all the different transmitter ((s1, s2, s3, ...) and
spoofer (i1, i2, ...) features depicted in Figure 7a,b. The non-linearity nl_s1 effect in the
Galileo clock unit (Figure 7a) appeared due to the additional DAC units employed in the
Galileo clock unit [51]. Such additional DACs are, however, unlikely to be used in a spoofer,
and thus the local oscillator (LO) of a spoofer ( Figure 7b) does not exhibit additional
non-linearity effects.

The GNSS power amplifier is typically an HPA, while the spoofer power amplifier is
typically an LPA, as discussed in Section 3. The levels of various transmitter impairments
are not known for GNSS transmitters and need to be learnt via the RFF feature extractors
and classifiers discussed next, and based on training data. High-quality training data
would need GNSS samples at various sampling rates (i.e., corresponding to both low-end
and high-end receivers), for the duration of several milliseconds for each training sequence,
and typically thousands of training sequences for robust RFF results. This may represent
one of the main challenges or bottlenecks of RFF approaches at the pre-correlation level:
for example, 2 ms of data sampled at a moderate sampling rate of 24 Mbps has 24,000
complex-valued samples per each sequence in the training data. Assuming 1000 sequences
in the training database and data saved on 8-bit per real sample, this would require 0.48 GB
of data in each training sequence. The 2 ms of data pieces per training sequence was shown
as an example. We expect that several milliseconds of observations of I/Q raw data will be
needed. As a rule of thumb, GNSS signal acquisition is usually performed using at least
10 ms. The needed size for the training databases increases with the increased processing
time, with the increased sampling rate, and with the increased amount of sequences in the
training database. Through some of the feature-extraction methods discussed in Section 5,
one can reduce the dimensionality of the data, for example using images instead of matrices,
or applying principal component analysis (PCA) methods to reduce the data dimensionality.
More about PCA will be discussed in Section 6.
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(a) The equivalent cascade model of GNSS transmitter and distortions, based on [51].
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(b) The equivalent cascade model of spoofer transmitter and distortions, based on [52].

Figure 7. The diagrams of an equivalent model for GNSS and spoofer transmitter. In GNSS trans-
mitters, all distortions are indexed with s*; in a spoofer transmitter, all distortions are indexed
with i*.

4.2. Equivalent Block Diagram of the Full Transmitter-Channel-Receiver Chain

Figure 8 shows the equivalent full transmission chain of a generic system with N
genuine GNSS transmitters and M spoofers, N ≥ 1, M ≥ 1. Assuming that spoofers (if
more than one) are placed at different locations, the wireless channel experimented by each
of the genuine and non-genuine transmitters will exhibit different multipath and fading
profiles, as well as different noise levels. In this generic example, there will be N + M
different wireless channels, which can typically be assumed to be non-correlated. A typical
channel impulse response hi(t), i = 1, . . . N + M can be modelled via a tapped-delay line
with Li multipaths via

hi(t) =
Li

∑
l=1

αi,lδ(t− lτi,l) (15)

where αi,l are the complex channel coefficients of the l-th path of the i-th channel, and
τi,l are the multipath delays of the l-th path of the i-th channel. Above, δ(t) is the Dirac
pulse. Clearly, such a channel acts as a finite impulse response (FIR) filter which is likely to
smooth out some of the transmitter HW features.

A signal si(t), i = 1, . . . N + M originated from a genuine GNSS transmitter (i = 1, . . . N)
or from a spoofer (i = N + 1, . . . N + M) will reach the receiver antenna in the combined
form r(t):

r(t) =
N+M

∑
i=1

Li

∑
l=1

αi,lsi(t− lτi,l) + ηi(t) (16)

where ηi(t) is the additive noise corresponding to the i-th channel. Typically, ηi(t) is
modelled as the Gaussian noise of a zero mean and σ2

i variance, and the overall channel
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variance ∑N+M
i=1 σ2

i , as well as the transmitted signal power, which will determine the
carrier-to-noise ratio (CNR) at the receiver. The impact of the channel effects on the RFF
have been reported as either insignificant or as negative in the literature so far, meaning
that the transmitter features were either found to be invariant to the type of channel
(static versus fading, multipath versus single path, etc.) [53,54] or to adversely affect the
transmitter features, by smoothing them out [55]. However, very few studies, to the best
of our knowledge, addressed the impact of channel impairments on the RFF, and to date,
all have been performed in a non-GNSS context. For example, the studies on [53] were
done for WiFi signals, the studies in [54] were for Zigbee signals, and the studies in [55]
were for 3G cellular signals. Therefore, more simulation-based and measurement-based
experiments are needed in order to fully understand the channel effects on RFF in GNSS
and this remains one interesting research challenge.

1s1s
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1Ns +1Ns +

N Ms +N Ms +

1ch1ch

NchNch

1Nch +1Nch +

N Mch +N Mch +

GNSS
RX
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M M





Figure 8. The illustration of the EVM principle. The blue arrow denotes the transmitted symbol, the
yellow arrow denotes the received symbol, the blue arrow denotes the estimate, and the crimson
arrow denotes the estimation error.

Furthermore, the receiver from Figure 8 also has its own HW elements such as front-
end filtering, analog-to-digital (ADC) conversion, local oscillators, and power amplification,
and each of these elements will act as additional distortions to the individual transmitter
features, as they will be common to all signals si(t) found in the received signal r(t) (see
Equation (16)). As shown in [3], the same GNSS data from GNSS satellites collected with
two different antennas give different fingerprints. This means that, in order to be able
to fully identify a GNSS transmitter, one should be able to remove the receiver front-
end features from the analysis. For example, one could try to model the behaviour of a
certain type of receiver (e.g., USRP, commercial GNSS receiver) and a certain antenna type
(e.g., Talysman, Zenith, etc.) and try to compensate the fingerprint it produces via some
equalization-like functions. No such models exist in the current literature, according to
the best of our searches, and this also remains a topic of open investigation. Moreover, the
impact of the receiver sampling rate on RFF accuracy remains to be addressed in the GNSS
context. Some studies of the effect of quantization and sampling rates on RFF in the context
of non-GNSS signals can be found in [56] (for WiFi signals) and [57] (for BLE signals) and
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the current understanding is that, typically, higher sampling rates give better RFF accuracy.
Such findings are still to be confirmed in the GNSS context.

5. RF Feature Extractors

Section 3 gave an overview of the main RF features that a wireless transmitter can
have. The question addressed in this section is how to identify such features, or, more
precisely, what feature-extraction transforms T (·) are available from the literature.

5.1. Error Vector Magnitude (EVM)

The error vector magnitude is a time-domain transform that measures how far the
estimated symbols at the receiver side may deviate from the true symbols. I/Q imbalance,
thermal noise, in- and out-of-band leakage, and phase noise are all causes that can degrade
the EVM metric, thus EVM has the potential to be a good feature-extractor transform to
capture hardware impairments from the received signals.

In general, EVM is applied in the context of demodulated signals, as follows: let us
assume that a symbol x is transmitted, and that at the receiver, a symbol y is received. The
receiver estimates (e.g., via decoding process) the symbol x̂. Therefore, the estimation error
ε is: ε = x− x̂, as depicted in Figure 9. The EVM of the symbol x is defined as

EVMx , ‖ε‖2
‖x‖2

(17)

where ‖·‖2 is the Euclidian norm.

xy

x̂ ˆ= −ε x x

xy

x̂ ˆ= −ε x x

Figure 9. The illustration of EVM principle. The blue arrow denotes the transmitted symbol, the
yellow arrow denotes the received symbol, the blue arrow denotes the estimate, and the crimson
arrow denotes the estimation error.

When the input to the EVM transform is the I/Q sampled data, one can apply the
EVM as follows: x is a complex-valued sequence of an ideal GNSS signal (i.e., without any
distortions); it can be generated, for example, via a GNSS signal generator; x̂ is the received
signal (genuine or spoofer) at the I/Q level. Then, the EVM based on pre-correlation data
measures the discrepancy between an ideal GNSS signal and the received signal. Under
the hypothesis that the spoofer transmitter non-idealities will be further away from the
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ideal case x than the GNSS transmitter non-idealities, then the EVM of a genuine GNSS
signal is expected to be smaller than the EVM of a spoofer.

Figure 10a,b show two illustrative examples of EVM outputs for genuine GNSS
transmitter and spoofer, respectively (both using Galileo E1 signal specifications and based
on a software simulator built by us). The EVM results for the genuine Galileo E1 transmitter
and spoofer have visible differences, with EVM values for the spoofer being, on average,
slightly higher than those for the Galileo signal, as predicted by the theory. The examples
in Figure 10a,b are based on a very high CNR of 100 dB–Hz, for illustrative purposes. At
lower CNRs, such differences are no longer visible to the naked eye, but they still have
some potential to be captured by a machine learning algorithm, for example.

(a) EVM of genuine Galileo E1 transmitter. (b) EVM of spoofer transmitter.

Figure 10. Illustrative example of EVM applied on pre-correlation data, in the absence of channel
and receiver effects.

5.2. Kurtosis

Kurtosis is a measure of the Gaussian behaviour of a random variable and it is
defined as

Tkurtosis(r(n)) = E

((
r(n)− E(r(n))

std(r(n))

)4
)

(18)

where r(n) is the complex sampled signal (sampled at sampling times nTs, with Ts = 1/ fs
being the sampling interval, and fs the sampling frequency); E(·) is the expectation opera-
tor, and std()̇ is the standard deviation operator. For Gaussian-distributed sequences
r(n), Tkurtosis(r(n)) is close to level 3. For non-Gaussian distributed sequences, this
value is higher or larger than 3. Kurtosis was one of the feature extractors selected in
our simulations.

An example of a histogram for the kurtosis results of genuine GNSS transmitter and
spoofer is shown in Figure 11. The magenta line represents the threshold to differentiate the
spoofer from a genuine GNSS transmitter. It is typically expected that the received GNSS
signals in the pre-correlation domain are Gaussian (see blue histogram from Figure 11),
due to the fact that the pre-correlation data are dominated by the thermal noise. In the
presence of a strong spoofer, this Gaussian property may be lost, due to the fact that spoofer
power might become the dominant one.
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Figure 11. Example of the Galileo E1 and spoofer histograms when kurtosis is applied as a
feature extractor.

5.3. Teager–Kaiser Energy Operator (TKEO)

The Teager–Kaiser energy operator (TKEO) is a transform which can estimate the
instantaneous energy of a signal, and thus may uncover features that are distinguishable in
power or energy. The TKEO transform TTKEO of a complex signal r(n) is defined as [58]

TTKEO(n) = |r(n)|2 −
1
2

(
r∗(n + 1)r(n− 1) + r(n + 1)r∗(n− 1)

)
(19)

where r(n) is the complex sampled signal and r∗(n) is the conjugate of r(n).
TKEO has been previously used in the context of RFF in GNSS in [3] with promising

results. It is also one of the feature extractors selected in our study.

5.4. I/Q Data Spectrograms and Other Short-Time-Short-Frequency (STSF) Transforms

The short-time Fourier transform (STFT) TSTFT is simply a Fourier transform within
a window (i.e., short time); and the discrete STFT over a window of Nw samples of the
received signal r(·) is given by

TSTFT( f , m) =
Nw

∑
n=1

r(n)w(n−m)e−j2π f n (20)

where m is the time sample index, the r(n) is the complex sampled signal, containing the I
and Q components (r(n) = I(n) + jQ(n)), f is the frequency, and w(·) is a time window
(e.g., Hamming, Hannig, etc.). The spectrogram TSpectrogram is squared absolute value of
the STFT transform, namely:

TSpectrogram( f , m) = |TSTFT( f , m)|2 (21)

Clearly, TSpectrogram( f , m) and TSTFT are two-dimensional frequency-time transforms
and can be stored both as a matrix and in image form. We investigated both approaches
and found that by storing the spectrogram into an image form, we obtained more accurate
results than by operating with the matricial form.

Figure 12 shows the comparisons of spectrogram-based results between a genuine
Galileo E1 transmitter and a spoofer also based on Galileo E1 signal characteristics. The
results are based on our in-house Matlab-based simulator, based on the block diagrams
in Figure 7a,b and at a very high carrier-to-noise (CNR) ratio of 100 dB–Hz, in order



Sensors 2021, 21, 3012 18 of 36

to be able to also identify (for illustration purposes) the different HW features by the
naked eye. The results are shown in the absence of channel and receiver effects. It can
be seen in Figures 7a,b that there exist visible differences between these two images, e.g.,
the spectrogram of spoofer I/Q data has one extra line on the upper half of the image
compared to the spectrogram of the genuine Galileo I/Q data. The underlying models
of the HW features used in our simulator for the genuine and spoofer transmitters were
based on the assumptions that phase noises and I/Q imbalances were weaker for a genuine
signal than from the spoofer signal. The PA non-linearity models were based on [59], by
picking two different PA non-linearity models from there to characterize the spoofer and
the genuine GNSS transmitter.
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Figure 12. An example of spectrogram-based feature extraction. The left-hand figure is a spectrogram
of genuine GNSS (Galileo E1) transmitter, the right-hand figure is a spectrogram of spoofer (Galileo
E1) transmitter.

5.5. Wavelet Transforms

A wavelet transform decomposes an incoming signal into some ’coarse’ and ’fine’
coefficients, based on shifted and scaled versions of a so-called ’mother wavelet’ function.
Unlike the Fourier transform that cannot offer compact support in both the time and fre-
quency domains, a wavelet transform can offer a compact/bounded support in both tome-
and wavelet-domains. Wavelet transforms have been extensively used in watermarking
and image-processing applications, and have been reported to be able to identify ‘hid-
den’ features; thus, they look like relevant feature extractors for RF fingerprints. Wavelet
transforms, in the context of RF fingerprinting, have been previously used, for example
in [25,60,61]. The work in [25,60] was only focusing on narrowband signals, in contrast
to GNSS. The work in [61] used GNSS simulation-based signals, but only focused on a
few simplified transmitter HW impairments. While the work in [61] showed some limited
promising results with the discrete wavelet transforms in the context of RFF, our further in-
vestigations with more realistic transmitter models as described in Sections 3 and 4 did not
show any improvement by using a wavelet transform instead of a spectrogram. Wavelet
transforms have an increased complexity compared to other feature-extraction transforms
because they output two pairs of complex coefficients (the coarse and fine-approximation
coefficients); by distinction, for example, the spectrogram only has one complex output
sequence.

6. RF Feature Classifiers

Feature classification methods can be typically split into two main classes: (i) methods
based on thresholding or the direct sorting of the outputs of the feature extraction stage;
and (ii) methods based on machine learning (ML) classifiers. The second category was by
far the category most encountered in RF fingerprinting, as shown previously in Table 1.
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Table 1. Overview of state-of-the-art: RFF-related studies based on pre-correlation data, for wireless communications, and navigation applications.

Ref., Year Studied Signal Types Studied Algorithms Detection Performance
Metrics Given?

Using I/Q (or
Pre-Correlation Data)? Domain

[62], 2003 Bluetooth and WiFi Bayesian step detector of transients No Yes IoT

[63], 2006 Ethernet devices Matched filtering No No Cable networks

[60], 2007 Chipcon sensors at 433 MHz carrier DWT No Yes IoT

[64], 2008 WiFi Support vector machines (SVM) and CNN No Yes IoT

[65], 2009 QPSK and DQPSK modulated
narrowband signals Maximum likelihood classification No Yes IoT

[22], 2010 WiFi and 4G/LTE Analysis of variance (ANOVA) classification No Yes Cellular

[66], 2012 TDMA satellites with QPSK modulation SDA No Yes Satcomm

[48], 2014 16-APSK modulated narrowband signal Analytical study No No IoT

[67], 2015 UWB noise radar MDA Yes No Radar

[68], 2003 GNSS Allan deviation and time interval error Yes No GNSS

[24], 2017 nRF24LU1+ IoT devices at 2.4 GHz Permutation entropy (PE) and dispersion
entropy (DE) with SVM Yes Yes IoT

[69], 2017 GMSK-modulated narrowband signals Normalized PE No Yes IoT

[21], 2017 GNSS Allan deviation and time interval error Yes No GNSS

[56], 2017 WiFi Probabilistic neural network (PNN) classifier No Yes IoT

[70], 2018 GNSS Polarization vector with dual antennas No No GNSS

[71,72], 2019 Cellular signals Kurtosis No Yes Cellular

[25], 2019 GSM Continuous wavelet transform (CWT) and
CNN Yes Yes Cellular

[73], 2019 IoT amplifiers Linear discriminant analysis (LDA) Yes Yes IoT
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Table 1. Cont.

Ref., Year Studied Signal Types Studied Algorithms Detection Performance
Metrics Given?

Using I/Q (or
Pre-Correlation Data)? Domain

[74], 2019 AM-modulated signal CNN Yes Yes IoT

[75], 2019 QPSK-modulated narrowband signals Hilbert–Huang Transform (HHT) and CNN Yes Yes IoT

[76,77], 2020 ADS-B signals CNN Yes Yes Aviation
(surveillance)

[78], 2020 UAV controller SVM, random forest, neural networks Yes Yes Aviation (UAVs)

[79], 2020 ADS-B signals CNN, message structure aided attentional
convolution network (MSACN) Yes Yes Aviation

(surveillance)

[80], 2020 Wimax transmitters SVM Yes Yes IoT

[81], 2020 UAV transmitters Neural networks Yes Yes Aviation (UAVs)

[82], 2021 ZigBee signals Gaussian probabilistic LDA Yes Yes IoT
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6.1. Threshold-Based Classification

The threshold-based classification is also known as a traditional hypothesis testing
and can be implemented through well-known algorithms such as likelihood ratio testing
(LRT) or Gaussian likelihood ratio testing (GLRT) [83,84]. The traditional hypothesis testing
problem is a problem of distinguishing between two hypotheses, namelyH0 andH1:

{ H0 spoofer is absent
H1 spoofer is present

(22)

If the feature-extraction transform outputs scalar or vector values (instead of N-
dimensional matrices with N ≥ 2), a classification can be envisaged via a simple threshold,
for example, by comparing the scalar value or the vector statistics (mean, minimum,
maximum, median, etc.) to a certain pre-defined threshold. If the data are in N-dimensional
form, then LRT/GLRT methods with Gaussian multivariate modelling can be employed.

The challenging part in this approach is choosing a suitable threshold, when no a
priori knowledge about the genuine and spoofing signals is available. Such a threshold
can be determined based on theoretical assumptions (e.g., kurtosis transform is known
to be close to 3 for Gaussian-distributed variables) or by using an initial training base
with genuine and spoofing signals and derive a threshold based on the training database.
Another challenge in this threshold-based approach is that most of the transmitter features
are ’hidden’ and not distinguishable through classical hypothesis testing, as the probability
distribution functions ofH0 andH1 hypotheses from Equation (22) would overlap.

In our work, we used the optimal false alarm rate from ML-based classification to
calculate the detection rate. By comparing this detection rate with the optimal one from
ML-based classification, we evaluate the performance of the threshold-based method.

6.2. ML-Based Classification

Machine learning (ML) methods have been widely used in the literature as methods of
classification in RF fingerprinting approaches or for transmitter identification and authenti-
cation (see the references from Table 1). Typically, three main classes of ML approaches are
encountered, namely: unsupervised learning (k-means, fuzzy k-means, etc), supervised
learning (e.g., kNN, SVM, random forest, gradient boosting, etc.), and reinforcement learn-
ing (e.g., Markov decision processes, etc.). In addition, deep learning methods, such as
CNN, can be applied typically both in a supervised or unsupervised manner. The fact that
the data are not annotated or labelled in unsupervised approaches makes the unsupervised
approaches less useful than the supervised ones in the context of RFF, where one would
like to have the exact labels of the genuine transmitters. Moreover, reinforcement learning
methods are typically rather complex and rely on harnessing additional data from the
environment. They have not been studied yet in the context of RFF for GNSS to the best
of the authors’ knowledge and are highly unlikely to work with GNSS pre-correlation
data as their complexity combined with the huge amount of pre-correlation data to be
processed will be prohibitive. A recent, not yet peer-reviewed work on reinforcement
learning (i.e., a policy gradient method) with RFF for an ADALM-PLUTO software defined
radio (SDR) can be found in [85], but the focus in there was to apply reinforcement learning
to enhance the spoofer capabilities in the context of a quadrature phase shift keying (QPSK)
communication systems, not to identify the spoofer. For these reasons, only the supervised
and deep learning approaches have been investigated to date in the context of RFF and
these are also the ones we will briefly describe in the next sub-sections.

6.2.1. kNN Classifier

The kNN classifier is the most used classifier from the class of unsupervised ML
approaches. The principals behind it are simple: for every sample, it will look at the
k nearest neighbours, and the class of this sample will be determined by the class of
the majority in the nearest neighbours. Figure 13 presents an example when the nearest
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neighbours are three: the three nearest neighbours of a testing yellow dot are two red dots
and one blue dot, and as a result, the yellow dot is determined as a red class.

Figure 14a,b demonstrate the impact of a different number of nearest neighbours on
the boundary of two classes (a spoofer and a Galileo E1 signal). A large number of nearest
neighbours may lead to an over-fitting problem while an insufficient number of nearest
neighbours degrades the classification performance.

K=3

Belongs to red class

K=3

Belongs to red class

Figure 13. An example of KNN for three nearest neighbours.

(a) When nearest neighbours are three. (b) When nearest neighbours are 10.

Figure 14. An example based on Galileo E1 and spoofer simulated data: the first two principal
components of PCA of spectrogram images are classified by KNN under a different number of
nearest neighbours: 3 (left) and 10 (right).

6.2.2. SVM Classifier

As the problem we address here is a classification problem with two classes: spoofer
absent (orH0 hypothesis) versus spoofer present (orH1 hypothesis), the most encountered
ML classifier for a two-class problem is the support vector machine (SVM), as SVM is
designed to maximize the margin between classes in such a two-class case. The SVM
classifier could be versatile by using a kernel trick. Considering 2D points (x, y), here, we
list several popular kernels k(x, y):

• Linear kernel: k(x, y) = x · y;
• Polynomial kernel: k(x, y) = (x · y)d, d is the exponent;
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• Sigmoid kernel: k(x, y) = tanh ax · y + b, a > 0 and b < 0;

• Gaussian kernel (also known as an rbf kernel): k(x, y) = e
(
− ‖x−y‖2

2σ2

)
.

Typically, a Gaussian kernel takes best into account the irregular boundary in the
I/Q GNSS datasets. As the dimensions of raw I/Q data are typically huge, some forms of
dimensionality reduction can be typically employed. One such form is known under the
name of Principal components analysis (PCA).

PCA is a common method to pre-process data for the purpose of reducing the dimen-
sion of the target dataset before the classifications. The first few principal components
implies the most dominant features existing in the dataset, whilst using PCA is an effective
way to improve the classification performance.

For example, Figure 15 demonstrates the first 20th components in the spectrogram
images of a Galileo E1 and a spoofer (also based on Galileo E1 signal specifications),
respectively. The plots are shown for a very high CNR level (100 dB–Hz) for illustration
purposes. The PCA levels are clearly distinct in the two plots of Figure 15, pointing out
the fact that the various transmitter HW features can indeed differentiate between the
transmitter types to some extent by further processing via SVM for example.

Figure 15. Comparisons between the PCA results in spectrogram images of GNSS (left) and spoofer
(right). The values in the colour bar represent the amplitude levels of the PCA coefficients.

6.2.3. CNN Classifier

Convolutional neural networks (CNN), the most frequently encountered category of
deep learning classifiers, have been widely applied in image identification and pattern
recognition. Recently, CNN classifier has also started to be considered as a promising
method for the radio identification and RFF [86,87]. A general CNN consists of a combi-
nation of convolutional layers, pooling layers, and fully connected layers. This works as
the following:

1. The convolutional layer applies a convolution operation between the input signal
matrix and a filter (or kernel) (the input signals here are the signals that come to
the convolutional layer; the input does not necessarily mean the input data to the
beginning of neural networks). For example, Figure 16 considers a 5× 5 ‘input’ and a
3× 3 filter, the red rectangle selects the same size of data as the filter, then the selected
data have a convolution operation with the filter. The red rectangle moves after each
convolution operation until all the ‘input’ data experience the convolution operation
with the filter.

2. The pooling layer will reduce the number of parameters; it is essentially a sampling
method. The common pooling methods are max pooling, average pooling, and sum
pooling. Here, we provide an example of max pooling in Figure 17. Max pooling: it
chooses the largest number in the selected data.

3. The fully connected layer is the actual neural network, by using the activation function,
such as the sigmoid (or logistic function), we are able to label the outputs. A common
fully connected layer is made of three parts, the input layer, the hidden layer(s)
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(also refers to neurons), and the output layer. Figure 18 gives an example of a fully
connected neural network. The fully connected neural network can be composed of
multiple layers of fully connected neurons. Each layer can be followed by an activation
function, such as a relu, sigmoid, or logistic function. The output layer, the last layer
of the neural network, commonly uses a sigmoid activation function to assign the
probability to each possible class. Figure 18 gives an example of a fully connected
neural network.

Figure 16. An example of convolutional layer.

Figure 17. An example of max pooling.

Figure 18. An illustration of a fully connected neural network.

6.2.4. Other Approaches

Other approaches of ML-based classification less encountered in the context of RFF
are: linear discriminant analysis (LDA) [73,82], logistic regression (LR) [88], and random
forest [89].

LDA is usually used to separate two or more classes or to achieve dimensionality
reduction. The basic idea behind LDA is to find a projection of the input data such that
the separation of classes could be maximized. This method is limited, however, by the
condition that both input classes follow normal distributions. LR usually works with
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classes characterized by linear features and it is not well suited to non-linear features as
those created by power amplifiers and digital-to-analog converters. The studies in [88],
applied in the non-GNSS context, also showed that the SVM outperforms LR. The random
forest algorithm is one kind of decision tree used in the classifications, which implements
the ’if-then-else’ logic in order to classify samples. The random forest algorithms are
more complex than simple decision-tree algorithms and their complexity is prohibitive
complexity for GNSS pre-correlation samples.

7. Simulation-Based Example and Feature Down Selection

An in-house-based simulator was built based on Matlab 2020b version and Python
3.7.5. The Matlab modules were used to generate I/Q samples based on a GNSS and a
spoofer model, each having five types of transmitter features: PA non-linearities, DAC
non-linearities, I/Q imbalance, phase noises, and BPF. The parameters of genuine GNSS
transmitters are typically not available in open access, as they are protected via IPR. In the
absence of such GNSS exact parameters for these HW features, we adopted various models
from the literature. For example, the PA non-linearities were modelled according to [59],
and the phase noise existing in the clock unit and up-conversion unit was modelled accord-
ing to [90]. Details on the parameters used in our simulator are given in Table 2. In order to
mimic the characteristics of a sophisticated spoofer, the phase noise of the local oscillator in
the spoofer was modelled according to [52], a high-end software-defined radio designed for
GNSS signal transmitting and receiving. A simplified model was used for classifying one
genuine GNSS transmitter versus one spoofer transmitting GNSS-like signals. As the main
goal was to study the feasibility of RFF in the context of GNSS, an ideal, almost noise-free
case was considered with a carrier-to-noise ratio (CNR) C/N0 = 100 dBHz. While the
noise-free approach is not realistic in real-life scenarios, the purpose here was to show if
there is any potential of RFF with pre-correlation GNSS data and to identify which HW
features are likely to best differentiate between different transmitters.

A two-millisecond observation window of Galileo E1 band signals was used in the
examples shown in this section. In order to deal better with smaller C/N0 levels that the
ideal case considered here, one could consider the increase in the observation window.
However, the simulation times and the complexity of RFF processing would also increase.
Under a different randomness seed, we generated 2000 matrices (or images) of genuine
GNSS signals and spoofer signals, respectively (thus a total of 4000 inputs to the ML
algorithm). Furthermore, the 4000 data inputs were randomly split into 80% of training
data and 20% of test data. Such matrices (or images) were the outputs of three considered
feature-extraction transforms, namely applied kurtosis, TKEO and spectrogram, applied
on the 2 ms observation interval of the raw signal sampled at a very high sampling rate
of 491 MHz. Such a high sampling rate was needed in our model because we adopted
a quasi-RF model, in order to model the clocks’ non-idealities. The feature-extraction
transforms were selected based on the discussions in Section 5, in order to enhance the
capability of differentiating genuine GNSS signals from spoofer signals. An SVM classifier,
from the scikit-learn library, together with a radial-basis-function kernel was implemented
in Python to perform the classification. The grid search method was used to provide the
optimized classification results and 100-fold cross-validation on the training dataset were
employed to guarantee the convergence of the results.

The results of the classification are presented via the confusion-matrix metric. Figure 19
illustrates the definition of the confusion matrix used in our work.

In our simulator, each feature can be active or inactive, making the simulator flexible
to be able to down select or identify the ’strongest’ features, as well as their overall impact
when they act jointly (as in a realistic transmission scenario). Figure 20 shows the confusion-
matrix results, first when all features are combined, and then feature-by-feature, in order
to be able to identify which features have a strong impact on RFF and which a have weak
or no impact. One very interesting result based on Figure 20 is that, even at a 100 dB–Hz
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carrier-to-noise ratio, both the phase-noise and DAC-non-linearity features fail to provide
differences between the two classes (spoofer present versus genuine Galileo signal present).

Moreover, as seen in Figure 20, the band-pass filter effects can only provide moderate
differentiation between the spoofer and GNSS. These results, at a large degree, imply that
the phase noise and DAC non-linearity are ’weak’ features in the GNSS RFF context, while
PA and I/Q imbalance, as well as BPF to some extent, are ’strong’ features. This is also
qualitatively illustrated in the next section.

Table 2. Parameters in simulation.

Parameters Value

Observation interval (ms) 2

Galileo band E1

Intermediate frequency (MHz) 61.38

Maximum Doppler shift (kHz) 5

TX filter bandwidth (MHz) 100

Parameters Used in Genuine GNSS Simulator

DAC phase noise Frequency offset (Hz) Level (dBc/Hz)

1 −90

DAC non-linearity y = x− 0.0038x|x|2

Clock unit phase noise

Frequency offset (Hz) Level (dBc/Hz)

1 −95

10 −125

100 −135

Clock unit non-linearity Ignored

Up-conversion unit phase noise

Frequency offset (Hz) Level (dBc/Hz)

1 −50

10 −70

100 −95

Up-conversion unit I/Q imbalance Amplitude (dB) Degree

1 3

Band-pass filter See Figure 6a

Parameters Used in Spoofer Simulator

DAC phase noise

Frequency offset (Hz) Level (dBc/Hz)

10 −50

100 −70

500 −85

DAC non-linearity y = x− 0.05x|x|2

LO phase noise

Frequency offset (Hz) Level (dBc/Hz)

1 −80

10 −110

100 −135

Mixer I/Q imbalance Amplitude (dB) Degree

3 5

Band-pass filter See Figure 6b
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Figure 19. The illustration for normalized confusion matrix. FN is short for false negative rate, FP is
short for false positive rate, TN is short for a true negative rate, TP is short for a true positive rate.
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(b) The confusion matrix for phase noise feature.
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(c) The confusion matrix for I/Q imbalance feature.

Figure 20. Count.
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no…spoofer spoofer
Predicted

no…spoofer

spoofer

Ac
tu

al

100.00% 0.00%

0.00% 100.00%

kurtosis

no…spoofer spoofer
Predicted

99.94% 0.06%

0.01% 99.99%

TKEO

no…spoofer spoofer
Predicted

100.00% 0.00%

0.03% 99.97%

spg

0.0

0.2

0.4

0.6

0.8

1.0

(e) The confusion matrix for power amplifier feature.
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(f) The confusion matrix for band-pass filter feature.

Figure 20. The confusion matrix of a 1 versus 1 scenario under 100 dB-Hz CNR.

8. Comparative Summary of Pre-Correlation RFF Methods in Existing Literature

Table 1 gives a concise survey of main RFF-related studies in the recent literature, by
specifying the wireless system under investigation, as well as the main algorithms used for
feature detection and classification in those RFF approaches. As seen in Table 1 most of the
research work dedicated to RFF has to date been for non-GNSS signals. Moreover, as clearly
seen from the last column in Table 1, RFF in the aviation context has been receiving more
and more attention in the last two years, e.g., focusing on automatic dependent surveillance-
broadcast (ADS-B) surveillance signals and on UAV transmitters and controllers. Table 1
shows that a wide variety of classifiers have to date been investigated in the literature
in the context of RFF: from a discrete wavelet transform (DWT) and continuous wavelet
transform (CWT) to various neural networks, such as convolutional neural networks
(CNN), probabilistic neural networks (PNN) and other machine learning algorithms,
such as support vector machines (SVM), subclass discriminant analysis (SDA), multiple
discriminant analysis (MDA), or permutation-entropy (PE)-based approaches.

Unlike the typical narrowband terrestrial signals typically studied to date with RFF
techniques (see Table 1), the GNSS signals are wideband and continuously transmitted,
and hence do not exhibit strong transients to be used as differentiating factors. This
means that, for GNSS signals, one should go deeper into the transmitter hardware char-
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acteristics and detect the possibly differentiating features between spoofers and genuine
GNSS transmitters.

9. Qualitative Discussion and Open Challenges

Based on our literature research and the preliminary theoretical analysis, Table 3
shows a suitability analysis of various combinations of feature-extraction transforms and
classifiers for four selected classifiers and five selected feature-extraction transforms. The
suitability analysis took into account both the expected performance and the complexity of
the algorithm.

Table 3. Preliminary analysis on the suitability of various feature-extraction transforms for vari-
ous classification methods (+ = low , ++ = medium, +++ = high) in the context of pre-correlation
GNSS data.

Classifier Type
Feature Extraction Transform

EVM Kurtosis TKEO SpectrogramCWT DWT

Classification via kNN + + + + + +

Classification via SVM + ++ + +++ + ++

Classification via CNN + + + +++ + +

Classification via
Thresholding + +++ + + + +

The most promising combinations, based on our preliminary analysis, are the kurtosis
and thresholding combination, and the spectrogram and SVM combination. Potential good
results may also be expected, based on a current literature search and theoretical analysis,
from kurtosis and SVM combination, as shown in Table 3. Further simulation-based and
measurement-based analysis is necessary to validate these findings and this remains a
topic of future research. The methodology presented in this paper can serve as a basis for
also studying other possible combinations of feature-extraction transforms and classifiers.

Table 4 also discusses the expected impact of various features of the transmitter HW
on the accuracy of the results. The analysis is based on the theoretical insights from the
mathematical models presented in Section 3. It is expected that the PA non-linearity,
the phase noises and the I/Q imbalances are the strongest differentiating features of the
transmitter HW impairments, while the DAC non-linearities are expected to have little
or no impact upon the classification performance (as differences between the GNSS and
spoofer DAC non-linearities are not expected to be high). The band-pass filter (BPF) at
the end of the transmission chain is, however, expected to have a negative impact upon
the ability to differentiate among various features, because it is acting as a smoother (or
high-frequency removing unit). In practice, an RFF algorithm would, most likely, not be
able to distinguish between each individual transmitter feature and would treat all effects
jointly. Based on sufficiently large databases, it is expected that the positive-impact effects
from Table 4 will be predominant compared to the zero- and negative-impact effects.

Table 4. Preliminary analysis on the impact of various hardware features upon the capacity to
distinguish between transmitters, based on Section 7: 0 = no impact, + = positive impact (i.e., can
increase the RFF accuracy).

Transmitter Features

Phase Noise I/Q
Imbalance

DAC
Non-Linearity

PA
Non-Linearity BPF

Impact 0 + 0 + +
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10. Conclusions and Roadmap Ahead

This paper presented a survey of RFF methods for spoofing mitigation in GNSS
receivers. While the survey of methods and the methodology presented in here can be
generally applied also in a non-GNSS context, the focus in our paper has been on GNSS
pre-correlation data, as the pre-correlation anti-spoofing methods are still rare in the
current literature.

A four-step methodological approach has been proposed in Section 2, by breaking
down the RFF problem into several parts: the effects (or features) occurring at the trans-
mitter side, the channel effects, and the receiver effects. We identified the main sources of
possible hardware imperfections (i.e., features) at the transmitter side and we introduced
in Section 3 detailed mathematical models for the identified HW impairments for GNSS
transmitters. It has also been shown that such HW features are best identified with the
help of various feature-extraction time-domain or frequency-domain transforms. Some
of the most encountered feature-extraction transforms in the current literature were dis-
cussed in Section 5. We also surveyed the literature to identify classification algorithms
useful in the context of RFF. Several classification methods, both via thresholding and via
machine learning algorithms, were addressed in Section 6. Section 8 provided a qualitative
comparison of approaches suitable for GNSS pre-correlation data, based on our literature
survey, theoretical modelling, and preliminary simulation-based observations. It is to be
emphasized that such RFF algorithms need to be further tested via measurement-based
data for understanding their full capacity in a realistic environment, but one of the main
take-away points of our research has been that the transmitter HW imperfections do have
the possibility to act as differentiating features between spoofers and genuine transmitters
if proper combinations of feature-extraction transform and classifiers are found. Our focus
has been on the transmitter HW features, but we also discussed the possible effects of
the wireless channels and the hardware blocks at the receiver side. To sum up, several
challenges remain for the roadmap ahead:

• Addressing the impact of the signal mixtures from signals from various satellites and
various frequency bands: typically, the received signal is a mixture of all satellites
visible in the sky at the considered moment, and possibly, of one or several spoofing
signals. One approach to look at a single signal at a time would be to first despread
each signal from each identified pseudo-random code, and then apply successive
or parallel interference cancellation methods to identify each signal, one by one.
The errors in the estimation of the signals from various satellites would, of course,
affect the quality of the re-constructed signal, and possibly, the accuracy of the RFF-
based classification. Another approach would be to create huge training databases
with all possible mixtures of satellites in the sky and to use those databases in the
classification process;

• Evaluating and mitigating the impact of channel multipath and fading effects: each
wireless channel (from satellite or spoofer) has its own random signature, determined
by the multipath delays, Doppler spreads, and fading effects. As these effects are
random in nature, they will, most likely, not provide additional ’features’, but will
have a negative impact on the strength of the transmitter features. The effect of the
wireless channels upon the RFF algorithms can be further investigated via simulation-
or measurement-based approaches and it remains a topic of future investigation;

• Understanding the impact of the receiver HW features upon the RFF methods: while
the same receiver is capturing either genuine GNSS signals or a mixture of genuine
signals and spoofer(s), and thus the same receiver effects are present in both situations
(spoofer present or spoofer absent), the receiver also has local oscillators, ADC and fil-
ter blocks, etc., and each of them can introduce additional phase noises, non-linearities
and I/Q imbalances. Intuitively, such effects will have a negative impact upon the clas-
sification accuracy compared to an ideal receiver (without any HW imperfections), but
such effects need to be further analysed based on measurements or simulated data.
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• Dealing with the negative impact of high noise levels on RFF performance, especially
when dealing with low-power signals such as those in the pre-correlation domain:
GNSS signals in urban scenarios, such as GNSS receivers on-board of drones flying
through tall buildings, can be received at relatively low CNRs, and these low CNRs
are likely to act as smoothers of the transmitter features, to the point of fading them
out. It remains an open research question what the CNR threshold is above which the
RFF methods with pre-correlation GNSS samples are likely to work;

• Validating through real-field measurements the promising RFF performance for au-
thenticating GNSS signals.

One of the main contributions of our paper was presenting a step-by-step methodolog-
ical approach proposed to be adopted for a designer wishing to build an RFF algorithm in
a GNSS receiver. The identified transmitter HW features are likely to be reflected not only
in the pre-correlation data (illustrated in our examples through the paper), but also in the
post-correlation and navigation domains, thus our four-step methodology also paves the
road towards more advanced RFF GNSS processing in all three domains (pre-correlation,
post-correlation, and navigation), with a future aim to offer robust and hybrid anti-spoofing
solutions. An additional contribution of this paper has been to present an ample survey of
existing RFF methods in the literature used with both GNSS and non-GNSS signals and
already showing promising results. As described in this last section, several challenges are
still to be overcome towards the success of RFF methods, especially when relying on the
low-power GNSS I/Q raw data. It is our belief that this survey bridges the missing gap
between the RFF studies in the non-GNSS context and the anti-spoofing methods studied to
date only at the post-correlation and navigation levels in the GNSS context. It is our intent
that this paper sheds new light on how to approach an RF fingerprinting process to identify
hidden transmitter features, by first decomposing the problem into the relevant transmitter
features and then by selecting the most suitable pair of feature-extraction transform and
classifier algorithm in order to classify the transmitters according to their features or HW
impairments. While many challenges still remain in the RFF GNSS research field, it is also
the authors’ belief, based on our understanding of the research problem, that by combin-
ing various authentication methods, at different levels (pre-correlation, post-correlation,
and navigation levels), one is more likely to obtain good results than by using a single
authentication method. The simulation-based results presented here are only for some
selected illustrative parameters and are useful in the context of down selecting the most
important HW features of a GNSS transmitter. We saw that, even under ideal conditions
such as 100 dBHz carrier-to-noise ratio, the phase noise and the DAC nonlinearities are
not differentiating features, while P non-linearities, I/Q imbalances, and band-pass filters
carry the potential of being good RF ’fingerprints’. For the sake of a reduced complexity
of simulations, the observation window used in our simulations was of 2 ms. Further
investigative studies at a lower C/N0 than 100 dBHz should also increase the observation
windows, in order to deal better with the high noise level typical in the pre-correlation
domains. The equivalent block diagrams and the methodological approach presented
here, as well as the initial pre-selection of relevant features and feature extractors can also
serve the basis towards further studies in the post-correlation domain, where the noise
levels are significantly lower than in the pre-correlation domain, especially for the long
post-detection integration times.
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Abbreviations
The following abbreviations are used in this manuscript:

ADC Analog-to-Digital Converter
AGC Automatic Gain Control
ANOVA Analysis of Variance
APSK Amplitude and Phase Shift Keying (modulation)
BLE Bluetooth Low Energy
BPF Band-Pass filter
BPSK Binary Phase Shift Keying (modulation)
CDMA Code Division Multiple Access
CNR Carrier-to-Noise Ratio
CNN Convolutional Neural Networks
CWT Continuous Wavelet Transform
DAC Digital-to-Analog Converter
DE Dispersion Entropy
DQPSK Differential Quadrature Phase Shift Keying (modulation)
DWT Discrete Wavelet Transform
ESA European Space Agency
ESTEC European Space Research and Technology Centre
GNSS Global Navigation Satellite System
GPS Global Positioning System
GLRT Gaussian Likelihood Ratio Test
FE Front-End
FIR Finite Impulse Response
GNSS Global Navigation Satellite System
GSM Global System for Mobile Communications
HHT Hilbert–Huang Transform
HW Hardware
IoT Internet of Things
I/Q In-Phase /Quadrature
LDA Linear Discriminat Analysis
LPA Low Power Amplifier
LO Local Oscilator
LRT Likelihood Ratio Test
LTE Long-Term Evoloution
MDA Multiple Discriminant Analysis
MSACN Message Structure Aided Attentional Convolution Network
OXCO Oven Controlled Crystal Oscillator
PA Power Amplifier
PCA Principal Component Analysis
PE Permutation Entropy
PN Phase Noise
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PNN Probabilistic Neural Networks
PSD Power Spectral Density
QPSK Quadrature Phase Shift Keying (modulation)
RF Radio Frequency
RFF Radio Frequency Fingerprinting
SDR Software Defined Radio
SNR Signal-to-Noise Ratio
SVM Support Vector Machines
SW Software
TCXO Temperature Controlled Crystal Oscillator
TDMA Time Division Multiple Access
TKEO Teager–Kaiser Energy Operator
UAV Unmanned Aerial Vehicles
USRP Universal Software Radio Peripheral
UWB Ultra Wide-Band
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Abstract—Radio Frequency fingerprinting (RFF) methods are
gaining popularity as physical-layer identification or authenti-
cation methods in various navigation and communication ap-
plications. Traditionally, RFF has been used in terrestrial com-
munications to identify the genuine transmitters from spoofers
and jammers. In recent literature, RFF has gained attention
also in the context of satellite navigation and Low Earth Orbit
(LEO) satellite communications, though this research area is still
in an incipient phase. RFF studies in the context of satellite
transmitters (or transceivers) are typically hindered by the chal-
lenges in acquiring high-quality raw measurement data. In this
paper, we analyze via RFF methods, in both pre-correlation and
post-correlation domain, the raw GNSS data collected at three
locations: Tampere (Finland), Nottingham (UK), and Nuremberg
(Germany). The datasets for the first two scenarios have been
collected by the authors, while the third dataset is available
in open access. We show that we are able to reach average
classification probabilities of spoofer versus GNSS up to 99.99%
(i.e., Nuremberg measurements) with pre-correlation data and up
to 87.72% (i.e., Nottingham measurements) with post-correlation
data. We also discuss the challenges and limitations of RFF in
the context of GNSS.

Index Terms—Radio Frequency Fingerprinting (RFF), Global
Navigation Satellite Systems (GNSS), Machine Learning (ML),
Support Vector Machines (SVM).

I. INTRODUCTION AND MOTIVATION

In a broad sense, the Radio Frequency Fingerprinting (RFF)
methods refer to a set of methods based on machine learning
(ML) techniques and using the patterns or hidden features of
the received signals in order to identify, classify, or estimate
various parameters [1]–[4]. Such parameters can refer to the
transmitter characteristics (e.g., RFF here may refer to the
problem of identifying genuine transmitters from spoofers or
other interferer, based on transmitter hardware features), to
the channel characteristics (e.g., RFF here may refer to the
task of identifying a certain time-space location based on
wireless channel features), or to the receiver characteristics
(e.g., RFF here may refer to the problem of identifying
a receiver type, based on the receiver hardware features).
Typically, the transmitter, channel, and receiver effects cannot
be separated and they are analyzed jointly based on the
received signal, for one or several of the above-mentioned
purposes, i.e., transmitter identification/classification, space-
time localization, or receiver identification/classification.

The research problem addressed in this paper falls within the
area of using RFF for transmitter identification/classification,
or, more specifically, we address the problem of detecting a
spoofer from a genuine Global Navigation Satellite System
(GNSS) transmitter, through the processing of received sig-
nal samples in pre-correlation and post-correlation domains,
respectively.

Our previous work in [3] has addressed the similar prob-
lem of spoofer detection in GNSS based only on pre-
correlation In-Phase/Quadrature (I/Q) GNSS raw data and
relying fully on simulation-based results. In [3] we modeled
five transmitter impairments in a Galileo GNSS and a spoofing
GNSS transmitter, namely: phase noises, power amplifier
non-linearities, I/Q imbalance, Digital-to-Analog Converter
(DAC) non-linearities, and transmitter Band-Pass Filter (BPF)
features. Under the assumptions of very low channel noise
over an Additive White Gaussian Noise (AWGN) channel with
carrier-to-noise ratios (C/N0) of 100 dB-Hz, we showed in [3]
a simulation-based classification accuracy with Support Vector
Machines (SVMs) of up to 100% when all the five transmitter
features are taken into account in a joint manner. We also
showed in [3] that not all individual transmitter features carried
an equal role in the RFF performance. In particular, the
transmitter features with the strongest impact proved to be
the power-amplifier non-linearities, the I/Q imbalance, and the
transmitter BPF. One of the main limitations in the work in [3]
has been the fact that it relied fully on simulated models,
with high C/N0 profiles. Therefore, this paper extends the
work in [3] by focusing on real-life measurements of Global
Positioning System (GPS) data with realistic channels, having
a C/N0 around 35 − 45 dB-Hz. We are also looking in this
paper at both pre-correlation and post-correlation approaches.
In a measurement-based approach, the individual weights of
each transmitter feature cannot be distinguished from each
other and only the global effect can be investigated. We have
selected three different scenarios, based on two GPS-and-
spoofer datasets collected by the Authors in Nottingham, UK
and Tampere, FIN, respectively, as well as on an open-access
GPS-and-spoofer dataset collected in Fraunhofer, DE [5].

With respect to related work to this research, RFF approach
in the GNSS context has been poorly addressed in the lit-
erature so far. The authors in [6] investigated the spoofer



detection with simulated GPS data and an SVM classifier and
obtained a classification accuracy about 84% (computed as the
complement of their reported false rejection rate values). No
validation based on measurement data was provided in [6]. The
work in [7] is a combined a simulation-based and Universal
Software Radio Platform (USRP)-based RFF work with GPS
C/A signals. The authors generated a GPS signal in a lab,
by using a USRP with customized RF module, and applied
a k-means clustering for signal classification. However, no
statistical results were provided in [7], only a feasibility study
was done, showing visually that RFF has some potential in
GNSS context.

While the studies in [6] and [7] focused on the GPS
pre-correlation data, the authors in [8] relied on the post-
correlation and navigation data and made the analyses on
measurement datasets from Texas Spoofing Test Battery
(TEXTBAT) data. An SVM classifier with Principal Com-
ponent Analysis (PCA) was applied on datasets containing
C/N0 measurements and early-late phase measurements in
post-correlation domain. Moderate-to-high classification accu-
racies up to 92.3% were obtained. No pre-correlation stud-
ies were included in [8] and their overall accuracy figures
were much better than the results based on the confusion
matrix figures that showed maximum class accuracies below
60%. Our results are to be expressed in Section IV terms
of confusion matrix accuracy and we will show that one
can achieve better classification results than in [8] based
on pre-correlation data, and moderately lower classification
results based on post-correlation data. In our paper, the pre-
correlation data is used in conjunction with a spectrogram-
based feature-extraction method, followed by SVM with PCA
as the dimension-reduction tool. Such pre-correlation data can
only identify the sate whether a spoofer is present or not,
but it cannot identify the spoofer itself, since all the pre-
correlation data is merged from all visible satellites at I/Q
level. The classification accuracy with post-correlation data
decreases, because in post-correlation domain, the receiver has
already despread the pseudo-random codes from each signal
present (genuine GNSS satellite or spoofer), and thus there is
more burden in the classifier to be able to identify correctly
each signal in the mixture. In addition, the despreading process
needed to access the post-correlation data acts as a smoother
of RF features, and thus some RFF information may be lost.
We will also propose an algorithmic flowchart of combining
pre-correlation and post-correlation findings.

The rest of the paper is organized as follows: Section II
looks back the RF fingerprinting techniques in GNSS, and
brings up our understanding of a generic transmitter for GNSS
signals broadcasting purpose, as well as the development of
methodology dealing with the RF fingerprinting in GNSS.
Section III describes thoroughly the measurement campaigns
in Nottingham, Nuremberg, and Tampere, and an example
of the hardware setup is provided. Section IV starts with a
flow chart of RF fingerprinting based anti-spoofing Position,
Velocity, and Time (PVT) solution, and, then, it presents the
pre- and post-correlation classification accuracies based on the

three measurement datasets. Section V concludes the current
work, emphasizes the open challenges and limitations in RFF
for GNSS, and discusses the way forward.

II. RF FINGERPRINTING IN GNSS

Following the literature searches, e.g., [3], [9], [10], and
general understanding of the GNSS transmitter functionalities,
a generic diagram of a GNSS transmitter is depicted in Fig. 1.
This block diagram allows us to have a close look at the
differences in terms of possible hardware impairments (or ‘RF
features’) between a GNSS satellite and a GNSS spoofer.

To begin with, the clock unit shown in Fig. 1 is typically
a combination of multiple atomic clocks on-board of a GNSS
satellite; for example, rubidium atomic frequency standards
and passive hydrogen masers are typically used. At the same
time, the typical GNSS spoofers do not have the budget
for expensive atomic clocks; for example, an over C10000
USRP RIO 2954R uses an Oven Controlled Crystal Oscillator
(OCXO).

Clock unit

Signal generator

Digital-to-analog
converter

Frequency generation
and up-conversion

High-power amplifier

Clock
reference

Band-pass
filter

antenna

Fig. 1: A generic diagram of a transmitter for GNSS signals,
valid for both satellites and spoofers. The differences stay in
the hardware characteristics of each of the illustrated blocks.
The red arrows indicate the signals do not carry extra features
from the previous unit; the blue arrows imply that the signals
carry extra features from the previous unit.

Also, as illustrated in Fig. 1, the digital-to-analog converter
(DAC) unit is present in both the genuine and spoofer GNSS
signal transmitters. However, the DAC in GNSS satellites
very likely shows different hardware characteristics of non-
linearity and phase noises than a common spoofer. In the up-
conversion process, GNSS satellites could attain a lower level
of phase noises and I/Q imbalances than a spoofer. The high
power amplifier (HPA) in GNSS satellites usually promises
better linearity and less frequency-dependent variations than a
common power amplifier used in a spoofer. As for the band-
pass filter (see Fig. 1), a flat response of desired band signals
and steep cut-off are achievable in GNSS satellites, but less
steep cut-off ranges are achievable in a spoofer. These aspects
of hardware differences existing in satellites and spoofer set
the ground of RF fingerprinting in GNSS as they create unique
transmitter hardware features for each transmitter.

In this paper, we develop a methodology to tackle the RF
fingerprinting in GNSS as illustrated in Fig. 2. The possible
factors leading to RF fingerprints (or RF features) are listed
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Fig. 2: The methodology of this work.

in the diagram in Fig. 2. Such ‘features’ are basically present
over the whole transmitter-channel-receiver chain, but the
differentiating features between a GNSS and a spoofer are
mainly coming from the transmitter side. In the channel part,
we emphasize that multipath effects may occur for both GNSS
signals and spoofer signals, whereas the atmospheric effects,
e.g., ionospheric effect, only exist in the GNSS signals, unless
we may have a high-altitude spoofer, e.g., a spoofer installed
on a Low Earth Orbit (LEO) satellite, which is extremely rare
to the best of the Authors’ knowledge. The receiver ‘features’
are common to both spoofer and GNSS received signals, as
the receiver captures a mixture of both signal types (genuine
and, possibly spoofer signals). Therefore, the receiver features
(such as filtering and analog-to-digital converter) are likely to
act as ‘smoothers’ of the relevant RF fingerprints.

Our models assume that two categories can be present,
namely ‘no-spoofer’ and ‘spoofer-present’ categories. As a
benchmark case, we also consider the ‘spoofer-only’ case,
as a sub-category ‘spoofer-present’ class. This ‘spoofer-only’
case is a theoretical possibility, not realistic in practice, but
which can be verified in laboratory settings and can be used
for training the ML-based classification algorithms as well
as for providing benchmark results. In the ’spoofer-present’
class, both the genuine GNSS signals and spoofer signals are
present, while in the ’spoofer-only’ class, we assume that only
the spoofer signals are present (e.g., as generated by a GNSS
signal generator in lab conditions).

A conceptual ‘classifier’ block, consisting of a feature-
extraction transform and a machine learning method, as
shown in Fig. 2, is employed to distinguish between the

above-mentioned two categories (‘no-spoofer’ versus ‘spoofer-
present’). The purpose of a feature-extraction transform, de-
tailed also in our previous work in [3], is to enhance the
possible differentiating features between spoofers and genuine
GNSS signals, before feeding the data into the classifier.
Various feature-extraction transforms have been studied in
the literature in various contexts, such as in the context
of Bluetooth [11], Internet of Things (IoT) communications
[12], Radio Frequency Identification (RFID) [13], Automatic
Dependent Surveillance-Broadcast (ADS-B) [14], Unmanned
Aerial Vehicle (UAV) data [15], or WiFi [14], [16]. In [3],
we have investigated several feature-extraction transforms and
have selected the most relevant ones in GNSS context, as
described below. As GNSS signals are not packet-based sig-
nals, the feature-extraction transforms which rely on transients
in the signal, such as transient windowing [12], or preamble
based [15] are not suitable. However, various time-frequency
transforms have shown to be suitable with GNSS signals.

One can apply the feature-extraction transforms at different
parts of the receiver chain. We focus on two domains in
here, namely the pre-correlation domain (using directly the
I/Q samples at the Analog-to-Digital converter (ADC) output)
and the post-correlation domain (using the correlation-
output samples, after the time-frequency-domain correlation
is performed with the reference pseudorandom code). The
types of the possible feature-extraction transforms are domain
dependent.

For example, in the pre-correlation stage, I/Q raw sam-
ples are available, and transforms such as short-time-short-
frequency (STSF), discrete wavelet transform (DWT), kurto-



sis, spectrogram, or Teager-Kaiser energy operator (TKEO)
can be applied as feature-extraction methods. The mathemati-
cal forms of these transforms can be found in our previous
work [3]. In here we have selected only the spectrogram,
kurtosis, TKEO, and DWT, as the most promising ones among
those previously investigated. In the post-correlation stage, the
outputs of time-frequency correlation are available for each
satellite (as correlation is performed with all reference codes of
the satellites on sky). Therefore, the post-correlation methods
could, in theory, identify not only if a spoofer is present,
but also which of the identified satellite signals is coming
from a spoofer. Such as distinction cannot be made with pre-
correlation data; based on pre-correlation data, the classifier
can only state if the spoofer is present or not in the received
I/Q samples. In the post-correlation domain, the correlator
itself plays the role of a feature-extraction transform, thus no
additional feature-extraction transforms are applied.

For both GNSS (here a GPS C/A signal coming from
satellites on the sky at the moment of the measurements,
details in section III) and spoofer signals, examples of pre-
and post-correlation feature-extraction outputs are shown in
Fig. 3. In the pre-correlation domain, we present the outputs
of spectrogram as an example, while in the post-correlation
domain we present the output of the time-frequency correlator
block, centered along the maximum peak. These examples
are from the measurements in Tampere. Fig. 3 shows that
the hardware features specific to GPS and spoofing signals
are hard to be distinguished with naked eye; yet, as we will
show in Section IV, there are intrinsic features which can be
classified with a ML classifier such as SVM.

III. MEASUREMENT CAMPAIGNS AND
MEASUREMENT-DATA DESCRIPTION

Two measurement campaigns were conducted by the Au-
thors in Nottingham, UK and Tampere, Finland, respectively.
In addition, we also used a measurement dataset available in
open access [5] and collected from Nuremberg, Germany. All
measurements were recorded in L1 band for GPS C/A signals.

In the measurements performed in Nottingham and Tam-
pere, three scenarios were recorded, namely the clear-sky
GNSS signals, Spirent/spectracom-based spoofer signals, and
GNSS-and-spoofer mixture signals. In the Nuremberg mea-
surements, we only have two scenarios available, namely the
clear-sky GNSS signals and Spirent-based spoofer signals.

In the measurements we conducted in Tampere, a Spectra-
com GSG-64 GNSS signal generator was used to act as the
spoofer, Tallysman TW3972 was our roof antenna to receive
GPS signals, and an USRP RIO 2954R was used as the
receiver, for the collection of I/Q samples. In the Nottingham
and Nuremberg measurements, the Spirent signal generator
was used as the spoofer.

We used a carrier-to-noise ratio estimator in Fig. 4 to
estimate each C/N0 of signals contained per measurement.
The C/N0 estimator is adapted from [17], where IP , Qp and
QN are in-phase components, quadrature components, and
noise samples, respectively. To be more specific, QN samples

(a) GNSS spectrogram (b) spoofer spectrogram

(c) GNSS post-correlation (d) spoofer post-correlation

Fig. 3: Feature extraction examples in pre- and post-correlation
of GNSS and spoofer signals based on Tampere measure-
ments. a) GPS pre-correlation data, spectrogram; b) Spoofer
pre-correlation data, spectrogram; c) Time-frequency post-
correlation data (centered around the correlation peak), GPS
signal; c) Time-frequency post-correlation data (centered
around the correlation peak), spoofer signal;

correspond to the outputs of the complex correlators outside
the peak values. All signals are integrated and dumped through
a low-pass filter (LPF).

2

22

Low pass filter

1
K

22 Low pass filter

÷
0

estimationC
N

PI

PQ

NQ

Fig. 4: A basic carrier-to-noise ratio estimator used in our data
processing.

The detailed parameters in the measurements are listed
in Table I. The pseudorandom (PRN) satellite index in the
measurements is given together with the estimated C/N0 per
satellite. In Nottingham and Tampere measurements, 25 MHz
sampling frequency and 16 bits quantization were used; the
Nuremberg measurements are with 20 MHz sampling fre-
quency and 8 bits quantization. For the pre-correlation clas-



TABLE I: Parameters in measurements

PRN index
(corresponding C/N0 [dB-Hz])

Sampling
frequency

[MHz]

Quantization
[bit/sample]

Pre-
correlation

window
[ms]

Post-correlation window

Nottingham

GNSS 2 (45.26), 4 (36.33), 25 (50.14),
26 (40.34), 29 (50.45), 31 (48.05)

25 16 1

1 ms coherent integration, 8
blocks of non-coherent inte-
gration, total 8 ms integration
interval.

spoofer
2 (49.73), 4 (49.62), 12 (49.95),
25 (51.72), 26 (49.94),
29 (51.50), 31 (51.07)

GNSS+spoofer
2 (42.81), 4 (36.34), 18 (40.33),
25 (49.12), 26 (44.54),
27 (49.04), 29 (50.30), 31 (49.87)

Nuremberg

GNSS

1 (47.04), 4 (49.48), 6 (43.55),
9 (43.40), 11 (41.80), 13 (44.00),
17 (46.81), 20 (49.53),
23 (49.29), 31 (45.60), 32 (46.54)

20 8 1

1 ms coherent integration, 8
blocks of non-coherent inte-
gration, total 8 ms integration
interval.spoofer

7 (46.69), 8 (46.89), 10 (47.94),
15 (46.87), 19 (45.85),
21 (46.03), 24 (45.42),
26 (47.51), 27 (48.15), 28 (46.90)

GNSS+spoofer not available

Tampere

GNSS
1 (35.06), 3 (37.82), 17 (35.20),
19 (35.49), 21 (33.02),
22 (36.88), 31 (35.81), 32 (32.80)

25 16 1

10 ms coherent integration, 5
blocks of non-coherent inte-
gration, total 50 ms integration
interval.

spoofer
1 (34.57), 3 (35.52), 4 (34.23),
17 (35.50), 19 (34.85),
21 (34.74), 22 (34.58), 31 (36.66)

GNSS+spoofer
1 (34.60), 3 (36.60), 12 (35.72),
17 (33.76), 19 (34.18),
22 (35.54), 31 (33.92)

* we marked the first four/six strong receiving signals with purple highlight;
** we marked the spoofer signal within the mixture using blue colour.

Antenna

USRPUSRP

spectracomspectracom

combinercombiner

Fig. 5: A demonstration of devices setup. The example setup
means to receive the combination of GNSS and spoofer signals
at L1 band.

sification, we split signals into 1 ms per sample for a total
1 minute signal duration; for the post-correlation classification,
due to the low C/N0 values in Tampere measurements, we
applied 10 ms coherent integration and 5 blocks of non-
coherent integration. A picture of the hardware setup for
‘GNSS+spoofer’ mixture collected in Tampere is shown in
Fig. 5. The Spectracom generator is used as a spoofer trans-
mitter; the spoofer and GPS sky-antenna signals are combined
via a combiner block and, afterwards, an USRP records the
data stream and stores the data in the computer.

We also emphasize that, in both Nottingham and Tampere
measurements, the noise level in spoofer signals has been ad-
justed to match the C/N0 level in GPS signals. This was done
in order to minimize the influence of noise in the identification
of spoofer. In the Nuremberg measurements, it is unknown
whether a similar process was applied or not. However, it could
be seen from Table I that the C/N0 levels between GNSS and
spoofer signals show insignificant differences.

IV. SPOOFER IDENTIFICATION RESULTS

We propose the flow chart in Fig. 6 to implement an RF-
fingerprinting-based online anti-spoofing PVT solution. To
start, a batch of I/Q samples are buffered, and go through
the pre-correlation and post-correlation classification stages.



After these processes and after removing spoofer signals when
identified, the PVT solution will be formed either with current
received satellite signals (if enough available) or by the aid
of complementary methods. In both pre-correlation and post-
correlation methods we apply a supervised learning method,
namely SVM, for the classification part.

Regarding to the available scenarios in the measurements,
we define three classes as:

1. GNSS signals at L1 band;
2. ‘spoofer’ generated GPS L1 band signals;
3. the mixture of GNSS signals and ‘spoofer’ generated GPS

signals at L1 band.
We note that the third class is not available in Nuremberg
measurements, as mixture signals were not collected in that
particular dataset.

Start

End

Buffer I/Q samples
of duration time T

Spoofer (s) detected with
pre-correlation data on

window Tn?

Yes

Spoofer (s) detected
with post-correlation

data?

Remove the spoofer
signal (s)

Yes

No Form PVT solution
with all identified

satellites

Increase observation
window Tn

No
Tn > T

No

Fail to form PVT
solution

Remain sufficient
number of satellite

signals?

No

Form PVT solution
with all identified

satellites

Yes

End

Yes

Form PVT solution
with complementary

methods

Fig. 6: The flow chart of RF fingerprinting based anti-spoofing
PVT solution.

A. Classification with pre-correlation data

The pre-correlation methods focus on the classification
among the defined three classes. In this work, all I/Q samples
are firstly processed by DWT, kurtosis, spectrogram, and
TKEO respectively, followed by a PCA process to reduce
dimension in data. Eventually, by utilizing grid search method,
we tune the parameters in SVM to achieve the optimal
prediction of classes.

The outputs of DWT, kurtosis, and TKEO are in vector
format, while the spectrogram has the image format as inputs.
Reading an image data typically consumes a larger memory
than reading a vector. Consequently, after the whole data pool
is split into training and testing parts, with 50 Monte-Carlo
runs for the each of the 3 transforms (DWT, kurtosis, and
TKEO) we randomly draw 5000 samples for training and 1000
samples for testing; for the spectrogram we randomly draw

2000 samples for training and 400 samples for testing (to keep
a similar complexity level as in the vector-format inputs).

In the machine learning stage, we set 20 components for
PCA process and a radial basis function (RBF) kernel for
SVM; the grid search is utilised for the fine tuning of the
SVM parameters. The prediction results are expressed using
confusion matrix with mean values over 50 Monte Carlo
runs; a definition of confusion matrix could be found, for
example, in [3] and it is basically showing on its diagonal
values the probabilities to classify correctly each class; thus
the average over the diagonal values give an estimate of the
average classification accuracy which can be attained. The
non-diagonal values are basically showing the probabilities of
mis-classifying a certain class into another class.

The classfication results of Nottingham, Nuremberg, and
Tampere are shown in Fig. 7, Fig. 8, and Fig. 9, respectively.
As above-mentioned, the mean value over diagonal in each
confusion matrix indicate the overall prediction accuracy:
in the Nottingham measurements, the spectrogram reaches
80.06% average classification accuracy, followed by the DWT
with 73.08%; in the Nuremberg measurements, the spectro-
gram reaches 99.99%, average classification accuracy, also
followed by the DWT with 97.96%; in the Tampere measure-
ments, the spectrogram reaches 97.03% average classification
accuracy, followed by the kurtosis transform with 95.94%. In
all three classifications, the combination of the spectrogram
transform and SVM is able to distinguish classes with very
good accuracy and spectrogram transform proved to be the
best among the four considered feature-extraction transforms
in all scenarios.

As we have adjusted the noise level in spoofer signals of
Nottingham and Tampere measurements, the good classifica-
tion results for spoofer signals cannot be attributed solely
to the noise features. However, the noise might play a part
in the classification, as the spoofer and GPS noises are
slightly different. Nevertheless, most of the good classification
accuracy is likely due to the intrinsic hardware features, as the
noise variances (or CNR) are of the same order in the spoofer
and GPS signals.

As seen in the results so far, the combination of the
spectrogram transform and SVM classifier provides the best
prediction results in all three measurements. The spectrogram
used in this work is based on short-time Fourier transform
(STFT), with a 128-length periodic Hann window with 75%
window length overlap, and 128 fast Fourier transform (FFT)
length while the FFT results are centered.

The kurtosis transform in the Tampere measurements gives
surprisingly very good prediction accuracy, whereas this trans-
form in other two measurement scenarios (Nuremberg and
Nottingham) basically fails to distinguish between the classes.
To uncover this phenomenon, Fig. 10 illustrates the histogram
of I/Q samples’ amplitude distribution; clearly the distribution
of amplitude values among three classes in the Tampere
measurements are less overlapped than the Nottingham and
Nuremberg measurements, which explains why kurtosis is
likely to be a good transform in Tampere data, but not in the



Fig. 7: The confusion matrix of pre-correlation methods for
Nottingham measurements. The dwt, spg and TKEO are
respectively short for discrete wavelet transform, spectrogram
and teager kaiser energy operator. The ‘G+S’ denotes the
mixture signals of GNSS and spoofer signals.

Fig. 8: The confusion matrix of pre-correlation methods for
Nuremberg measurements.

other two scenarios. The reason of such differences may partly
come also from the fact that the spoofer device was different in
Tampere (Spectracom-based) compared to the spoofer device
used in Nottingham and Nurember data (Spirent-based).

B. Classification with post-correlation data

We implemented two types of classifications, namely the
benchmark comparison and the advanced comparison. In the
benchmark comparison, we trained and tested the first two
classes (pure GPS versus pure spoofer) that were defined
at the beginning of this section. The benchmark comparison
is only to validate whether we could differentiate the GPS
signals from the spoofer signals by the post-correlation outputs

Fig. 9: The confusion matrix of pre-correlation methods for
Tampere measurements.

in the supervised learning paradigm. In reality, the spoofer
signals are supposed to be unknown, in other words, during the
classifications we face a certain amount of data without prior
label knowledge. To study the feasibility of machine learning
methods on this situation, we further carried on an advanced
comparison, that trained the classifier on the first two classes
(pure GPS and pure spoofer) and tested on the third class
(mixture of GPS and spoofer). Clearly, not all the signals from
the third class have been learnt with a label, as we do not have
exactly the same PRN codes in the three classes.

1) Benchmark comparison: We crop the outputs of post-
correlation around the peak value and store them as image
format. In this comparison, there are 500 images per signal
to be trained, and 40 images per signal to be tested with
total 50 Monte Carlo runs. 20 components for PCA process
and RBF kernel for SVM are set in the machine learning,
and the grid search is utilised for SVM parameters fine
tuning. The mean values of prediction accuracy are shown
in Table II, the details of prediction accuracy is indicated
by boxplot in Fig. 11. Here within the testing data pool, we
calculate the prediction accuracy of a certain signal sample
being with this very signal label, whose association with
the data sample is known to the classifier. In general, the
combination of post-correlation transform and SVM works for
all three measurements. In both Nottingham and Nuremberg
measurements, the prediction accuracy is over 80%, which is
a promising result. In the Fig. 11 (d)(e)(f), we could see that
the worst classification scnario for Nottingham and Nuremberg
measurements is as low as around 60% prediction accuracy.
Whereas in the Tampere measurements, the lowest prediction
accuracy is merely above 5%.

We also observe that, comparing the Tampere results with
the Nottingham and Nuremberg results, there is a possible
link between C/N0 values in general and prediction accuracy:
higher C/N0 values –in both Nottingham and Nuremberg
measurements compared to the Tampere measurements– lead
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Fig. 10: The histogram of I/Q samples’ amplitude distribution.
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Fig. 11: Prediction accuracy versus signals group for the benchmark comparison. The prediction accuracy of GNSS (or spoofer)
being identified as the GNSS (or spoofer). (a)(b)(c) are the prediction accuracy of total GNSS (or spoofer) signals being
identified as GNSS (or spoofer); (d)(e)(f) are the prediction accuracy of individual GNSS (or spoofer) signal being identified
as GNSS (or spoofer).

TABLE II: Prediction results (mean value), benchmark case

Measurements

Nottingham Nuremberg Tampere

Prediction
accuracy

GNSS 84.38% 87.05% 69.64%

spoofer 91.06% 87.10% 76.34%

to a better prediction performance. This observation weakens
the thought that it is the noise that dominates the difference

between classes (in other words, it is again unlikely that the
noise is the main differentiating factor, but rather the intrinsic
hardware features at each transmitter). In the Nottingham
measurements, satellite ID 25, 29 and 31 are present in both
GNSS and spoofer classes, and the C/N0 difference between
GNSS and spoofer in satellite ID 25 and 29 is around 1 dB.
In the Tampere measurements, satellite ID 3, 19 and 31 are
present in both GNSS-only and spoofer-only scenarios, and
the C/N0 difference between GNSS and spoofer in satellite
ID 19 and 31 is around 1 dB as well. We emphasize that



TABLE III: Prediction results (mean value), advanced comparison

Measurements

Nottingham Tampere

Satellite ID 2 25 26 27 29 31 1 3 12 19 22 31

Probability GNSS 100% 78.90% 100% 76.05% 23.75% 46.30% 13.15% 80.80% 62.50% 47.40% 80.45% 15.85%

spoofer 0% 21.10% 0% 23.95% 76.25% 53.70% 86.85% 19.20% 37.50% 52.60% 19.55% 84.15%
* we marked the spoofer signal using blue colour.
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Fig. 12: Probability versus satellite ID for advanced comparison. In the Nottingham measurements, satellite ID 27 is spoofer
signal; in the Tampere measurements, satellite ID 12 is spoofer signal.

the C/N0 values are produced by our basic estimator, and
therefore a small difference between two C/N0 values can be
seen as negligible. The results show that signals of satellite
ID 25 and 29 in the Nottingham measurements have much
better differentiation than signals of satellite ID 19 and 31
in the Tampere measurements, and these results imply that
difference in noise levels do not have strong correlation with
the prediction accuracy.

2) Advanced comparison: This comparison focuses on
whether we could learn from the first two classes (i.e., do the
training on GPS-only and spoofer-only classes) and perform
classification on the third class, where both GNSS and spoofer
signals are present (i.e., do classification on a third class which
was not used in training). Due to the lack of the third class
in Nuremberg measurements, we only perform this advanced
comparison on the Nottingham and Tampere measurements.
There are 1000 images per signal to be trained and 40 images
per signal to be tested with total 50 Monte Carlo runs. The
same machine learning setup from the previous sub-section of
Benchmark comparison is applied here as well. In order to
remove the spoofer signals, we have to include at least five
’satellite’ signals in the testing data pool (i.e., assuming only
one spoofer is in the mix). In this work, we used six ’satellite’
signals in the testing phase. The results are shown in Table III
and details are expressed using boxplot in Fig. 12.

Before we further analyse the results, the criteria of remov-
ing spoofer signals need to be set. Possible strategies are listed
here:

1. Remove the signal with the highest probability being a
spoofer;

2. Remove the signals with the probability of being a
spoofer over a certain threshold;

3. Select the signals with the first four highest probability
being GNSS;

4. Select the signals with the probability of being GNSS
over a certain threshold.

Based on the current results shown in Table III, applying
strategy (2) or (4) could remove the spoofer signal from the
mixture; applying strategy (1) and (3) will keep the spoofer
signal in the mixture. As a result, if we put our trust in
the advanced comparison methods, we need complementary
methods to form the PVT solution when not enough number
of signals remain after spoofer’s removal.

The advanced comparison scenario falls between supervised
learning and unsupervised learning categories. The currently
used supervised learning method (SVM) does not perform very
well on the advanced comparison. A semi-supervised learning
or unsupervised learning method (e.g., one-class SVM) needs
to be investigated in the future work.



V. CONCLUSIONS AND WAY FORWARD

This work studied the RF fingerprinting in the GNSS
context, for spoofer identification, with measurement-based
signals. A generic diagram of a transmitter for GNSS sig-
nals was first proposed to identify the possible sources of
RF fingerprints in the transmitter. A methodology for RF
fingerprinting has been developed in this work with a clear
definition of a conceptual ‘classifier’. The RF fingerprint-
ing concept was applied on measurements data, collected in
Nottingham, Nuremberg, and Tampere. We proposed a flow
chart of RF-fingerprinting-based anti-spoofing PVT solution
combining pre- and post-correlation classifications results.
Both the pre- and post-correlation classifications are capable
of differentiating between GNSS and spoofer signals, with an
average classification probabilities of spoofer versus GNSS
up to 99.99% with pre-correlation data and up to 87.72%
(i.e., Nottingham measurements) with post-correlation data.
The lower classification accuracy with post-correlation data
is explainable by the fact that post-correlation data offers a
deeper distinction between classes than pre-correlation data
(not only saying if spoofer is present or not, but also identify-
ing the spoofing PRN codes) and by the fact that the correlator
or despreader acts a smoother (or destroyer) of some features,
and thus RF features are harder to be distinguished in the post-
correlation domain than in the pre-correlation domain (due to
the additional filtering stages).

The results so far are based on supervised learning (SVM
algorithm), though in the advanced comparison with post-
correlation data not all the associations between samples
and labels are known to the classifier. The future work will
concentrate on the following research questions: 1) are we able
to classify RF fingerprints in GNSS with partial knowledge
between samples and labels? 2) are we able to use this knowl-
edge to perform RF fingerprinting in another location if we
have knowledge of GNSS signal features in the measurements
of one location?

The main identified challenges in RF fingerprinting in
GNSS are: the highly demanding computational complexity
with pre-correlation data (i.e, I/Q samples), the possible noise
artifacts when spoofers have very different noise levels com-
pared to GPS signals, the smoothing out of RF features in
the post-correlation domain while the presented method is the
only one possibility of post-correlation, and the need of a good
C/N0 level (e.g., higher than 45 dB-Hz) for reliable accuracy
results.

While still in incipient phases, the RF fingerprinting in the
context of GNSS holds good promises towards GNSS-signal
authentication, especially when combined with additional au-
thentication methods such as Open Service - Navigation Mes-
sage Authentication (OSNMA) in Galileo or other PVT-based
authentication methods.
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Abstract—This paper proposes a drone-based architecture
with location-based beamforming (LBBF) and edge computing
support for efficient crop harvesting and management in order to
reduce the food waste in the food chain in farming applications.
Monitoring the crop is a crucial part in the food chain. In this
work, for monitoring purpose we consider synthetic aperture
radar (SAR) mounted on the unmanned aerial vehicles (UAVs).
In order to provide the edge computing information with good
reliability, small latency and good throughput, we introduce a
LBBF technique for the uplink connectivity. Firstly, the LBBF
algorithm is proposed for the scenario where a single user is
connected to the base station under analog beamforming scheme.
Secondly, in the context of LBBF, we apply an optimization of
the antenna size under the uniform rectangular array (URA)
assumption. Thirdly, we implement a numerical analysis to
compare LBBF with the traditional channel state information
(CSI)-based beamforming. We show that the LBBF outperforms
the CSI-based beamforming in the noisy environments according
to the investigated performance metrics, namely the reliability of
the connectivity and the capacity. In addition, the LBBF also has
smaller latency than CSI-based beamforming.

Index Terms—Farming, location-based beamforming (LBBF),
unmanned aerial vehicles (UAVs)

I. INTRODUCTION

As the world’s population is predicted to reach nearly nine
billion people by 2050 according to the Food and Agriculture
Organization of the United Nations, 70% more food production
will be needed despite only 5% more land could be used. To
cope with this reality, the agriculture industry must adopt new
technologies in order to meet the increasing demand for food.
Maximizing crop yield and minimizing food losses are the
main goals of any agricultural community especially that one
third of the food produced in the world gets lost or wasted.
A new significant move in today’s modern farming is the use
of unmanned aerial vehicles (UAVs), i.e., ’drones’, which can
be used when combined with remote sensors to determine
crop progress as well as crop deficiencies and the presence of
disease and water monitoring.

Due to above mentioned objectives, there is a need for timely
and reliable images to keep track of the agricultural predictions,
crop health, and to make decisions to maximize the crop yield.
Synthetic aperture radar (SAR) is a type of radar which is used
for imaging. It utilizes the relative motion of the radar antenna
over an observing target region [1]. The capability of SAR
to provide imaging, even during the night time and through
fog coat, has made it an important tool for remote sensing
applications, i.e., land and crop monitoring in agriculture [2].

Usually, SAR is mounted on traditional aerial systems, e.g.,
aircrafts and helicopters which are very expensive. Hence,
using SAR technology with drones will reduce the costs and
resources. Moreover, improving the performance metrics in a
drone network can lead to better image quality.

In this paper, we propose a drone-based architecture for
efficient farming in Fig. 1. A monitoring drone patrols the
fields according to scheduled scan route, for each time instant
it reports to the edge computing node, which is located in the
warehouse. The automated fleet vehicles operate coordinately
by listening to the edge computing node. The base stations
here plays a role as a bridge to build connections among
monitoring drones, automated fleet vehicles and the edge
computing node. The monitoring drone carries many duties,
for example, the fire alarm, the notice of maturity etc. The
automated fleet vehicles are assigned to each field, for example,
to harvest, by following orders given by the edge computing
node. The edge computing node processes the data collected by
monitoring drones, automated fleet vehicles etc. The machine
learning techniques are applied in the edge computing node.
It also gives orders to drones and vehicles in the networks.
Some of these applied scenarios are in great need of good
communication qualities, such as high reliability and high data
rate (or capacity).

Nowadays, the location information of drones is available for
acquisition all the time. This fact makes the implementation of
the location-based beamforming very convenient and efficient,
comparing with the CSI-based beamforming and the codebook-
based beamforming. Our proposed efficient farming architecture
has high demand of communication qualities, namely high
reliability, high capacity and low latency. Among CSI-based
beamforming, codebook-based beamforming and location-
based beamforming, in ’noisy’ environment, good reliability
and capacity could be achieved by codebook-based beamform-
ing and location-based beamforming, while low latency could
only be reached by location-based beamforming. Therefore,
the LBBF becomes a good candidate in our considerations.

Many articles discuss the benefits from the location infor-
mation in communications, [3] investigates multi-connected
Industrial Internet of Things (IIoT) devices under 28 GHz
operating frequency, and concludes that with the usage of
location information the data rate is improved. [4] points out
that in the ultra-dense networks (UDNs), the capacity metric
of the location-based beamforming outperforms that in the full-
band CSI based beamforming. [5] compares the full CSI based
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Fig. 1. An example of the drone-based architecture for efficient farming. The drone moves according to the scheduled scan route, it reports to the edge
computing node all the time. The location-based beamforming technique is applied in the current architecture. The tractor reports to the edge computing node
as well.

beamforming with position aided beamforming, achieving the
similar performance the position aided beamforming needs
fewer pilot signals than the full CSI based beamforming.

The following sections are organized as: Section II proposes
a location-based beamforming algorithm for scenarios with
uplink, analog beamforming scheme and single user. In order
to have a good performance in LBBF, an optimization of
uniform rectangular array (URA) is implemented in Section
II-B. Section III applied several numerical analysis in the
comparisons between LBBF and CSI-based beamforming,
different location errors, different pilot symbols (i.e., for the
purpose of estimating the channel state), together with metrics
like outage probability, capacity and latency are discussed.
Section IV concludes this work and discusses the future
possibilities.

II. LOCATION-BASED BEAMFORMING FOR
DRONE-BASED FARMING ARCHITECTURE

Based on the architecture shown in Fig. 1, we consider the
uplink transmission, a single drone moving according to the
scheduled scan route and analog beamforming structure. We
first propose an algorithm for location-based beamforming and

then, in Section II-B, we implement a weak optimization of
designing URA in terms of array size.

A. Algorithm for Location-based Beamforming

In the location-based beamforming, a few assumptions have
been considered beforehand,

• The location information of the user is available at each
time instant (e.g., the GNSS receiver mounted on the user
device provide the location information),

• The location information of the ground base station
is available at each time instant (e.g., via the GNSS
positioning),

• The tracking algorithm could be performed in the ground
base station, such that the base station predicts the location
of user for the next time instant.

Under the above assumptions, we propose a simple imple-
mentation procedure for the location-based beamforming in
Algorithm 1. The location-based beamforming in Algorithm 1
concerns single user connection in the uplink communication,
the analog beamforming scheme is applied. However, it could
be easily modified to work in the downlink communication,



Algorithm 1 Location-based beamforming (uplink, analog
beamforming, single user)
Require: initial location of the user (drone) [x0, y0, z0], the

location of connected base station [xBS, yBS, zBS]
set the steering angle of base station towards to the initial
location of the user [x0, y0, z0];
for t=1:T do

1. the base station implements a tracking algorithm to
predict the location of the user at the next time instant
[x̃t, ỹt, z̃t], and adjust the steering angle accordingly;
2. adapt the tracking algorithm with the new incoming
location information [xt, yt, zt],

end for
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Fig. 2. The angle difference between steering direction and the user direction.
At time instant t, φt is the azimuth angle, θt is the elevation angle,
[xBS, yBS, zBS] is the location of the base station, [xt, yt, zt] is the location
of the user, [x̃t, ỹt, z̃t] is the predicted location of the user. εφ is the angle
difference in the azimuth angle, εθ is the angle difference in the elevation
angle.

for the multi-user cases, we recommend hybrid beamforming
schemes.

B. Optimization of Uniform Rectangular Array

In beamforming techniques, particularly under narrow beam
situations, one factor that significantly affects the gain of the
antenna array is the angle difference between steering direction
and the user direction. Fig. 2 shows the angle difference, [xt−
xBS, yt − yBS, zt − zBS] is user direction, [x̃t − xBS, ỹt −
yBS, z̃t − zBS] is the steering direction. We rewrite θt + εθ as
θ̃t, φt + εφ as φ̃t.

In order to provide the optimal size of URA size, we define
two metric: instant directivity Dθ̃t,φ̃t

(θt, φt) and directivity
ratio RL,M,N. L,M,N in RL,M,N denotes the number of
antenna elements in X-axis, Y-axis and Z-axis respectively.

Considering a URA with the identical isotropic antenna
elements and half-wavelength inter-element spacing, the instant
directivity is,

Dθ̃t,φ̃t
(θt, φt) =

4π|AFθ̃t,φ̃t
(θt, φt)|2∫ 2π

0

∫ π

0
|AFθ̃t,φ̃t

(θ, φ)|2 cos θdθdφ
(1)

where AFθ̃t,φ̃t
(θt, φt) is the array factor at (θ̃t, φ̃t) steering

angle and yields to,

AFθ̃t,φ̃t
(θt, φt) =

sin(L2 α) sin(
M
2 β) sin(N2 γ)

LMN sin( 12α) sin(
1
2β) sin(

1
2γ)

(2)

where α, β and γ are
α = π

(
cos θt cosφt − cos θ̃t cos φ̃t

)
β = π

(
cos θt sinφt − cos θ̃t sin φ̃t

)
γ = π

(
sin θt − sin θ̃t

) (3)

The directivity ratio is

RL,M,N =
Dθ̃t,φ̃t

(θt, φt)

Dθ̃t,φ̃t
(θ̃t, φ̃t)

(4)

combining (1) and (4), the latter reduces to

RL,M,N = |AFθ̃t,φ̃t
(θt, φt)|2 (5)

The instant directivity shows the gain that the user could
actually achieve, under mismatch between user direction and
steering direction. The directivity ratio shows how far it is from
the achieved gain to the radiated gain. If the instant directivity
values of two different size URA are very close, the one with
higher directivity ratio is preferable. That is, a high directivity
ratio reflects that a good usage of current antenna array is
achieved. The high value of instant directivity is welcomed,
however it should be achieved together with relatively good
directivity ratio. We need to prevent the signal falling into the
minor lobes, since the low directivity ratio might imply the
radiation from the minor lobes.

In order to obtain the optimal URA size for certain angle
errors, we applied a numerical analysis based on the parameters
in Table I, the URA antenna elements are mounted on the X-Y
plane.

TABLE I
PARAMETERS OF NUMERICAL ANALYSIS IN URA SIZE OPTIMIZATION

Parameters Values

URA size 2n × 2n (n = 1, 2, 3, · · · )

Angle errors 2◦/5◦

Carrier frequency 1.9 GHz

Fig. 3 shows the average instant directivity Dθ̃t,φ̃t
(θt, φt)

over [−π/2, π/2] elevation and [−π, π] azimuth. In both the
elevation and azimuth, we apply the same angle error. At 2◦

angle error, the average instant directivity reaches its maximum
with 32× 32 URA size. While at 5◦ angle error, the average
instant directivity reaches its maximum with 8× 8 URA size.



2 4 8 16 32 64
0

5

10

15

20

25
A

v
er

ag
e 

in
st

an
t 

d
ir

ec
ti

v
it

y
 [

d
B

i]

angle error=2°

angle error=5°

Fig. 3. The average instant directivity (unit:dBi) over [−π/2, π/2] elevation
and [−π, π] azimuth. The same angle error value applies to both elevation
angle error and azimuth angle error. Total number of antenna elements is
2n × 2n.

2 4 8 16 32 64
-40

-30

-20

-10

0

A
v
er

ag
e 

d
ir

ec
ti

v
it

y
 r

at
io

 [
d
B

]

angle error=2°

angle error=5°

X: 5

Y: -4.862

X: 3

Y: -1.751

Fig. 4. The average directivity ratio (unit:dB) over [−π/2, π/2] elevation and
[−π, π] azimuth. The same angle error value applies to both elevation angle
error and azimuth angle error. Total number of antenna elements is 2n × 2n.

Fig. 4 shows the average directivity ratio RL,M,N over
[−π/2, π/2] elevation and [−π, π] azimuth. At 2◦ angle error,
the average directivity ratio is −4.862 dB with 32 × 32
URA size. At 5◦ angle error, the average directivity ratio
is −1.751 dB with 8× 8 URA size. As the rule of thumb, the
side lobe level is more than 10 dB smaller than the main lobe
level. Therefore, at 2◦ angle error with 32 × 32 URA size,
signals could achieve the highest gain (among all the possible
2n × 2n URA size) without falling into the radiation of minor
lobes; at 5◦ angle error with 8× 8 URA size, signals as well
achieve the highest gain without falling into the radiation of
minor lobes.

III. COMPARISON OF BEAMFORMING TECHNIQUES

Using time division duplex (TDD) scheme, we compare the
location-based beamforming with the CSI-based beamforming
and the no beamforming cases.

A. Performance Metrics

The comparisons are based on performance metrics, namely
the outage probability and capacity. In [6], the outage proba-
bility Pout is defined as,

Pout = Pr(PL ≥ PT +GT − LT +GR − LR − PRmin) (6)

where PL is the path loss, PT is the transmitted power, GT

is the gain in the transmitter, LT is the loss in the transmitter,
GR is the gain in the receiver, LR is the loss in the receiver,
PRmin

is the receiver sensitivity, all the parameters mentioned
here are in dB/dBi.

The data capacity C is defined as [6],

C = ηBW log2(1 + SNR) (7)

where 0 < η < 1 is the efficiency factor, BW is the signal
bandwidth (unit: Hz), SNR is signal-to-noise ratio in linear
scale. The SNR in decibel scale is given in (8),

SNR = PR + 174− 10 log10(BW )− NF (8)

where PR is the received power (unit: dB), NF is the noise
figure (unit: dB) in the receiver.

B. Numerical Analysis

The simulation scenario is based on the Fig. 1. The
monitoring drone scans a 400m × 300m rectangular area,
one base station is employed and placed at the X-Y plane
origin (i.e., [0, 0, 35] in the Cartesian coordinate system, 35 is
the height of the base station) of the simulation area. We use
the DJI Mavic 2 Enterprise [7] as the reference, the maximum
effective isotropic radiated power (EIRP) of Mavic 2 Enterprise
is 26 dBm, EIRP is defined as,

EIRP = PT +GT − LT (9)

The maximum ascent velocity is 4m/s, the maximum descent
velocity is 3m/s, the cruise velocity is 13m/s, the cruise
altitude is 52m. Fig. 5 is the simulated scan route of the
monitoring drone, our numerical analysis is based on this
movement pattern.

In the simulation of CSI-based beamforming, we use 300
(and 1000) Binary Phase Shift Keying (BPSK) modulated
uplink pilot symbols to estimate uplink channel (i.e., to estimate
the angle of arrival (AoA) of incoming signal). It is assumed
that the pilot symbols are ahead of signals of interest, using
the channel state information the pilot symbols carried, the
antenna array adjusts the steering angle to receive the signals
of interest. The signal scheme in this simulation is indicated
in Fig. 6.

In the simulation of location-based beamforming, it is
assumed the locations of the drone are scheduled, location
errors occur due to the air turbulence of the drone. In other
words, the base station knows the location of the drone for
each time instant, however the true locations of the drone under
air turbulence are unknown.

During the comparison analysis, the quasi-LTE uplink
parameters are used. Besides, two location error cases (small
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air turbulence versus large air turbulence), ’noisy’ channel
situation and two number of pilot symbols (large number of
pilots versus small number of pilots) are studied. By considering
a reasonable angle error range (i.e., from 2◦ to 5◦), we choose
16 × 16 URA. The details of parameters in simulation see
Table II.

We analyze the outage probability and the capacity for the
entire route in Fig. 5 in the uplink. For each time instant during
the route, the outliers are determined by considering 10% of
total data are outliers.

Figure 7(a) presents the the outage probability comparisons
between LBBF and CSI-based beamforming. Under the optimal
size of URA antenna array, the location errors have no
significant effects on the reliability. As Fig. 7(a) shows the
outage probability comparisons in CSI-based beamforming
between 300 and 1000 pilot symbols, we could tell that
in the ’noisy’ environment, the reliability of the CSI-based
beamforming varies little, though large number of pilot symbols
applied. The reliability of LBBF does not suffer from the

TABLE II
PARAMETERS OF NUMERICAL ANALYSIS IN COMPARISONS BETWEEN LB

BEAMFORMING AND CSI-BASED BEAMFORMING TECHNIQUES

Parameters Values

Location errors N (0, 0.12) and N (0, 22) [m]

Channel SNR −5 dB, ’noisy’ channel

Channel noise CN (0, 1) (linear scale)

Interference N/A

Carrier frequency 1.9 GHz, band #33

No. pilot symbols 300 and 1000

Pilot symbols BPSK symbols

URA size 16× 16 on X-Y plane

Base station receiver loss LR 4 dB

Base station noise figure NF 5 dB

Uplink bandwidth BW 1MHz

Efficiency factor η 0.7

Path loss model 3GPP Rural Macro (RMa) [8]

Average building height 15m

Average street width 10m

Maximum ascent velocity of drone 4m/s

Maximum descent velocity of drone 3m/s

Cruise velocity of drone 13m/s

Cruise altitude of drone 52m

channel noise level, therefore, in the ’noisy’ environments, the
LBBF outperforms the CSI-based beamforming in terms of
outage probability.

Figure 7(b) shows the capacity comparisons between LBBF
and CSI-based beamforming. Even though the introduction
of the karge location errors, the capacity metrics in LBBF is
still larger than that in CSI-based beamforming, the median
values in LBBF are about 1.5 Mbps greater than that in
CSI-based beamforming. Fig. 7(b) also shows the capacity
comparisons in CSI-based beamforming between 300 and
1000 pilot symbols. Similar results like Fig. 7(a), the CSI-
based beamforming is vulnerable to the channel noise, in the
’noisy’ environment, large number of pilot symbols will not
significantly improve the capacity performance. Therefore, in
the ’noisy’ environment, the LBBF provides better capacity
than the CSI-based beamforming.

In noisy environment, the LBBF shows better performance
in both reliability and capacity metrics than CSI-based beam-
forming. Besides, for the incoming signals, due to collecting
large number of pilots to estimate AoA (i.e., Fig.6), the CSI-
based beamforming has disadvantages in latency performance.
If we denote symbol rate of pilot symbols as Rsym symbol/s,
in our study, the CSI-based beamforming is 300/Rsym seconds
delayed with 300 pilot symbols; 1000/Rsym seconds delayed
with 1000 pilot symbols.
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Fig. 7. Performance comparison between location-based beamforming (LBBF)
and CSI-based beamforming. The LBBF(S) is the LBBF under location errors
σ2 = 0.01, the LBBF(L) is the LBBF under location errors σ2 = 4, the
CSI(SS) is the CSI-based beamforming using 300 pilot symbols under location
errors σ2 = 0.01, the CSI(SL) is the CSI-based beamforming using 1000
pilot symbols under location errors σ2 = 0.01, the CSI(LS) is the CSI-
based beamforming using 300 pilot symbols under location errors σ2 = 4,
the CSI(LL) is the CSI-based beamforming using 1000 pilot symbols under
location errors σ2 = 4. The channel SNR is −5 dB.

IV. CONCLUSIONS AND FUTURE WORK

We proposed a drone-based architecture for efficient farming.
This paper focuses on the study how much the location-based
beamforming technique improves the communication qualities
hence benefits the efficient farming applications. From our
study, in order to achieve high directivity in LBBF, 32×32 URA
is recommended when the angle errors (in both elevation and
azimuth) are around to 2◦, 8× 8 URA is recommended when
the angle errors are around 5◦. In the ’noisy’ environments,
comparing with the CSI-based beamforming, the LBBF shows
advantage in terms of reliability and capacity, besides the LBBF
naturally has smaller latency than the CSI-based beamforming.
Therefore, the LBBF is a good candidate technique to be
employed in the proposed efficient farming architecture.

The efficient farming is a very big picture, in this paper we
only discussed a small piece of this application. In the future,
we will discuss the choice of sensors mounted on the drone, for
example, the multi-spectral cameras is also a good candidate,
and a well designed unsupervised machine learning algorithm
needs to be proposed to process the collected data from the
sensors.
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Abstract—This paper proposes a superposition transmission
scheme for the future Radio Frequency (RF) convergence appli-
cations. The scheme is discussed under the assumption of a mono-
static broadcasting channel topology. Under communications
quality-of-service (QoS) constraints, the joint performance region
of communications sum rate and radar estimation error variance
is studied. Two radar signal waveforms, namely linear FM and
parabolic FM, are used to investigate how signal shapes may
influence the estimation accuracy. Both waveforms are generated
with rectangular envelope. In the end, a numerical analysis is
applied, which concludes that a moderate communications QoS
promises a good communications fairness while with the limited
radar performance degradation.

Index Terms—joint radar and communications, superposition
transmission, power domain, RF convergence, co-design

I. INTRODUCTION

The booming wireless communication applications bring the
need for more radio emitters and more spectrum resources,
meanwhile causing a spectral congestion problem with legacy
radar systems. At the same time, emerging applications, such
as connected autonomous vehicles (CAV) and autonomous
drones and robots, urge that the radio sensing and commu-
nications functions taking place in the common spectrum
simultaneously. The above reasons drive the research on the
convergence of two radio frequency (RF) systems when sens-
ing and communication tasks will co-exist and be tackled in a
joint manner. According to Bliss et al. in [1] and [2], the RF
convergence can be categorised into three integration levels:
coexistence, cooperation and co-design. In the coexistence
level, radar and communication signal sources do not share any
a priori information and consider the signal from the counter
party as interference. In the cooperation level, a certain level
of knowledge is shared between the radar and communications
systems for a more effective interference cancellation. In the
co-design level, the radar and the communication systems
are designed from sketch for mutual/common benefits and by
maximizing the use of spectral, time, and spatial resources.

In order to develop a highly integrated RF convergence
system, the current research works often target to coordinate

This research was partly funded by the SESAR Joint Undertaking (SJU) in
project NewSense (Evaluation of 5G Network and mmWave Radar Sensors to
Enhance Surveillance of the Airport Surface), Grant Number 893917, within
the framework of the European Union’s Horizon 2020 research and innovation
program. The opinions expressed herein reflect the authors’ view only. Under
no circumstances shall the SJU be responsible for any use that may be made
of the information contained herein. This work was also partly supported by
the Academy of Finland, under the project ULTRA (328226, 328214).

the signals in frequency, time, or spatial dimensions. The co-
design in time domain can be traced back to 1960s, when
pulse interval modulation (PIM) was proposed for embedded
information on the radar pulses [3]. In the frequency do-
main, the orthogonal frequency-division multiplexing (OFDM)
waveform is often used for the dual-function design. In [4],
authors demonstrated a vehicle detection function, which was
implemented based on the OFDM communications signal.
The recent research work in [5] embraces the full-duplex
circuit, which reduces the direct signal leakage and enables
the detection of reflected Long-Term Evolution (LTE) and 5G
New Radio (NR) OFDM signals from the drones and vehi-
cles. In the spatial domain, multiple-input and multiple-output
(MIMO), generalized to both phase coherent and spatial inde-
pendent antenna arrays, is the main instrument to achieve the
RF convergence. MIMO provides a high degrees-of-freedom
(FoD) to differentiate and reduce the mutual interference
between communications user and radar target by applying
transmitting/receiving beamforming. MIMO configuration also
achieves a high information rate, by leveraging the waveform
diversity, and a high detection rate and resolution with a large
physical aperture. [6] demonstrates a typical co-design based
MIMO configuration, which leverages the null space of the
communications for radar transmission.

In this paper, we envision a power-domain paradigm (called
superposition transmission), in which the signal is fully super-
posed on frequency, spatial, and time domains for radar and
communications co-design. To initiate the discussion, a mono-
static broadcasting channel (MBC) topology [2], which can be
referred to downlink broadcasting communications channel,
is used in this paper, as shown in Fig. 1. This scenario is
a typical downlink case according to 3GPP standards (3GPP
TR36.859 [7]). However, our case is different from the pure
communications scenario in [7]. The communications users
1 and 2 are also treated as radar targets (reflecting the radio
signal) when receiving downlink data from the access node,
and the transmitting power is split for achieving both commu-
nications and targets detection. This paper brings the following
contributions to radar and communications co-design:

• A superposition waveform transmission method is tested
for the first time, to the best of the Authors’ knowledge,
for radar and communications co-design. It releases the co-
design from the constraint of the spectrum, space, and time
orthogonality.



• Our work studies the impact of the quality of service (QoS)
from communications’ point of view on the performance of
joint system.

• The proposed concept is verified in an MBC topology,
which contains downlink communication channels, mono-
static radar configuration, and entities (nodes) with mixed
radar target and communications terminal, as shown in
Fig. 1. The topology fits future RF convergence applications,
for example in the CAV and autonomous-drones scenarios.
The rest of the paper is organised as the follows Section II

introduces the innovative setup of the superposition transmis-
sion of joint radar and communications system; Section III
formulates the performance evaluation problem of the pro-
posed dual-function system; Analytical analysis and Monte
Carlo simulation are conducted and compared in Section IV;
and the conclusions of the current work as well as a discussion
about future works are given Section V.

II. SYSTEM MODEL

Our purpose in this paper is to test a novel superposition-
transmission-based RF convergence. Thus, we preclude spatial
and spectral complexities by setting up an MBC topology
scenario as shown in Fig. 1, where all nodes are configured
as the single carrier (SC) single-input single-output (SISO).
In this MBC setup, there is one dual-function station (DFS)
transmitting dual-function waveform (DFW) to user 1 and user
2 simultaneously, in the fully overlapped spectrum. We assume
that both users are the communications nodes, meanwhile
well-separated (not colinear with DFS and fall in different
range bins) radar targets. The DFW is the superposing of
downlink communications signals s1, s2 (for user 1 and 2
respectively) and radar signal x (for both users), E(|s1|2) =
E(|s2|2) = E(|x|2) = 1. The channel gains for user 1 and user
2 are h1 and h2

1. We use η1 and η2, for user 1 and user 2, to
mimic the impacts of the radar cross-section (RCS) of users on
the reflection signal strength. To be able to detect the reflected
waveform from both users, the self-interference cancellation
is conceived on the DFS. The recent experimental result in
[5] have proved that jointly applying of analog and digital
cancellations can successfully weep of the self-interference
and detect targets. In this paper, the residual self-interference
is treated as attenuated instant transmitting signals by giving a
coefficient ξ. The radar signal is a composition of repetition.
We assume that the radar signal is known at all users and can
be decoded then subtracted from the received superposition
signal. In addition to above assumptions, we further attach
two loose conditions: i). the CSI is known at DFS and user
terminal and ii). the system works in a fast fading channel.
These two conditions are not essential in this work; however,
will facilitate the discussion.

Inspired by the Multi-user Superposition Transmission
(MUST) [7], at the same time-and-frequency resource block,

1The block fading assumption is made in this paper, which means the fading
process is approximately constant for a certain observation times, usually
number of symbol intervals

Fig. 1: The considered MBC topology and the illustration of
resource block in our consideration.

we propose a power-domain division scheme for joint radar
and communications system as illustrated in Fig. 1.

The total transmitted signals S(t) are modeled by,

S(t) = α1s1(t) + α2s2(t) + αrx(t) (1)

the power allocation coefficients for signals s1, s2, x are
α2
1, α

2
2, α

2
r respectively, and α1, α2, αr ∈ [0, 1), without fur-

ther specifications, we assume α2
1, α

2
2, α

2
r ̸= 0 and α2

1 + α2
2 +

α2
r ≤ 1 for all the following analysis.

A. Communications

In the downlink, the received communications signals of
user 1 y1(t) and user 2 y2(t) are respectively given by,

y1(t) = |h1|S(t) + n1(t) (2a)
y2(t) = |h2|S(t) + n2(t) (2b)

where n1(t) ∼ N (0, σ2
1), n2(t) ∼ N (0, σ2

2) are additive white
Gaussian noise (AWGN) at communications receivers of user
1 and user 2 respectively.

Since the superposition coding signals are transmitted, we
follow the suggestion in [8] that user 1 and 2 have disparate
channels. If we assume |h1|2 > |h2|2, equivalently user 1 is
the stronger user and user 2 is the weaker user, in received
signal y1 user 1 could first use SIC to detect signal s2, then
reconstruct signal by subtracting s2. In y2, under α2

2 > α2
1 the

signal s2 can be decoded while s1 is treated as interference.
The Signal-to-Interference-plus-Noise-Ratio (SINR) for

user 1 and 2, γ1 and γ2 are respectively expressed as,

γ1 =
α2
1 |h1|2

σ2
1

(3a)

γ2 =
α2
2 |h2|2

|h2|2 α2
1 + σ2

2

(3b)

B. Sensing

At the DFS, the echoes z of the kth target (user) are modeled
as,

zk(t) = ηk |hk|2 S(t− τk) + ξSint + nr(t) (4)

where τk is the round-trip delay from the kth target, nr(t) ∼
N (0, σ2

r) is AWGN. ξSint is the self-interference residue and



E(|Sint|2) = 1. According the recent works of the in-band
self-cancellation [5] [9], 105 ∼ 110 dB is an achievable self-
interference suppression level which indicates that in-band
residue is very close to the receiver sensitivity (noise floor) if 0
dBm power emission is set on the transmitting path. Thus, the
residue term ξSint is ignored in the following derivation. In the
radar signal model, the backscatters from the clutters is another
negative impact fact which is assumed to be neutralized by the
whitening filter before radar processing.

If the given radar task it to estimate the distance of the target
(i.e., equivalently the time delay), an unbiased estimator has
the minimum, which can be given by the Cramér-Rao lower
bound (CRLB). In mathematical form we have,

E
[
(τ̂k − τk)

2
]
≥ 1

E
{[

∂
∂τk

logL
(
z(t); τk

)]2} (5)

where L
(
z(t); τk

)
is the likelihood function of τk.

By considering the reflected communications components
as the interference, we obtain the logarithm of likelihood
function,

logL
(
z(t); τk

)
(6)

= C − 1

2σ2
r

(
z(t)− ηkh

2
kαksk − ηkh

2
kαrx(t− τk)

)2

where C is a constant without involving τk, hence the exact
expression of C is not provided here. The partial derivative
yields to,

∂

∂τk
logL

(
z(t); τk

)
= −ηkh

2
kαr

σ2
r

· nr(t) · x′(t− τk) (7)

straightforwardly,

E
{[ ∂

∂τk
logL

(
z(t); τk

)]2}
=

η2kh
4
kα

2
r

σ2
r

E
{[

x′(t− τk)
]2}

(8)
Before further discussions, it is worth to mention the issue
of handling the communications component in radar task.
Communication components in the superposed waveform will
also be reflected by the users and received by DFS. The
reflected communications components can be used for en-
hancing the radar detection performance when it is ade-
quately separated from the superposed waveform. Otherwise,
the communications component will undermine the overall
radar component (waveform) properties as the communica-
tions component is not well designed for detection purpose. To
discuss the communication component for extra radar benefits
will complicate our study as the benchmark of superposed
waveform radar and communications co-design. Thus, in this
work, the communication component is treated as interference
for the detection task, the detection (radar) performance in this
paper is a conservative estimation.

III. PROBLEM FORMULATION

The joint performance analysis is crucial in the evaluation
of radar and communications co-design. In a communications
system, we always put efforts to achieve maximum capacity

(or sum-rate in multi-user scenario). In contrast, in radar
systems, due to many shades of radar performance metrics,
it is hard to determine the ultimate metric to evaluate radar
systems comprehensively. In this section, we will discuss the
formation of joint performance metrics hence the correspond-
ing optimization problem.

A. Universalizing the evaluation metric

The communications rate of users 1 and 2 are denoted as
R1 and R2, respectively, and they are upper bounded by,

R1 ≤ log2(1 + γ1) (9a)

R2 ≤ min
{
log2(1 + γ2), log2(1 + γ2)

}
(9b)

where log2(1 + γ2) is the upper-bound communication rate
for SIC on user 1 to successfully decode s2, γ2 is given by,

γ2 =
α2
2 |h1|2

|h1|2 α2
1 + σ2

c

(10)

Provided the channel gains assumption, the communication
sum rate Rsum of users 1 and 2 is upper bounded by,

Rsum ≤
2∑

k=1

log2(1 + γk) (11)

In the radar system, as we mentioned in Section II-B, the
CRLB is a popular metric used to evaluate the parameters
estimation, which implies the performance of system. For time
delay estimation [10], given (5) and (8) we can have,

E
{[

x′(t− τk)
]2}

= 2EWB2
rms (12)

where W is the bandwidth, 2E is the total received signal
energy and Brms is the root-mean-square (rms) bandwidth,
given by,

2E =

T∫
0

|x(t)|2 dt (13a)

B2
rms =

4π2

∞∫
−∞

f2 |X(f)|2 df

∞∫
−∞

|X(f)|2 df

(13b)

where T is the radar receiving duration, X(f) is the spectrum
of signal x(t). Hence,

E
[
(τ̂k − τk)

2
]
≥ σ2

r

2η2kh
4
kα

2
rEWB2

rms

(14)

clearly 2EW
σ2
r

is the radar receiving Signal-to-Noise-Ratio
(SNR). Until here, the total estimation error variance σ2

ϵ can
be derived as,

σ2
ϵ ≥

2∑
k=1

σ2
r

2η2kh
4
kα

2
rEWB2

rms

(15)



B. Optimization problems

The communications sum rate and the estimation error
variance of radar system do not share the same unit of
measurements. We can only consider the radar and communi-
cations co-design as two sub-problems,

max
α1,α2

Rsum

s.t. α2
1 + α2

2 ≤ 1− α2
r,

R2 ≥ R0,2

(16)

min
α1,α2,αr

σ2
ϵ

s.t. α2
1 + α2

2 ≤ 1− α2
r,

R2 ≥ R0,2, R1 ≥ R0,1

(17)

where R0,2, R0,1 are the minimum rate to guarantee the QoS
for user 2 and user 1 respectively. α2

r is treated as a parameter
in (16), given a certain tolerance of radar estimation error, we
would like to achieve the sum rate maximum.

IV. PERFORMANCE ANALYSIS

We derive the joint performance boundaries and the cor-
responding power allocations for communications users and
radar function.

A. Optimal solutions

We first determine the feasible region for α2
1, α

2
2, α

2
r from

problem (16), then find some feasible points in problem (17).
1) Communications rate: in problem (16), Rsum is a binary

logarithm function of the product between 1+ γ1 and 1+ γ2,
and it will monotonically increase with this product. To find
the optimum in (16), provided the constraint R2 ≥ R0,2, it is
of interest to investigate the monotonicity of the above product
as a function f1,

f1 = (1 + γ1)(1 + γ2) (18)

If we consider f1 as the function of α2
2, the following form is

obtained,

f1(α
2
2) = 1+

α4
1|h1|2|h2|2+α2

1|h1|2σ2
2+α2

2|h2|2σ2
1+α2

1α
2
2|h1|2|h2|2

α2
1|h2|2σ2

1+σ2
1σ

2
2

(19)
and the first order partial derivative of (19) is,

∂f1
∂α2

2

= − (|h1|2 σ2
2 − |h2|2 σ2

1)(|h2|2 κ+ σ2
2)[

|h2|2 (κ− α2
2) + σ2

2

]2
σ2
1

(20)

where κ = 1 − α2
r and α2

1 + α2
2 = κ. Since our assumption

is |h1|2 > |h2|2, under σ2
1 ≤ σ2

2
(2) the ∂f1

∂α2
2

will always be
negative for all the feasible values of α2

2. Consequently Rsum
in (16) will monotonically decrease with α2

2 increasing, and
reaches its maximum when R2 = R0,2 holds. Now we have,

log2(1 +
α2
2 |h2|2

|h2|2 (κ− α2
2) + σ2

2

) = R0,2 (21)

the solutions of (21) are,

2in this paper, we will not provide discussions for the situation where σ2
1

is much greater than σ2
2 .

α2
1 =

κ |h2|2 − σ2
2(2

R0,2 − 1)

|h2|2 2R0,2

(22a)

α2
2 =

(2R0,2 − 1)(κ |h2|2 + σ2
2)

|h2|2 2R0,2

(22b)

under the solution (22), Rsum achieves its optimum. The results
in (22) are also consistent with [11].

2) Radar estimation error: in problem (17), the minimum
of σ2

ϵ monotonically decreases with αr, the larger value of α2
r

we give the smaller σ2
ϵ we have.

Under constraint R2 ≥ R0,2, R1 ≥ R0,1, we could have,
α2
1 ≥ (2R0,1 − 1)σ2

1

|h1|2

α2
2 ≥ (2R0,2 − 1)

[ (2R0,1 − 1)σ2
1

|h1|2
+

σ2
2

|h2|2
] (23)

the maximum of α2
r is achieved when α2

1, α
2
2 in (23) are

at minimum values. Based on [10], we present the energy
E and rms bandwidth Brms under two modulations of radar
waveform: linear FM with rectangular envelope and parabolic
FM with rectangular envelope.

3) Linear FM with rectangular envelope: for a linear
frequency modulation (FM) signal with rect(t/T ) envelope,
energy Elinear and rms bandwidth Blinear

rms yield to,

Elinear =
T

2
(24a)

Blinear
rms =

π2W 2

3
(24b)

hence (15) alters to,

σ2
ϵ,linear ≥

2∑
k=1

3σ2
r

π2η2kh
4
kα

2
rTW

3
(25)

4) Parabolic FM with rectangular envelope: for a parabolic
FM signal with rectangular envelope, energy Eparabolic and rms
bandwidth Bparabolic

rms yield to,

Eparabolic =
T

2
(26a)

Bparabolic
rms =

16π2W 2

45
(26b)

hence (15) alters to,

σ2
ϵ,parabolic ≥

2∑
k=1

45σ2
r

16π2η2kh
4
kα

2
rTW

3
(27)

B. Numerical results

We implement a series of simulations to validate our
theoretical analysis and to present joint performance in the
radar and communications co-design explicitly. Table I lists
the parameters in the simulations.

In the optimization problem (16) and (17), we expect to
observe two behaviours of co-design system,

• Given the weak user QoS R0,2 in (16), the trend of Rsum
with σ2

ϵ ;



TABLE I: Parameters in simulations

Parameters Value Parameters Value

channel gain 3|h1|2 −90 dB channel gain |h2|2 −100 dB

noise in user 1 σ2
1 −105 dBm noise in user 2 σ2

2 −105 dBm

noise in radar σ2
r −110 dBm self-interference can-

cellation
110 dB

user 1 RCS η1 0.1 m2 user 2 RCS η2 0.5 m2

bandwidth W 20 MHz Time-bandwidth
product TW

1000

• Given respectively the weak and strong user QoS
R0,2, R0,1 in (17), the minimum of σ2

ϵ .
Fig. 2 presents the numerical results of optimization

problems (16) and (17). Six cases are discussed in
the figure, Rsum versus σ2

ϵ under R0,2 = 0.7, 1, 1.5
(unit:bits/s/Hz); minimum σ2

ϵ under {R0,2 = 0.7, R0,1 = 1.5},
{R0,2 = 0.7, R0,1 = 0.7}, {R0,2 = 1.5, R0,1 = 1.5}. The
solid lines indicate the relationship between Rsum and σ2

ϵ

under constraint R2 ≥ R0,2. All star (i.e., *) markers show
the minimum σ2

ϵ under constraints R2 ≥ R0,2, R1 ≥ R0,1.
The grey dots background gives the feasible region of the
relationship between Rsum and σ2

ϵ . σ2
ϵ is normalized by the

minimum of σ2
ϵ in the figures,

min(σ2
ϵ ) = σ2

ϵ |α2
r=1 (28)

With the increase of QoS requirement in user 2 (the weak
user), the radar performance drops rapidly. Comparing with
user 2, the QoS requirement of user 1 (the strong user) has
less influence in the degrades of radar estimation accuracy.
As we can see from Fig. 2, horizontally the distance between
purple star marker (i.e., R0,2 = 0.7, R0,1 = 1.5) and blue star
marker (i.e., R0,2 = 1.5, R0,1 = 1.5) is much larger than that
between purple star marker (i.e., R0,2 = 0.7, R0,1 = 1.5) and
green star marker (i.e., R0,2 = 0.7, R0,1 = 0.7). Observing the
solid lines in the figure, up to a point Rsum tends to converge
no matter how much power we allocate to communications
signals. This phenomenon also implies that the unreasonable
large QoS requirement in the weak user could jeopardize the
whole co-design system. By comparing Fig. 2a with Fig. 2b,
we may conclude that under rectangular envelope linear FM
and parabolic FM barely show difference on the performance
of co-design system.

In the superposition transmission scheme, a moderate QoS
requirement for the weak user (e.g., the user with lower
channel gain) could benefit both communications and sensing.
However, the performance of radar system abruptly drops
when the QoS requirements of weak users increase over a
certain threshold; in other words, from Fig. 2 the horizontal
distance between the solid purple line (i.e., R0,2 = 1.5) and
the solid orange line (i.e., R0,2 = 1) is much larger than
the horizontal distance between the solid orange line (i.e.,
R0,2 = 1) and the solid red line the solid orange line (i.e.,
R0,2 = 0.7).

3the path loss is incorporated into the channel gain.

(a) Linear FM with rectangular envelope

(b) Parabolic FM with rectangular envelope

Fig. 2: Rsum Versus normalized σ2
ϵ under linear FM and

parabolic FM. Normalized σ2
ϵ is given by the power of 10

to better scale up.

For a communications-priority system, in both Fig. 2a and
Fig. 2b the upper-left corner of solid lines would be the optimal
operation point, due to the convergence of sum rate for com-
munications. At these points, the minimum radar estimation
error variance also reaches after maximum achievable sum rate
has been met.

To further reveal the communications system performance
in the co-design system, we adopt Jain’s fairness,

J (x1, x2, . . . , xn) = (

n∑
i=1

xi)
2/

n∑
i=1

x2
i (29)

Fig. 3 illustrates the fairness versus Rsum under different
QoS requirement in weak user. Clearly, low QoS requirement
leads to low fairness during most of Rsum values; high QoS
case behaves even worse than low QoS case in the fairness,
the highest reachable Rsum values is relatively far from the
maximum. A moderate QoS requirement guarantees both high
fairness and high Rsum value.



Fig. 3: The Jain’s fairness between two users in communica-
tions, under various minimum QoS requirements of user 2.

As a result, a moderate QoS requirement for the weak
user promises the good fairness of communications and low
estimation errors of sensing.

Fig. 4: Rsum Versus normalized σ2
ϵ under different level of

asymmetry between two users’ channel.

Fig. 4 demonstrates how the asymmetry of users’ channel
could affect the system performance. This numerical analysis
shows that the asymmetry between two users’ channel has
impact on the system performance, the greater the level of
asymmetry is, the larger degradation of the system is. The
above result implies the impact of user grouping strategies on
the overall system performance, which is that low level of
asymmetry between users’ channel compromises less on radar
performance.

V. CONCLUSION

In this paper, the superposition transmission is proposed
for radar and communication co-design in contrast with the
conventional frequency, time, and spatial domain operations.
The joint radar-and-communications performance is analysed
in the mono-static broadcasting topology. A generic commu-
nications signal is utilized together with two specific radar

signals, namely a linear FM and a parabolic FM radar signal.
A moderate QoS requirement for a weak user balances both
communications fairness and the overall system performance.
Low level of asymmetry between users’ channel implies
better co-design system performance. Conservatively speaking,
in the joint radar-and-communication system, the radar side
has large demands on the power allocation, which leads to
the low-to-moderate communications rates. This superposition
transmission scheme, under current study, is not suitable for
high data rate applications; whereas it is a good scheme for
drones control and command signals, together with sensing
functionality.

The current findings in this work can be seen as a bedrock
for future extensions on i) computational complexity of the
proposed superposition transmission joint system; ii) compar-
isons with prior works, for example, the joint system based
on OFDM and MIMO; iii) unifying the performance metric of
sensing and communications functions, for example, using the
I-MMSE [12] as a bridge; iv) scalability to the multiple user
(more than two) scenarios; v) application of SIC to remove
communications signal components at the radar receiving.
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