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Abstract—Efficient and accurate radio propagation modeling is
essential for optimization of both radio sensing and communica-
tion systems. However, highly accurate full-wave methods remain
inefficient at high frequencies, as unit of computation has to be
made much smaller than the wavelength. On the other hand,
ray-based approaches offer the desired speed, but the surface
element (typically, a triangle) must be made much larger than the
wavelength, thus making it difficult to represent complex curved
surfaces of common objects, such as cars or unmanned aerial
vehicles. As a result, for SHF/EHF bands, it is challenging to
select a method that is both fast and capable of capturing curved
surfaces correctly. To address this issue, we present a method that
offers a reasonable trade-off between speed and accuracy for
radio propagation modeling in the bands of interest. Specifically,
we combine efficient voxel scene representation targeting a cone
tracing algorithm with a statistical scattering model. To confirm
the validity of our approach, we report the dependence of
reflected power on the distance for basic primitives, such as cone
and sphere, for which closed-form radar cross-section solutions
are known. We demonstrate that the proposed approach is
superior compared to the conventional ray-tracing solutions,
while posing no restrictions for efficient voxel cone tracing
implementations.

Index Terms—scattering, cone tracing, voxel-based represen-
tation, curved surface, radar, simulation, modeling.

I. INTRODUCTION

Efficient wave propagation modeling is crucial to analyze
and improve any radio system. It provides a realistic assess-
ment of the overall system performance, and reveals possible
challenges. Moreover, it reduces the need for costly experi-
ments and channel measurements in the field. For instance, as
the interest in unmanned aerial systems grows, simulation tools
are required to predict issues with their communication links
and RADAR sensors. In fact, there already exists a prototype
tool for concurrent simulations of robotic and network aspects
of drone swarms based on ROS/Gazebo [1]. The primary
motivation of our work is to complement such tools with
fast radio-wave propagation simulation in scenes with high
complexity.

The commonly used electromagnetic channel modeling
methods, their corresponding algorithms, and scene represen-
tations are summarized in Table I. These methods can be
grouped into full-wave and asymptotic solutions. The full-
wave methods include Method of Moments (MoM), Finite
Element Method (FEM), and Finite-Difference Time-Domain
(FDTD). For MOM and FEM, the channel characteristics
are determined by employing numerical analysis to obtain
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TABLE I: Algorithms and scene representation options in
existing channel modeling methods

Method Key algorithm Scene
representation

Curve fitting Gauss–Newton None
FEM/MOM ODEs Mesh, NURBS
FDTD Huygens principle Voxels

GO (GTD/UTD) RL, RT, photon mapping Mesh,
parametric

Proposed Cone tracing (UTD) Voxels

solutions to Maxwell’s equations, which, in turn, requires
subdivision of environment surfaces into a number of small el-
ements (cylindrical, rectangular, or triangular) [2]. The number
of corresponding ordinary differential equations (ODEs) with
complex or inhomogeneous scenes increases significantly, thus
causing heavy computational and memory burden [3]. For the
FDTD methods, the algorithms are based on a discrete-time
solution to Maxwell’s equations, and therefore call for a voxel
(aka ”Yee lattice”) scene representation [4].

A typical performance bottleneck of FDTD and other full-
wave methods is in the voxel size, which must be made
much smaller than the wavelength used in the modeling [3].
As a result, simulations of larger SHF/EHF band scenarios
may become infeasible due to memory consumption and
computational cost. Asymptotic methods rely on geometric
optics (GO), and algorithms, such as ray tracing (RT) or ray
launching (RL), have both been used successfully for high-
frequency modeling of large scenes in multiple works [5]. A
scene is typically represented by triangular meshes, which are
easily handled by dedicated hardware. Despite the fact that
the modern ray-based algorithms can process scenes of high
complexity with acceptable speeds, they are not capable of
fully capturing the details of curved objects. This is because
any curve ends up broken down into multiple flat faces, with
exact curvature information lost in conversion.

In addition, for ray-based methods, the surface element must
be made much larger than the wavelength. Consequently, it
becomes cumbersome to represent complex objects in detail.
While this may not be a problem for models of buildings [6],
it does become one where objects of interest have intricate
”organic” shapes, such as aerodynamic surfaces of drones or
environmental features, such as trees, fences, and wires. To
address this challenge, several authors applied Nonuniform
Rational B-Splines (NURBS) for surface representation [7],
[8]. Multidimensional Halton sequences were used for scene
representation with conventional RT in dynamic scenes, by



showing reasonable accuracy [9]. However, in such solutions,
the computations become nearly as expensive as those for the
full-wave models, thus limiting their benefits. Further, NURBS
do not solve any of the issues with trees and thin wires.

Based on the above, the following observations can be
made. Today, to accurately model the interaction of, for
example, an unmanned aerial vehicle (UAV) with RADAR of
another UAV, one may utilize any of the full-wave methods,
or asymptotic methods with NURBS scene representation.
However, both of these approaches have very low framerate. In
some cases, this can be mitigated by multi-core computation,
but if the frames are temporally correlated (such as in UAV
simulations), radio channel modeling becomes a bottleneck.
Hence, the target of this work is the development of a
method using ray-based algorithm (for speed) that is capable
of processing curved surfaces (to capture e.g., UAVs) with
higher accuracy than what is available for triangular meshes,
but without the computational costs associated with NURBS.

The rest of this text is organized in the following way.
The conventional ray-based algorithm challenges are briefly
discussed in Section II-A. Section II-B and II-C present the
proposed method. Section III describes the theoretical foun-
dations and test scenarios. The comparison with alternative
methods is made in Section IV. Our simulation results are
reported in Section V. Conclusions are made in Section VI.

II. PROPOSED MODELING METHOD

A. Challenges of Ray-Based Algorithms
Before being processed in a RT or RL, 3D surfaces must

be represented by triangles. This type of primitive is preferred
because the ray–triangle intersection algorithm is relatively
straightforward, and has adequate GPU support. Moreover, it
is possible to represent an object of arbitrary shape through
triangulation. Hence, a ray-based model typically treats ray–
triangle interaction as a ”kernel”, which is then applied across
all possible interactions. Specifically, if a ray hits a triangle,
it can be reflected or refracted following the laws of GO. In
certain cases, ray–edge interaction is also traced, thus allowing
for knife-edge diffraction to be modeled. This approach causes
the following widely known issues:

1) If the number of rays radiated from a transmitter (Tx) is
low, some faces may not be illuminated, thus producing
gaps in reflections of sharply curved objects.

2) Every flat surface (even if represented by multiple adja-
cent triangles) should be ”counted” by the rays emitted
from a given source only once. In particular, only one
reflection should be made from a wall that may consist of
several triangles. Hence, this presents issues when aiming
to distinguish a genuinely flat object from a gently curved
surface, which should produce unique reflected rays for
each triangle in the mesh.

3) A curved object is visible at the Rx as a set of discrete
rays rather than a continuous spread of rays. If the number
of those rays is sufficiently small, this could cause dis-
continuities in reflected power when environment objects,
such as drones, move.

B. Voxel-based Scene Representation

The voxel-based scene representation has been successfully
applied to graphics engines for global illumination in [10],
which is reasonably similar to radio propagation modeling.
The authors of that paper use a voxel octree structure to
capture the scene geometry, which is built once for the static
part of the scene, and is then updated as needed to reflect
modifications of the environment. The authors demonstrate
high fidelity simulation of light with reflections, scattering,
and transmission at above 30 frames per second on extremely
complex scenes. Currently, there are no studies that adapt
that structure and associated algorithms for radio propagation
simulations. Inspired by this, we investigate the applicability
of a voxel scene structure in combination with a cone tracing
algorithm for radio propagation modeling. There are, naturally,
important differences that are worth noting.

First, the voxel size has to be made as small as possible to
capture the details of the environment (as voxel size directly
impacts the spatial resolution), yet it has to remain much
larger than the wavelength, such that GO could still be applied
to it. Hence, for most practical frequencies, voxels end up
rather large, and special care needs to be taken to capture
their interactions with the radio waves. In our implementation,
during scene voxelization (see Fig. 1a), every voxel stores nor-
mals of all surfaces it encompasses. This provides a sensible
compromise between the amount of information stored and
the possibility for the calculation of scattering at the later
stages. Further, one has to store the speeds of the objects in
every voxel, such that appropriate Doppler calculations could
be applied later on.

C. Calculation of Voxel’s Scattering

The rationale behind the proposed method is in the pos-
sibility to distinguish flat and curved surfaces, and in the
calculation of the scattering coefficient for the latter. Hence,
the local surface curvature can be captured. A surface is
considered curved within the voxel if the angle between any
two stored normals is larger than a threshold of Tflat. In this
case, we consider an object as a scatterer. There are multiple
approaches in computer graphics for fast scattering calcula-
tions [11]–[13]. Typically, the authors assess the intensity of
reflected light via one of the following scattering models.
The Lambertian model implies that the surface is diffusely
reflecting, where luminous intensity of the reflected light obeys
Lambert’s cosine law. According to the Phong model, the
reflected light is a combination of diffuse Lambertian reflection
with specular reflection.

This approximation demonstrates adequate results for
curved objects with natural-looking pictures, yet neither of the
above is directly applicable to radio propagation modeling. We
follow the steps that are similar to Phong model for scattered
power calculations, by taking into account the specifics of a
cone tracing algorithm as follows. If a slightly curved surface
with the average normal of n is illuminated by an incident
cone propagating along the direction i as shown in Fig. 1b,
one can calculate the expected direction r along which most



(a) Voxelization step.

(b) Ray propagation near a curved surface.

Fig. 1: Calculation steps.

power would be reflected, i.e. the specular component in the
Phong model. However, some energy is reflected along other
directions as well, and its amount depends on the angle of θ,
which is between r and the direction of each reflected ray v.
The latter is the main difference between our method and the
Phong model.

We propose to estimate the power loss within each reflected
cone as the integral of a certain power density function over
the apex angle ∆θ of the reflected cone:

Kp =

∫
∆θ

1

σ
√

2π
e−

x2

2σ2 dx. (1)

Then, coefficient Kp is utilized for the calculation of power
reflected from the voxel along a specific reflected cone.
Alternatively, if the reflected cone is found to hit the Rx, we
can compute ∆θ based on the Rx effective aperture and the
distance between the voxel and the Rx.

In addition, it is necessary to define the limit cases for the
types of reflected surfaces. For this, the following approach is
utilized. Wherein the maximum angle between the normals is
less than Tflat, the surface is considered as flat, and the distri-
bution should be set to a delta function. The reflection can be
calculated according to existing techniques, for example, GO
physics solutions. This method provides the desired accuracy
for flat surfaces [6]. Then, to take into account diffraction,
one can set the diffraction threshold Tdif . Hence, if the angle
between normals exceeds Tdif degrees, we consider the object
to be an idealized scatterer with the radar cross-section (RCS)
equivalent to a sphere inscribed into the voxel. In this case,
the distribution should be set to uniform.

In this letter, we only consider PEC materials, but our
method can be extended to support dielectric materials and
associated refractions. This would require an additional distri-

bution per voxel for refraction, as well as a dedicated study
for different polarizations, with the rest of the logic remaining
unchanged. However, the implementation would become more
complicated.

III. TEST SCENARIOS AND INTERPRETATION

We consider several test scenarios to evaluate the accuracy
of the proposed method and compare it with the conventional
ray-based approaches. We use primitives for which the deriva-
tion of the RCS expressions is possible. From this limited set
of curved objects, we chose a metal sphere to demonstrate the
scattering on the uniformly curved face and a cone to consider
the case of a sharp-end element. The analytical expressions
were derived using PO algorithm for a sphere and a cone,
correspondingly [14]:

σ =

{
πr2, r � 2λ;

144π5r6/λ4, r � 2λ,
(2)

where r is the sphere radius; λ is the wavelength; and

σ = πa2tg2(α), (3)

where a is the cone radius; α is the cone apex angle.
If the Tx and the Rx points are co-located, the power re-

flected from an object can be estimated by using the following
equation [15]

PRx =
σPTxGTxSRx

(4π)2R4
, (4)

where PTx is the Tx power; GTx is the Tx antenna gain; R
is the distance between the object and the Tx/Rx point; SRx
is the Rx antenna area.

IV. COMPUTATIONAL COMPLEXITY

In this section, we compare the complexity of the proposed
voxel-based method with that of the existing solutions. Firstly,
the computational complexity of highly accurate MOM ap-
proach is much higher than that of our proposed method. As an
example, the well-known NEC++ MOM engine may represent
a sphere of radius 5λ with about N = 1000 elements, where
each element is internally an ODE. However, to solve the
system of N equations, one needs at least O(N2) operations,
and a substantial amount of memory to store the intermediate
results. In our case, for a sphere of the same size and the
same number of elements N , the solution speed is O(N),
with no extra memory requirements. Further, in our approach,
the number of instructions per point is minimal, and the code
has no branching. For the sphere example, the difference in
runtime speeds is on the order of 1000.

Secondly, regarding the conventional RT method, the simu-
lation is divided into two steps: searching for the intersections
and physics calculation. If we consider Moller–Trumbore ray–
triangle intersection algorithm, it requires at least four scalar
product operations per triangle. For our method, we exploit
the operation of a linear iteration of the voxel indices, which
is much less computationally expensive per surface element.
At the second stage, one should reach similar computational



TABLE II: Comparing the number of elements for the con-
ventional RT and the proposed method

Sphere Cone
R, m Voxels (new) Faces (RT) Voxels (new) Faces (RT)

3 674 320 138 136
4 1250 1280 174 178
5 1898 5120 186 190

Fig. 2: Received power vs. distance for the sphere with the
radius of 3, 4, 5 m.

complexity for RT and the proposed approach, but with
substantially improved accuracy in the latter case. This is
considered further in Section V.

Comparison with volume subdivision methods like FDTD
is even more one-sided due to the cubic growth in the number
of cells needed to represent the environment.

V. MODELING RESULTS

Here, we compare the accuracy of the conventional RT
with that of our method for the same operating costs. The
computational complexity under test scenarios for the two
approaches in terms of the number of processed elements per
object is presented in Table II. Because the number of elements
is limited by the subdivision value of an object, the values
were chosen as close to each other as possible. We report the
dependence of the reflected power at the Rx on the distance
from the object to the Tx/Rx for different object parameters.
The results are obtained using the conventional RT modeler,
our proposed method, and theoretical equations [15]. For our
scene representation, the voxel size is set equal to 0.5 m. It
is proposed to consider the conventional RT with Lambertian
scattering function enabled, which is employed in REMCOM
software widely accepted for industry-grade simulations [16].

As can be seen in Fig. 2 and 3, the proposed method
achieves better agreement with the theoretical results. Quan-
titatively, our solution demonstrates the mean dB error of
0.06 dB (vs. 17.16 dB for the conventional RT), and the
mean squared dB error of 3.06 dB (vs. 17.93 dB for the
conventional RT). Hence, we establish that our approach
provides a significant reduction in the mean squared dB error

Fig. 3: Received power vs. distance for the cone with the base
radius of 3, 4, 5 m.

(over 82%). In addition, since the authors of other works
consider that the dB error level of 1 dB is acceptable for such
scattering simulation tools, and that the level of 0.01 dB is
very accurate, we can conclude that the achieved precision
of the proposed method is sufficient for scattering modeling
unlike the conventional RT [17].

It is worth adding that the conventional RT without Lam-
bertian scattering enabled is known to be unable to find any
paths for a cone shape. This causes difficulties where the scene
contains multiple objects, as one may not be certain that all the
objects are ”captured” in the results. In contrast, our approach
guarantees that all the objects are represented in the results,
irrespective of their shapes and sizes. It can be concluded
that when the computational costs of the second stage are
the same, our solution is much more accurate. On the other
hand, when the stage of intersection searching is taken into
account, our method is faster and more accurate compared to
the conventional RT.

VI. CONCLUSIONS

A new modeling method for SHF/EHF radio-wave scatter-
ing, as shown in this letter, is indeed capable of addressing
most of the requirements for fast and accurate radio-wave
propagation simulation in scenes with high complexity. It
allows to capture the details of sharply curved surfaces across
a wide range of frequencies without having to sacrifice per-
formance, and is thus suitable for studies of diffuse scattering,
even in the EHF bands. The proposed scene representation
is known to be suitable for a voxel cone tracing algorithm;
the modified Phong reflection model was demonstrated to be
comparable in terms of accuracy with ray-based modelers.
Taken together, they make it possible to run radio propagation
simulations at superior speeds using algorithms and data
structures that are well-suited for hardware acceleration on
commodity GPUs.
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