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ABSTRACT 

Gene expression in bacteria is subject to strict regulation. This allows cells to timely 
tune their behavior to tackle challenging environmental conditions. For example, 
when subject to heat shock, E. coli induce the expression of σ32, which triggers the 
synthesis of several proteins that counteract protein denaturation. Simultaneously, 
their membrane lipid composition is readjusted, to beneficially alter its fluidity. 
Such complex coordinated behaviors are made possible by a global regulatory 
network of gene expression. 

Transcription factors (TFs) are one mode of gene regulation. These are specialized 
proteins expressed by genes to directly (via TF-DNA interactions) or indirectly (via 
TF-TF interactions) activate or repress RNA production from a specific gene(s).  

Another influential dynamic regulator of gene expression is DNA supercoiling. In 
normal conditions, the DNA is kept negatively supercoiled. When the RNA 
polymerase (RNAP) elongates along the DNA it unwinds it. This causes positive 
supercoiling downstream the RNAP and negative supercoiling upstream it. When 
the supercoiling levels of the DNA are significantly disturbed, elongation rates are 
affected and, eventually, transcription initiation can be halted, until specialized 
proteins intervene. Since the DNA is organized in topologically constrained 
segments, these effects are not homogenously spread throughout the DNA. 
Namely, DNA regions with high rates of transcription will have significantly more 
positive supercoiling buildup (PSB). 

Finally, specific spatial arrangements of regulatory elements in the DNA can also 
be influential, by allowing genes to co-express. These arrangements include 
operons and transcription units, terminator sequences, and closely spaced 
promoters. On the latter, while most pairs of neighboring promoters in the DNA 
are separated by distances long enough to make them dynamically independent, 
some pairs are sufficiently close to have interdependent dynamics.  

In this project, from empirical, genome-wide data, as well as from single-cell, 
single-gene data, we studied regulatory mechanisms of gene expression, in optimal 
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and in non-optimal conditions. In detail, we delve into the kinetics of transcription 
when subject to repression by regulatory molecules as well as by changes in 
supercoiling levels, and when controlled by promoter pairs in tandem formation. 

We first developed two methods to characterize the dynamics of transcription 
repression by TFs and PSB. In the former, we dissected the kinetic rates constants 
controlling TF regulation, while in the latter we showed that the dynamics of 
transcription locking due to PSB is promoter-strength dependent.  

Next, we identified all native genes controlled by tandem promoters and studied 
how the distance between two promoters makes their transcription kinetics 
interdependent. We found evidence that, when the distance between the promoters 
is less than the length of DNA occupied by an RNAP in open complex formation, 
a phenomenon of promoter occlusion becomes influential. Otherwise, the only 
form of transcription interference is due to collision between RNAPs, causing a 
mild decrease in rate, along with a mild increase in noise in RNA production. 

Finally, we studied the kinetics of natural genes, when repressed, following shifts in 
temperature during cold shock. To identify the nature of the mechanism 
responsible for their repression, we also subjected the same genes to the effects of 
Gyrase inhibition. Our study revealed that high sensitivity to supercoiling is one of 
the natural triggers of short-term responsiveness to cold shock.  

In each of the aforementioned studies, we proposed new analytical and/or 
stochastic models. These models were designed to mimic how each mechanism 
operates and influences the single-cell statistics of RNA and/or protein expression. 
Subsequently, they were confronted to empirical data, to test hypotheses of which 
steps in transcription are most affected by the changing conditions.  

We found that all the mechanisms of regulation studied were of similar nature, in 
that they all made possible an ON-OFF kinetics of RNA production. And while 
they were made possible by distinct physical processes, in all cases the reduction in 
expression rate occurred at the expense of increased noise. 

Overall, our findings and models contribute to the knowledge on the mechanisms 
by which gene networks self-regulate and, thus, about how cells adapt to changing 
environments. Further, they provide insight on how to engineer synthetic gene 
circuits that make use of promoter-promoter interactions and/or PSB.  
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1 INTRODUCTION 

1.1 Background and Motivation 
 
Bacterial infections have been linked to numerous intestinal infections and deaths 
(Beuchat, 2002; Rangel et al., 2005). Because of their minimal infective dose (~10 
cells) and high virulence, some bacteria are extremely dangerous (Tilden et al., 
1996). Therefore, it is important to understand their survival mechanisms, as this is 
a promising avenue for preventing diseases. 
 
Adaptation to life-threatening conditions, such as cold shock, starvation, and 
antibiotics is essential for bacterial survival. A myriad of mechanisms has evolved 
to detect and respond to the changes (Cheung et al., 2003; Golding, 2011; López-
Maury et al., 2008; Sleator & Hill, 2002; Yamanaka, 1999). These act at multiple 
cellular levels, from transcription and translation kinetics (Charlebois et al., 2018; 
Giuliodori et al., 2004; Oliveira et al., 2016), to membrane composition (Mansilla et 
al., 2004), enzymatic capacity (Zhang et al., 2019), changes in protein structure that 
generate phenotypic variants (Sokurenko et al., 1998, 1995), and activation of 
specific genetic ‘motifs’ (Milo et al., 2002).  
 
The earliest stage at which gene expression can be controlled is transcription 
initiation (Dorman & Dorman, 2016). Moreover, several studies have shown that 
transcription initiation is the stage at which the majority of the regulatory processes 
of gene expression occur (Browning & Busby, 2004, 2016; Chamberlin, 1974; 
Chong et al., 2014; McClure, 1985; McLeod & Johnson, 2001; Ruff et al., 2015). 
 
Transcription initiation is a complex, multi-step process that begins with the 
binding of RNAP to the promoter region (McClure, 1985; Saecker et al., 2011). At 
first, the structure between RNAP and the DNA is in a ‘closed complex form’ 
(Alberts et al., 2002; McClure, 1985). Next, a chain of isomerization steps leads to 
an open complex structure (Rogozina et al., 2009; Saecker et al., 2011). After the 
open complex formation, the RNAP breaks contact with the promoter elements, 
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entering the elongation phase (Alberts et al., 2002). Controlling the kinetics of 
these steps should allow influencing the speed of production of RNAs. 

Strategies have been proposed to dissect the kinetics of the steps of transcription 
initiation from in vitro (McClure, 1985) and, more recently, in vivo measurements of 
transcription rates for various RNAP concentrations (Lloyd-Price et al., 2016). 
These allowed estimating the mean time-length of open and closed complex 
formation and showed that these steps are the most rate-limiting in RNA 
production. 

 
Several repression mechanisms studied over the past five decades are based on the 
binding of TFs and other regulatory molecules to the DNA (Oppenheim et al., 
2005; Razo-Mejia et al., 2018; Riggs et al., 1970; Sanchez et al., 2011; Almeida et al., 
2022). Also, the regulatory molecules that can alter the kinetics of the rate limiting 
steps of transcription initiation (Lloyd-Price et al., 2016; Lutz et al., 2001), affect 
not only mean RNA production rate, but also the noise in this process (Mäkelä et 
al., 2017).  
 
Other physical processes can also act as mechanisms of gene regulation. For 
example, DNA topological changes have been identified to have a major regulatory 
role on bacterial gene expression (Dorman & Dorman, 2016). As an example, a 
recent study (Chong et al., 2014) showed that one contributor to phenotypic 
variability in prokaryotic gene expression is the generation of positive supercoiling 
buildup (PSB) during transcription (Liu & Wang, 1987; Samul & Leng, 2007; Tsao 
et al., 1989; Wu et al., 1988). Specifically, PSB is of significance since it leads to 
promoter locking, directly enhancing noise in transcription (Chong et al., 2014).  

The fact that stochastic promoter locking enhances noise in gene expression 
(Chong et al., 2014; Golding et al., 2005), which is selectively advantageous in 
certain conditions (Levin, 2003; McAdams & Arkin, 1999; Ozbudak et al., 2002; 
Rao et al., 2002; Thattai & Van Oudenaarden, 2004), supports the hypothesis that 
DNA supercoiling acts as a gene regulatory mechanism. Thus, it is important to 
characterize the dynamics of promoter locked states. 

Other studies (Rhee et al., 1999; Shearwin et al., 2005; Yeung et al., 2017) have 
shown that transcriptional interference between closely spaced promoters results in 
distinctive transcriptional dynamics. Given the widespread presence of closely 
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spaced promoters in the DNA of organisms (Adachi & Lieber, 2002; Trinklein et 
al., 2004), we proposed that such specific DNA spatial organization is not random 
and serves as means to produce complex transcription kinetics, by locking or 
inhibiting one of the transcription start sites (TSSs). 

 
In summary, we studied gene regulatory repression mechanisms that allow bacteria 
to respond and adapt to internal and external changes. For this, we used 
experimental and theoretical methods. We expect that our models of these 
phenomena will be broadly applicable to a wide range of stresses causing genome 
wide repression phenomena. 

1.2 Thesis Objectives 

In this thesis, we examine how gene networks regulate themselves under optimal 
and non-optimal settings. We focus on the dynamics of natural repression 
mechanisms of gene expression, and their outcome on the single-cell statistics of 
RNA and/or protein numbers. Specifically, this thesis is based on three objectives: 

I: Dissect the effects of transcription factors with repressing effects on the 
kinetics of transcription. The quantification method proposed must be of 
broad applicability to allow surveying the time spent by several promoters in a 
repressed state. 

II: Dissect the effects of supercoiling buildup on the kinetics of transcription. 
For this, we dissected the time spent in locked state due to supercoiling 
accumulation and estimated the rate constants to implement a realistic model. 
Further, based on a recent work that suggested that cold shock responsive 
genes may have atypical sensitivity to supercoiling (Oliveira et al., 2019) we 
investigated which and by how much are genes repressed by supercoiling 
during cold shock. 

 
III: Dissect the effects of the distance between tandem promoters on their 
coordinated dynamics of transcription. For this, we quantified to what extent 
gene regulation due to close proximity causes repression and, thus, generates 
coordinated activities.  
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To achieve these objectives, we performed measurements using RNA-seq, flow-
cytometry and/or microscopy and, from the data, we studied the kinetics of 
negatively responsive genes of E. coli under specific conditions, and developed 
stochastic models to mimic their behavior, quantitatively, at single-cell level. 

Objective I was completed, and the findings were presented in Publication I. 
From completing Objective II resulted Publication II and Publication IV. 
Finally, Publication III resulted from the completion of Objective III. 

1.3 Thesis Outline 

The present chapter 1 of this thesis introduces the research area, providing the 
reader with the context and rationale for this study. Chapter 2 provides a broader 
biological context, with an emphasis on current knowledge on transcription and its 
regulatory mechanisms using E. coli as a model organism; Chapter 3 provides 
theoretical background on the simulation algorithms and modeling methodologies 
employed in the publications; Chapter 4 contains a brief description of the 
methodology used for collecting the empirical data and for processing data; 
Chapter 5 includes a summary of the results and subsequent conclusions; Finally, 
Chapter 6 is an analysis of the limitations of these studies. Finally, it is discussed 
the impact of the results in the fields of synthetic biology and microbiology. 
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2 BIOLOGICAL BACKGROUND 

This chapter serves as a general introduction to the fundamental biological 
concepts underpinning this thesis. First, the model organism used in this study is 
introduced. This is followed by a description of the central dogma of molecular 
biology and its players. Next, we provide a detailed description of the multi-step 
processes unique to transcription and to translation, respectively, along with some 
of their regulatory mechanisms. Finally, we briefly discuss the effects of 
temperature on these processes and the concept of noise in gene expression. 

2.1 Escherichia coli as a Model Organism 

In 1884, Theodor Escherich, discovered Bacterium coli while studying the gut 
microbes of infants (Escherich, 1884, 1988). Bacterium coli is now known as 
Escherichia coli (E. coli) (Figure 1A). Due to its versatile strains and fast growth in 
several media conditions, it became the organism of choice in many fundamental 
studies, such as of the genetic code (Crick et al., 1961), transcription (Stevens, 
1960), and gene regulation (Jacob et al., 1960). The acquired knowledge, along with 
the development of tools and techniques to study E. coli, have allowed for the 
study of this organism in-depth, providing insight into microbial phenomena. 
Given this, E. coli has been commonly used for scientific studies and 
pharmaceutical production (Baeshen, 2015), and it is therefore considered the most 
important model organism in biology (Zimmer, 2008). For these reasons, E. coli 
was the organism selected for further study in Publications I-IV. 

2.2 DNA, RNA and Proteins 

The discovery of the DNA (deoxyribonucleic acid) in 1869 by Johannes Miescher 
(Dahm, 2005) was a benchmark in Molecular Biology. From that moment onward, 
several key concepts were established. In 1944, it was shown that DNA is the 
hereditary material (Avery et al., 1944) and later, in 1953, Watson and Crick 
characterized its structure (Watson & Crick, 1953).  
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The DNA structure consists of two anti-parallel chains, where each strain is 
composed of nucleotides. A single nucleotide is composed of three components; 
these include a phosphate, a sugar, and a nitrogen-containing base. The bases can 
be Adenine (A), Guanine (G), Cytosine (C) or Thymine (T). The nucleotides are 
linked to each other through the phosphate groups and the DNA base pairs (bp) 
are connected by hydrogen bonds. These bonds can only pair Adenine to Thymine 
(A-T) and Cytosine to Guanine (C-G) (Chargaff et al., 1951). It is the linear 
sequence of bases that encode the genetic information of cells. Given the weak 
stability of hydrogen bonds, other molecules can interact with the DNA, 
performing tasks including reading the genetic information stored in the genome.  

The central dogma of Molecular Biology (Crick, 1970) frames the transfer of the 
genetic information (Figure 1B). Typically, information flows from DNA through 
RNA to proteins. Nevertheless, in special cases (e.g., viruses), information is also 
transferred from RNA to DNA, RNA to RNA (also known as RNA replication), 
or directly from DNA to proteins. So far, there is no known process capable of 
directly synthesizing DNA from proteins. 

The RNA molecule has similarities with the DNA molecule. In the RNA, the bases 
are the same as in the DNA, except uracil (U), which replaces thymine. Also, 
RNAs are single-stranded and serve different functions, such as mRNA (messenger 
RNA), tRNA (transfer RNAs), rRNA (ribosomal RNA), siRNA (small interfering 
RNA), etc.  

Proteins are chains of amino acid molecules (also known as polypeptides). A 
protein is formed by a series of up to 20 different amino acids. It is the sequence of 
amino acids that determines a protein three-dimensional structure and function. 
Proteins are usually known as the ‘building blocks’ of cells, as they participate in 
every cellular process including, but not limited to, cellular repair, division, and 
metabolic reactions. 

In Publication I we focused on specific mRNAs. Then, in Publications II-IV, 
we studied specific mRNAs and proteins. Throughout this thesis, for simplicity, we 
referred to mRNAs as ‘RNAs’.  
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2.3 Gene Expression in Escherichia coli 

The DNA in E. coli is a single circular chromosome containing over 4000 genes 
(Blattner et al., 1997). In general, the chromosome contains the genes necessary for 
cell survival and division. Extra DNA, containing additional genes, can exist. These 
are termed ‘plasmids’. Plasmids are usually circular and contain genes that can code 
for evolutionary advantages like antibiotic resistance (Eliasson et al., 1992). 

Gene expression consists of two sequential processes: transcription and translation. 
Transcription is the process where a gene is transcribed into a corresponding RNA 
(McClure, 1985). In translation, the RNA is the template to synthesize a 
corresponding chain of amino acids, that will form a protein (Ramakrishnan, 2002).  

In prokaryotes, there is no nuclear membrane, therefore transcription and 
translation are coupled (i.e., translation can be initiated before transcription is 
completed) (Miller et al., 1970). Nevertheless, for many genes, the RNA is the final 
product of gene expression. These non-coding RNAs, such as microRNAs, usually 
have a regulatory role (Alberts et al., 2002).  

In prokaryotes, most genes are organized in operons (Figure 1C). The structure of 
an operon consists mainly of three elements: a promoter(s), an operator site (s), 
and structural genes (Osbourn & Field, 2009). The promoter sequence is the region 
of DNA recognized by RNA polymerase (RNAP) to start transcription. The 
operator is the site to which most regulatory molecules bind in order to exert 
control of the expression rate.  

In 1960, Francois Jacob and Jacques Monod studied the gene expression 
mechanisms of the lactose (lac) operon (Jacob & Monod, 1961). This was pioneering 
research that contributed to a deeper understanding of the regulation of protein 
production. The lac operon includes three genes: lacZ, lacY, and lacA and three 
operator sites: O1, O2, and O3. The operator sites, along with TFs, regulate the 
expression of the operon. 

In Publications I and II, we used synthetic constructs, engineered from the E. 
coli’s native lac promoter by removing the O2 repressor binding site.  
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Figure 1. Gene expression in E. coli. (A) Phase-contrast image of E. coli cells. (B) The central 
dogma of Molecular Biology. DNA replication is the process where both DNA strands can 
work as templates and generate a daughter DNA molecule. In transcription, an RNA is 
formed from the information stored in the DNA. Translation is the process in which 
proteins are formed from the RNAs. Dashed arrows show rare cases of genetic 
information flow observed in e.g., viruses or specific laboratory conditions. (C) Operon 
structure. An operon has three components: a promoter, an operator site, and structural 
genes. The RNAP binds to the promoter whereas TFs (activators and/or repressors) bind 
to the operator sites. Generated using Biorender. 

2.4 Mechanisms of Transcription 

The transcription process has three steps (Alberts et al., 2002): initiation, 
elongation, and termination (Figure 2A). Initiation starts when the RNAP 
recognizes the promoter. RNAP is a key multi-unit enzyme, with five subunits 
(Figure 2B). Four of these subunits form the core enzyme: two alpha (α), a beta (β), 
a beta prime (β’), and an omega (ω) subunit (Haugen et al., 2008). The α subunits 
are involved in RNAP assembly and transcriptional regulation; they engage with 
the promoter site using both specific- and non-specific-sequence interactions. The 
α-subunits also interact with TFs (Finney et al., 2002; Ross et al., 1993). The β and 
β’ are the largest subunits and contain part of the active center responsible for the 
synthesis of RNAs (Haugen et al., 2008; Mekler et al., 2002). The ω is the smallest 
subunit and is also involved in the RNAP assembly (Gunnelius et al., 2014). 

The RNAP core enzyme synthesizes RNA from a DNA template, but it is unable 
to initiate transcription. For the RNAP core enzyme to bind specifically to the 
promoter and initiate transcription, it needs to bind to a fifth σ-subunit (Murakami 
et al., 2002; Young et al., 2002). An RNAP with five subunits is in the holoenzyme 
form. E. coli has seven different σ factors (Maeda et al., 2000). The primary σ factor 
is σ70, which is specific to genes responsible for regulating basic cell functions in 
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optimal conditions (Feklístov et al., 2014). Other σ factors are expressed under 
specific stresses (Helmann & Chamberlin, 1988) and can activate a specific gene 
cohort whose task is to lessen the effects of adverse conditions. 

After promoter recognition, the RNAP starts unwinding the DNA. Following the 
DNA unwinding and promoter escape, the transcription elongation begins. It is 
during transcription elongation that the RNA is synthesized. During this process, 
the RNAP slides along the DNA strand (3’ to 5’ direction), and nucleotides are 
added to the growing polynucleotide chain (Alberts et al., 2002). When reaching 
the termination site, both the RNAP and RNA are released.  

2.4.1 Transcription Initiation  

In prokaryotes, transcription initiation includes three main steps: Promoter 
recognition and binding, isomerization, and promoter escape (McClure, 1985; 
Saecker et al., 2011). To initiate transcription, the RNAP holoenzyme must first 
find and bind to the promoter. The consensus sequence between -10 and -35 
positions upstream of the transcription start site (TSS) defines a promoter region. 
The TSS is the DNA site in which the first RNA nucleotide is transcribed 
(alternatively referred to as the '+1 site'). 

First, the holoenzyme slides rapidly across the DNA (Dangkulwanich et al., 2014; 
Hammar et al., 2012). As it does this, the holoenzyme adheres only weakly to the 
non-specific sequences of the DNA until it dissociates from it or a TSS is found. 
After finding the TSS, the RNAP makes specific contacts with the bases at the -35 
and the -10 region. At this step, the structure formed by the RNAP and DNA is a 
‘closed complex (RPC) form’ since the DNA remains as a double stranded helix 
structure (Alberts et al., 2002; McClure, 1985).  

Next, a σ factor triggers the destabilization of the DNA double helix, exposing a 
stretch of nucleotides on each DNA strand (~12bp), while forming a transcription 
bubble (Figure 2C) (Borukhov & Nudler, 2008). When this is conducted by e.g., σ70 

and σ38 , it does not require ATP since it is more energetically favorable than the 
previous state. This is not the case for e.g., σ54 RNAP holoenzymes. For these, 
additional protein factors and energy in the form of ATP or GTP is required for 
formation of transcriptionally competent promoter complexes (Borukhov & 
Severinov, 2002).  
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Figure 2. Transcription. (A) Schematic representation of the transcription cycle in E. coli. This cycle 
involves mainly 3 steps. First, the σ factor (orange) binds to the core RNAP subunits (in 
grey) and form the RNAP holoenzyme. Next, the holoenzyme finds and binds to the 
promoter forming the closed complex (RPc) complex. The RPC goes through three 
intermediate isomerization steps (DNA loading, DNA opening/unwinding and assembly of 
the polymerase clamp) that lead to open complex (RPo) formation. Once the DNA is 
unwound NTPs can bind and form the initiating (RPI) complex. Finally, the σ factor is 
released and elongation proceeds until reaching the termination sequence where the new 
RNA and the RNAP are released from the DNA (Greive & von Hippel, 2005). Picture 
adapted from (Tabib-Salazar et al., 2019) and (Saecker et al., 2011). (B) RNAP 
holoenzyme structure interacting with the core promoter sites (-35 and -10 positions 
upstream the TSS) during the RPo. Picture adapted from (Karpen & DeHaseth, 2015) (C) 
Illustration of the elongation complex. The transcription elongation complex protects ~35 
bp of the DNA, whereas the transcription bubble comprises 12-14 unpaired nucleotides. 
This complex is maintained stable due to the formation of the RNA-DNA hybrid and other 
protein interactions within the RNAP. Picture adapted from (Greive & von Hippel, 2005). 
The final image was composed using Biorender. 
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This isomerization pathway from the promoter recognition complex RPC to ‘open 
complex (RPO) form’ has been studied for several years. Methods including 
chemical and enzymatic DNA footprinting have been foundational in providing 
knowledge about the structure of the intermediate complexes leading to RPO 
(Gries et al., 2010; Rogozina et al., 2009). Evidence to date suggests that this is 
found to have at least three intermediate steps (Saecker et al., 2011): DNA loading, 
DNA unwinding, and assembly of the RNA polymerase clamp (Figure 2A). 
However, the isomerization intermediates are unstable and short lived (1 ms to 1 s) 
(Saecker et al., 2011). Therefore, this multi-step process is often represented as one 
rate-limiting step (Lloyd-Price et al., 2016;  DeHaseth et al., 1998). 

The last stage of transcription initiation is promoter escape. Until it can fully 
escape, RNAP needs to percolate 10-15 bp downstream from the promoter site 
(Goldman et al., 2009; Hsu, 2002). During this stage, the RNAP enters a cycle of 
abortive initiations where it synthesizes and releases a specific set of abortive short 
RNAs (2-17 nt in length) (Hsu et al., 1995; Marr & Roberts, 2000). The use of 
single-molecule-nanomanipulation with ~1 bp resolution and ~1 s temporal 
resolution suggested that the cycle of abortive initiations occurs through a DNA 
‘scrunching’ mechanism (Revyakin et al., 2006). The scrunching model postulates 
that the RNAP, while stationary, pulls the downstream DNA into its active site 
(Kapanidis et al., 2006; Revyakin et al., 2006). Studies using single-molecule- 
fluorescence-resonance-energy-transfer validated this by showing that the distance 
between the DNA segments upstream and downstream of the unwound DNA 
decreases during the abortive initiation cycle (Kapanidis et al., 2006). 

After abortive initiation, the RNAP breaks contact with the core promoter 
elements and enters elongation. The release of the  factor has been suggested to 
happen during the promoter escape (Hsu, 2002). However, it may also be retained 
by RNAP during elongation (Harden et al., 2016). 

In Publication I and II, we measured with single-molecule resolution the time-
intervals between consecutive RNA production events to study the transcription 
initiation process. Also, in Publication I, II and III, we have developed models 
where the rate limiting steps of RPC, RPO, and promoter escape were included. 
Here, the isomerization states, which separate the RPC and RPO, were not included 
in the models as these are unstable and have negligible lifetimes (1 ms to 1 s) 
(Saecker et al., 2011). 
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2.4.2 Transcription Elongation and Termination 

Transcription elongation begins when the RNAP clears the core promoter 
elements and continues with the addition of the nucleotides required to synthesize 
the RNA transcript.  

The transcription elongation complex (TEC) is formed by RNAP, by a DNA 
subset, and by the growing polynucleotide chain. At each position in the template, 
the TEC usually occupies ~35 bp of the DNA. The central ones (12-14 bp) are 
unwound to form the transcription bubble (Figure 2C)(Korzheva et al., 2000; 
Zaychikov et al., 1995). The TEC slides along the template strand (3’ to 5’ 
direction) while nucleotides are added to the 3’ end of the growing polynucleotide 
chain. The 5’ end is free to create secondary structures or interact with other 
components (Greive & von Hippel, 2005).  

The movement of TEC occurs discontinuously. As it percolates the DNA, there 
are several alternative reaction pathways, such as pausing (Greive & von Hippel, 
2005), arrest (Fujita et al., 2016; Greive & von Hippel, 2005), editing (Greive & von 
Hippel, 2005), premature termination (Lewin, 2008), and pyrophosphorolysis (Erie 
et al., 1993). The probability that the TEC choses any of these pathways depends 
on sequence-specific interactions between the TEC and the template DNA, the 
nascent RNA transcript, and other regulatory molecules (Greive & von Hippel, 
2005). The duration of pausing and arresting events ranges from less than a second 
to a few minutes (Herbert et al., 2006, 2010), impacting not only the mean 
transcription rate, but also the variability in gene expression (Rajala et al., 2010). 

Further, pauses and pause escapes can also occur due to collisions between RNAPs 
(Epshtein & Nudler, 2003). Further, misincorporation can occur at the end of the 
transcription process (Greive & von Hippel, 2005). Provided no misincorporation 
or premature termination, elongation continues until reaching a termination site. 
Termination sites can be divided in two classes: intrinsic and Rho-dependent.  

When occurring in intrinsic termination sites, the termination does not require the 
intervention of other regulatory molecules since the sequence of nucleotides codes 
for a stem-loop structure, followed by a sequence of nucleotides that forms weak 
interactions between the RNA and DNA molecules (Martin & Tinoco, 1980; 
Wilson & von Hippel, 1994). In Rho-dependent transcription termination, the Rho 
protein binds to the nascent RNA and moves towards the RNAP (in an ATP-
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driven process). After reaching the RNAP, it activates its helicase activity to 
unwind the RNA-DNA within the transcription bubble. In vitro experiments 
suggest that the efficiency of this class of terminators is inversely proportionally to 
the RNAP elongation rate (Jin et al., 1992).  

Both terminator classes include TEC destabilization, leading to the ‘bubble’ 
collapse and complex dissociation, releasing the RNA transcript and RNAP 
(Greive & von Hippel, 2005). Recent single-molecule studies have proposed an 
expanded bacterial transcription termination mechanism (Harden et al., 2020; Song 
et al., 2022). In this, after the transcript release at the terminator site, the RNAP 
stays associated with the DNA and can continue percolating it, eventually 
reinitiating transcription at another TSS.  

Regarding the total RNA production time (i.e., from transcription initiation to 
termination), in Publication II, we report that, on average, PLacO3O1 produces one 
RNA every 1400 s (~23 min). For comparison, in (Taniguchi et al., 2010), the 
RNA numbers per cell, as measured by FISH for 137 genes, equaled 0.40 (ranging 
from 0.02 to 3.3 RNAs per cell). Given that the RNA degradation rate is 0.004 s-1 
(Bernstein et al., 2002) and the RNA dilution rate is 7.7×10-5 s-1 (cell doubling 
times are 150 min, as measured in (Taniguchi et al., 2010)) one can estimate the 
expected average, minimum, and maximum time interval between consecutive 
RNA production events (ΔtAverage, ΔtMin and ΔtMax, respectively): 
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The variables kdeg and kdil correspond to the RNA degradation rate and to the RNA 
dilution rate, respectively. Given the results in equations (2.1-2.3), we find the 
RNA production rate reported in Publication II to be in within the expected 
range. 
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Finally, in Publication IV, we used a stochastic model of transcription with 
stepwise elongation at the nucleotide level, coupled with the dynamic accumulation 
of positive supercoils. This model was developed to test if arrests during 
elongation, caused by supercoiling, disturb the mean RNA production rate.  

2.5 Mechanisms of Translation 

Translation, similarly, to transcription, can also be divided into three phases: 
initiation, elongation, and termination. In prokaryotes, translation initiates as soon 
as the ribosome binding site (RBS) is synthesized (Miller et al., 1970; Yarchuk et al., 
1992). It is during translation that ribosomes synthesize proteins. Ribosomes are 
complex molecules discovered in 1955 by George Palade (Palade, 1955) that are 
ribonucleoprotein complexes since they are formed by specialized RNA molecules 
(rRNAs) and proteins. E. coli has 70S ribosomes which are formed by two 
subunits: a large (50S) subunit and a small 30S subunit (Ramakrishnan, 2002). Each 
subunit has three tRNA binding sites. The tRNA molecules work as a physical link 
between the RNA and the polypeptide chain and they are also responsible for 
matching the amino acids with the corresponding codons (sequences of three 
nucleotides).  

For translation initiation to start, the start codon needs to be recognized by a 
tRNA. In E. coli, 83 % of the start codons have the sequence AUG (3542/4284), 
14% (612/4284) have the sequence GUG, 3% (103/4284) have the sequence UUG 
(Blattner et al., 1997), and a few have the sequence AUU (Missiakas et al., 1993; 
Sacerdot et al., 1982). During translation initiation, the 30S subunit of the ribosome 
interacts with the consensus sequence of the RBS (“5'-AGGAGG-3'”), also known 
as Shine-Dalgarno (Saito et al., 2020), forming a 30S-RNA complex.  

This complex also binds to the anticodon stem-loops of the tRNA (usually fMet-
tRNA if the start codon is AUG) (Ramakrishnan, 2002). Next, with the 
intervention of initiation factors, the 50S ribosomal subunit is recruited, forming an 
elongation-competent ribosome (Antoun et al., 2006). During translation 
elongation, the ribosome moves along the RNA, three nucleotides (codon) at a 
time. In each codon, a new tRNA binds, and the 50S subunit catalyzes the peptide 
bond formation between the growing chain of amino acids and the incoming 
amino acid on the newly bound tRNA (Ramakrishnan, 2002).  
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Finally, when the ribosome reaches a stop codon, it releases the newly synthesized 
protein from the ribosome. This process is conducted with the intervention of 
proteins called ‘release factors’ (Kisselev & Buckingham, 2000).  

Since the rate of translation initiation is influenced by the start codon and by the 
RBS sequence (Ringquist et al., 1992), to investigate the translation efficiency 
profiles of different gene cohorts, we compared these sequences with their 
consensus sequences in Publication IV.  

2.6 Bacterial Regulation of Gene Expression 

The expression of a particular gene in bacterium is subject to strict regulation. In 
E. coli, transcription initiation is when most regulatory mechanisms act (Browning 
& Busby, 2004, 2016; Chamberlin, 1974; McClure, 1985). The central component 
of these mechanisms is the RNAP (Browning & Busby, 2004). The regulatory 
mechanisms can act at the formation of RNAP holoenzyme, promoter recognition 
by RNAP, or RNAP activity modulation (Browning & Busby, 2016). 

Numerous mechanisms have been identified as regulators of gene expression; these 
include promoter sequence, σ factors, small ligands, TFs, and the bacterial 
chromosome topology (Browning & Busby, 2004, 2016). The latter two are the 
focus of this thesis. Our research in Publication I focuses on TF regulation. In 
Publication II, III, and IV, we investigated the topology (supercoiling levels) and 
promoter spatial arrangements of the chromosome of E. coli and how they 
influence gene expression. 

2.6.1 Transcription Factors 

In E. coli, more than 300 genes encode TFs (Pérez-Rueda & Collado-Vides, 2000) 
that participate in about 4700 interactions with approximately 4600 genes (Santos-
Zavaleta et al., 2019).  

Depending on the method of regulation, TFs can promote or block transcription 
initiation (Browning & Busby, 2004). Most TFs bind to the DNA, ensuring that 
they are promoter specific. TFs differ in the number of genes that they can control. 
Some TFs can control up to 50 % of all regulated genes (e.g., CRP, FNR, IHF, 
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ArcA, NarL, and Lrp) while others may only control one specific gene (Martínez-
Antonio & Collado-Vides, 2003).  

TFs that work as activators improve the binding affinity of RNAP to the DNA. 
The activation mechanisms by TFs are divided in three classes (Figure 3A) 
(Browning & Busby, 2004; Lee et al., 2012).  

In class I, an activator binds to a specific DNA site located upstream of the -35 
promoter region, recruiting RNAP by interacting with its C-terminal domain (α-
CTD) (Ebright & Busby, 1995; Jeon et al., 1997). The α-CTD is one of the two 
domains of the α-subunit of RNAP (the other being an N-terminal domain) 
(Blattner et al., 1997; Gourse et al., 2000).  

In class II, the -35 promoter region overlaps with the activator binding site. Once 
the activator binds to the DNA, it interacts with one of the domains of the RNAP 
σ-subunit, recruiting it to the promoter site (Browning & Busby, 2004; Nickels et 
al., 2002). 

In the class III mechanism, the activator does not interact with the RNAP; instead, 
it binds near the promoter -35 and -10 regions and generates conformational 
changes that align the -35 and -10 regions. These conformational changes improve 
the binding affinity of RNAP (Sheridan et al., 2001, 1998).  

Contrastingly, a repressor TF reduces the transcription rate at the target promoters. 
The specific process by which transcription is repressed can differ amongst 
promoters (Hawley et al., 1985; Schlax et al., 1995). The mechanisms of repression 
have been classified into three different classes: steric hindrance, looping, and 
modulation of an activator (Figure 3B) (Browning & Busby, 2004). 

Repression by steric hindrance is the simplest. Here, the binding site for the 
repressor is near the core promoter elements, and when the binding occurs, it 
prevents recognition of the promoter site by RNAP (Browning & Busby, 2004). In 
some cases, the repressors can bind to distal operators from the core promoter 
elements and form a DNA loop that hampers RNAP binding (Browning & Busby, 
2016). Finally, for genes that require transcription activators, repression can occur 
when an activator is modulated (i.e., the repressor binds to the activator molecule 
and inhibits its function). 
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Figure 3. Gene expression regulation by TFs. (A) Activation. (B) Repression. Picture adapted with 
permission from (Browning & Busby, 2016). 

On the other hand, the activity of TFs is also regulated, usually by controlling their 
activity or their expression levels. Like all proteins, TFs are also the product of 
gene expression, and their synthesis is also controlled by mechanisms such as small 
ligand binding. Small ligand binding is usually responsive to nutrient deficient and 
stress-induced conditions (e.g., the molecule allolactose reduces the binding affinity 
of the LacI repressor in the presence of lactose) (Müller-Hill, 1996). Also,  factors 
and feedback loops (i.e., when the TF acts as its own repressor) (Pan et al., 2006) 
can regulate the expression of TFs.  

In addition, cells have evolved other mechanisms: Phosphorylation is used to tune 
TF activity, as it can affect cellular localization, protein stability, and DNA binding 
affinity (Whitmarsh & Davis, 2000). In addition, the ability of several TFs to bind 
to the DNA is also dependent on their ability to dimerize. As an example, in the 
presence of oxygen, the ability of FNR to dimerize decreases, affecting its DNA 
binding affinity (Moore & Kiley, 2001)  

In laboratory conditions, the use of inducer molecules is the most common way of 
controlling the binding of TFs to DNA (Garcia et al., 2010). In Publications I and 
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II, we use Isopropyl ß-D-1-thiogalactopyranoside (IPTG) and L-arabinose 
inducers to regulate the activity of the promoters PLac, PLacO3O1, and PBAD. In 
Publications III and IV, we studied genome-wide effects of perturbations on TF-
gene regulations. 

2.6.2 DNA Supercoiling 

Given the right-handed double helical structure of DNA, the untwisting of the 
DNA strands during transcription generates under- and over-winding of the DNA 
upstream and downstream of the RNAP, respectively (Liu & Wang, 1987). The 
under-wound DNA is designated as negative supercoiling, while the over-wound 
DNA is designated as positive supercoiling (Figure 4A).  

Global DNA supercoiling arises from the average superhelical density of all 
topological domains of the DNA, which are usually negatively supercoiled under 
optimal conditions (Boles et al., 1990; Vinograd et al., 1965). On average, E. coli has 
400 topological domains with and average size of 10kb (Postow et al., 2004; Stein 
et al., 2005) per domain. These are dynamic domains that are formed by nucleoid-
associated proteins (such as H-NS and Fis) (Wang & Greene, 2011).  

In bacterium, such as E. coli, these topological domains act as barriers to 
supercoiling diffusion, leading to supercoiling buildup that, if not resolved, can 
hinder transcription. E. coli has evolved two types of topoisomerases to maintain 
and regulate the topological state of the DNA (Chen et al., 2013; Vos et al., 2011). 
Based on their structure and action mechanism, they are either grouped into type I 
or type II. Type I isomerases make transient single DNA breaks while type II 
introduce transient double stranded breaks in the DNA (Liu et al., 1980) 

Gyrase and Topoisomerase I (TopoI) are the two major topoisomerases that 
control the global DNA supercoiling level (Chong et al., 2014; Drlica, 1992; Pruss 
& Drlica, 1986), and have counteracting enzymatic activities. TopoI is a type I 
topoisomerase and was the first topoisomerase discovered (Wang, 1971). TopoI is 
found in both prokaryotes and eukaryotes and is responsible for solving negative 
supercoiled DNA by removing one negative supercoil at a time (Zechiedrich et al., 
2000). The removal of each negative supercoil is accomplished by cleaving one 
strand of the DNA and passing the complementary DNA strand through the open 
gap of the cleaved strand. After the passage of the complementary strand, the 
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cleaved strand is resealed. This process is known as the enzyme-bridging model of 
DNA relaxation by TopoI (Figure 4C) (Lima et al., 1994). Removal of negative 
supercoiling is important, as its accumulation can lead to the formation of 
detrimental R loops (Drolet, 2006), when the nascent RNA associates with the 
template strand, leaving the non-template strand unpaired (Drolet, 2006). These 
loops have been associated with inhibition of transcription elongation (Hraiky et 
al., 2000; Huertas et al., 2003). However, within certain boundaries, negative 
supercoiling facilitates the processes that require DNA unwinding, such as open 
complex formation (Pruss & Drlica, 1989)  

Gyrase, a type II topoisomerase, in the presence of ATP, solves positive supercoils 
by introducing transient double-stranded breaks and passing a second double-
stranded segment trough the gap (Figure 4B) (Gellert et al., 1976; Nöllmann et al., 
2007). Besides solving positive supercoils, Gyrase has also been reported to be 
involved in an ATP-independent mechanism to relax negative supercoils (Gellert et 
al., 1977; Williams & Maxwell, 1999). However, Gyrase is not efficient in removing 
positive supercoils, causing positive supercoiling buildup (PSB) to be a common 
phenomenon downstream of the RNAP (Chong et al., 2014; Guptasarma, 1996). 
Several single-molecule fluorescence imaging studies in live E. coli cells have 
contributed to the understanding of the chromosomal distribution of Gyrase. On 
average there are ~12 Gyrase molecules per replisome and ~300 Gyrase molecules 
dispersed throughout the chromosome (Manley et al., 2008; Planck et al., 2009; 
Reyes-Lamothe et al., 2010). Additionally, dwell periods for Gyrase range between 
2 and 8 seconds, depending on whether the molecules are proximal to the 
replisome or not. (Stracy et al., 2019).   

Studies show that the accumulation of supercoiling can regulate gene expression 
(Dorman & Dorman, 2016; Drlica, 1992; Drolet, 2006; Travers & Muskhelishvili, 
2005). It was reported that a promoter subject to a certain degree of negative 
supercoiling can increase transcription initiation rates (Burns & Minchin, 1994; 
Chong et al., 2014). Also, during transcription elongation, under high levels of PSB, 
an elongating RNAP can slow down, stall, or dissociate from the DNA (Chong et 
al., 2014; Kim et al., 2019; Ma et al., 2013). Recently, using single-molecule 
fluorescence in situ hybridization (FISH), Chong and colleagues (Chong et al., 
2014) confirmed that RNAP has positive supercoiling-sensitive initiation rates and 
that PSB is one of the mechanisms responsible for transcriptional bursting in E. 
coli. These studies led to other studies to quantify the effect of supercoiling on 
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transcription (Ancona et al., 2019; Geng et al., 2021; Houdaigui et al., 2019; Sevier 
& Levine, 2017). 

 

Figure 4. DNA supercoiling accumulation and relaxation by Topo I and Gyrase molecules. (A) Twin 
supercoiling domain model proposed in (Liu & Wang, 1987). As the RNAP percolates the 
DNA template positive supercoils accumulate downstream the RNAP while negative 
supercoils accumulate upstream the RNAP. Topological barriers stop supercoiling from 
diffusing. Nascent RNA and translation machinery are omitted for clarity. Picture adapted 
with permission from (Dorman, 2019). (B) Positive supercoiling relaxation by Gyrase. 
Gyrase subunits form a heterotetramer. The heterotetramer is formed by two GyrA 
(purple) and two GyrB (blue) molecules. Relaxation of positive supercoils can be 
summarized in 4 steps. The first is the binding of the DNA gate segment (red) to the 
Gyrase active site. Second, a transfer segment (green) makes a positive node over the 
gate segment. Next, two molecules of ATP bind to each GyrB subunit and trigger a 
conformational change that breaks the gate segment and allows the passage of the 
transfer segment through to a bottom chamber. Finally, the hydrolysis of ATP and release 
of the transfer segment introduce two negative supercoils (Higgins, 2007b). (C) Negative 
supercoiling relaxation by Topo I. Shown are the two DNA strands (red and black). Topo I 
is represented in grey. In steps 1,2,4,5 and 7 the molecule is in closed complex 
conformation. In steps 3 and 6 the molecule is in open complex conformation. In step 1, 
one DNA strand interacts with the topoisomerase domain I and IV . In step 2, cleavage of 
one DNA strand occurs. Next, the superhelical tension drives the other DNA strand (auto-
transported strand) into the cavity (step 3) followed by the return of domain III to its original 
configuration (step 4). In step 5, the cleaved DNA strand is religated completing the cycle 
of removal of a negative supercoil (step 6). After step 6, Topo I can either initiate a new 
relaxation cycle or dissociate from the DNA. Picture adapted with permission from (Viard & 
de la Tour, 2007). Generated using Biorender. 
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Also recently, a study on supercoiled DNA minicircles using electron 
cryotomography (Fogg et al., 2021) suggests that supercoiling may be used by cells 
for adopting a multiplicity of genome conformations (including non-energetically 
favorable ones) that favor the binding of other regulatory molecules. The fact that 
the topological state of DNA affects the affinity of DNA binding proteins may be 
a mechanism for adaptation to extracellular stresses. In fact, previous studies have 
shown that DNA supercoiling is sensitive to extracellular stresses. For example, 
oxidative stress decreases DNA supercoiling levels (Weinstein-Fischer et al., 2000) 
while anaerobiosis increases it (Hsieh et al., 1991).  

Nevertheless, it is important to highlight that other factors also affect genome 
conformation (Dorman et al., 2013), these include: DNA binding proteins (HU, H-
NS etc.)(Dillon et al., 2010; Malik et al., 1996), the DNA (bio)polymeric nature 
(Pelletier et al, 2012), and the indirect effects caused by high concentration of 
molecules (also referred to as ‘macromolecular crowding’) (De Vries, 2010).  

Finally, it is also worth noting that besides transcription, other processes such as 
DNA replication, recombination, and segregation also change DNA supercoiling 
(Alberts, 2003; Higgins, 2007a). For example, as DNA replication proceeds, if 
topoisomerases do not intervene, positive supercoils can accumulate ahead of the 
replication fork leading to the entanglement of daughter chromosomes (Postow et 
al., 2001). However, this thesis focuses on the effects of PSB during transcription. 
In detail, in Publications II and IV, we study the effects of this phenomenon on 
the kinetics of transcription and show that the fraction of time in locked states due 
to PSB differs with a gene’s basal transcription rate. Finally, we also provide 
evidence that changes in DNA supercoiling act as a regulator of genes’ 
responsiveness during cold shock.  

2.6.3 Closely Spaced Promoters 

Several pairs of genes in E. coli are co-regulated by bidirectional promoters (Santos-
Zavaleta et al., 2019). These promoter pairs are characterized for having closely 
spaced transcription start sites (TSSs), specifically less than 1 kb apart (Trinklein et 
al., 2004). The geometries of closely spaced promoters can be tandem, divergent or 
convergent (Beck & Warren, 1988; Korbel et al., 2004)(Figure 5). In the tandem 
configuration, there is one promoter upstream of another, both transcribing in the 
same direction. In the divergent configuration, transcription happens in opposite 
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directions and the two RNAP binding sites may overlap (Shearwin et al., 2005). In 
the convergent configuration, the sequence coding for the RNA transcripts can 
overlap for a certain number of nucleotides (Shearwin et al., 2005). Apart from 
their structure, closely spaced promoters might differ in terms of the distance 
between their two TSSs and the position of their transcription factor binding sites. 
(Gama-Castro et al., 2011). 

 

 

Figure 5. Promoter configurations that can lead to transcriptional interference. (A) Divergent, (B) 
Convergent, and (C) Tandem promoters. Black arrows indicate the transcription start sites. 
In the divergent and convergent configurations, the two genes are transcribed from 
opposite strands of the DNA. Interestingly, in (B) the genes may be located in between the 
promoters. If that is the case, they are considered converging transcripts if there are no 
terminators in between the genes.  

They are also a common organizational motif of the human genome (Adachi & 
Lieber, 2002). Further, in bacteria, closely spaced promoters may arise from the 
fact that the probability of genes being co-transferred increases as the distance 
between them decreases (Lawrence, 2003; Lawrence & Roth, 1996). 

In closely spaced promoters, TFs are not the only means of transcription 
regulation since interactions between the RNAPs may occur, causing transcription 
interference (TI). The term transcription interference refers to a direct suppressive 
perturbation of a transcriptional process on another transcriptional process 
(Shearwin et al., 2005). Transcriptional interference may be one of the oldest 
means by which closely spaced genes interact. However, since their expression 
kinetics remains largely unexplored in prokaryotes, their exact mechanisms of 
regulation are also not well catalogued.  
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Callen et al. (Callen et al., 2004) studied one set of phage, converging promoters 
(lysis-lysogeny switch from coliphage 186) using in vivo methods. This promoters’ 
set is characterized by the 186 lytic promoter being stronger than the lysogenic 
promoter (pL). The study made different promoter arrangements to search for 
possible mechanisms of interference. Results showed that most of the interference 
is due to the overlapping of the open complex elongation over the pL promoter. In 
the same year, a repression mechanism acting by transcription interference was 
identified for the first time (Martens et al., 2004). In detail, the study focused on 
the S. cerevisiae SER3 gene, which is highly repressed during growth phase. 
However, there is a high level of active transcription upstream SER3, in the same 
strand. This highly transcribed region was shown to code for a non-protein-coding 
RNA and was designated as SRG1. Experiments using derivatives of SRG1, with 
and without a transcription-termination region, revealed that when the terminator 
is present, there were no signs of repression of the SER3 gene, supporting the 
existence of repression by transcription interference. 

Several transcription interference mechanisms have been identified: Occlusion, 
where the access to the second promoter is blocked due to the elongation complex 
(Adhya & Gottesman, 1982), collisions between elongating RNAPs from each of 
the promoters (Prescott & Proudfoot, 2002; Ward & Murray; 1979), and 
occupancy of the downstream promoter, where an RNAP on the downstream 
promoter becomes unable to form a closed complex due to the RNAPs elongating 
from the upstream promoter passing through (Sneppen et al., 2005).  

More recently, (Yeung et al., 2017) reported the expression of induced synthetic 
promoters arranged in all possible orientations, and the results agreeed with past 
studies (Brophy & Voigt, 2016), in that the configuration affects the overall 
kinetics.  

However, knowledge on natural interference factors for each arrangement 
(divergent, convergent, and tandem) remain speculative. In Publication III, we 
contribute to this by studying the dynamics of many natural genes controlled by 
tandem promoters. We confirmed past hypotheses that transcriptional interference 
in tandem promoters is particularly strong when there is occlusion and differs with 
the occupancy times of the two promoters. 
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2.7 Effects of Temperature 

The fitness of bacterial cells depends on their adaptability to environmental 
changes. This adaptation has two phases. First, the cell triggers a rapid response 
that initiates the adaptation. Next, the cell generates a more extended response to 
sustain survival under the stress (Arsène et al., 2000; Gunasekera et al., 2008; 
Phadtare & Inouye, 2004).  

 
One of the most typical stresses that an organism faces in nature is temperature 
change. Bacteria have a cold-shock response when facing temperature downshifts 
(Phadtare & Inouye, 2004). Contrastingly, a temperature upshift triggers a heat-
shock response (Craig & Schlesinger, 1985; Neidhardt et al., 1983).  
 
The transcriptional response program of E. coli to heat shocks is controlled by σ32 
(Grossman et al., 1987), which is one of the seven σ-subunits of RNAP (Maeda et 
al., 2000). The concentration of σ32, under optimal growth conditions, is very low 
(Craig & Gross, 1991). However, at elevated temperatures, its expression increases 
by 8-fold (Craig & Gross, 1991), initiating a heat shock-response transcriptional 
program that synthesizes several proteins. These include molecular chaperones and 
proteases that counteract protein denaturation-related changes (Georgopoulos, 
2006; Guisbert et al., 2004, 2008). In addition, the free chaperones can also bind to 
and inactivate σ32, causing negative feedback regulation to active σ32 levels. The 
complete regulatory network controlling the synthesis, stability, and activity of σ32 
is still largely unknown. Recent studies suggest that σ32 is also associated with the 
cell membrane, allowing it to be responsive to the folding status of the proteins 
within the inner cell membrane (Lim et al., 2013; Miyazaki et al., 2016). 
 
Bacteria have also evolved complex ‘cold-shock’ responses to downshifts in 
temperature. The cold shock adaptation process includes cell growth stoppage for 
3 to 6 hours (called acclimation phase). During that time, the synthesis of certain 
proteins is inhibited, while the synthesis of others is induced. The proteins whose 
synthesis increased counteract the effects of cold temperatures. After this 
acclimation phase, the expression of cold- inducible proteins declines and bulk 
protein production and growth are resumed at slower rates than in optimal 
conditions (Phadtare & Inouye, 2004) 
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Temperature downshifts have wide effects on cells, such as lowering membrane 
permeability (Cao-Hoang et al., 2010; Goncalves et al., 2018), stabilizing nucleic 
acid secondary structures, hampering protein folding, reducing translational rates, 
etc. (Phadtare & Inouye, 2008). To restore membrane flexibility, cells induce the 
synthesis of unsaturated fatty acids with high flexibility (Sinensky, 1974). Also, 
most of the cold-inducible proteins are nucleic acid chaperones from the Csps 
family, involved in RNA metabolism (Gualerzi et al., 2003). The main function of 
these proteins is to prevent the formation of RNA secondary structures or facilitate 
RNA degradation. In addition, the translation initiation factor IF2 and the protein 
Hsc66 were suggested to participate in correcting protein folding during cold 
shocks (Caldas et al., 2000; Lelivelt & Kawula, 1995). 
 
Regarding the translational block, the protein PY has been identified as being 
involved in it, for certain RNAs. PY binds to the 30S subunit of ribosomes, 
preventing ribosomes from forming 70S initiation complexes. This protein was 
detected one hour after the cold shock (Di Pietro et al., 2013). Another possible 
cause for translational block is that RNA structures can hide the Shine-Dalgarno 
sequences, not allowing translation initiation. However, this is expected to be 
countered by the Csps protein family, as they prevent the synthesis of RNA 
secondary structures. 
 
The regulatory network that triggers the cold shock response in E. coli is not 
completely understood. Most studies, described above, suggest that regulation 
relies on changes in RNA stability and in the translation machinery. Nevertheless, a 
genome-wide study has suggested that supercoiling may play a role in gene 
expression regulation. This is done by functioning as an intermediary messenger, 
transmitting environmental signals to the regulatory networks (Drolet, 2006; Peter 
et al., 2004). More recently, it has also been hypothesized that high sensitivity to 
supercoiling is a feature shared by many genes capable of short-term cold shock 
responses (Oliveira et al., 2019). In Publication IV, we investigated this hypothesis 
by performing genome-wide measurements under cold-shock and under Gyrase 
inhibition. In detail, we collected samples and analyzed the transcription profile by 
RNA-seq. Next, we compared the sets of short-term responsive genes to each of 
the perturbations. We found that their behavior is correlated. As such, supercoiling 
not only reflects environmental changes, but also acts as a mechanism of gene 
expression regulation under low temperatures.  
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2.8 Single-Cell Variability in Gene Expression 
 
Isogenic cells, growing in the same environment, exhibit variability in both RNAs 
and protein levels (Elowitz et al., 2002; Kærn et al., 2005; McAdams & Arkin, 
1997). Given its implications for cellular control and non-genetic uniqueness, this 
phenomenon has been a topic of study for years (Novick & Weiner, 1957; Berg, 
1978; Kepler & Elston, 2001; Rigney & Schieve, 1977).  
 
The variability in RNA and protein concentrations between genetically identical 
cells (defined as the standard deviation divided by the mean) mostly arises from 
stochasticity (i.e., noise) in gene expression. For example, transcription is 
intrinsically stochastic, since the binding of regulatory molecules to the promoter 
region is the result of random encounters between them. Since they can exist in 
relatively low numbers, the time they take to bind differs from one event to the 
next (Elowitz et al., 2002; Kærn et al., 2005; Paulsson, 2005). These variabilities 
result in temporal fluctuations in RNA and protein numbers in any given cell, and 
then variability also in number between different cells.  
 
Besides this ‘intrinsic’ noise, additional variability emerges from an extrinsic 
component, such as potential differences between cells in the numbers of 
regulatory molecules and polymerases (Elowitz et al., 2002; Swain et al., 2002). To 
observe this, in 2002, Elowitz and colleagues constructed strains with a dual 
reporter system where two identical promoters were tagged with a different 
fluorescent protein (CFP and YFP, respectively) to measure the extrinsic and 
intrinsic noise at the single gene level. The intrinsic noise is given by the relative 
difference in fluorescence intensity of the two reporters, whereas the extrinsic 
noise is the correlated component between the two reporters (Elowitz et al., 2002).  
 
Over the years, new methodologies appeared for measuring RNAs (Golding et al., 
2005; Jones et al., 2014; Lenstra et al, 2016; So et al., 2011), proteins (Taniguchi et 
al., 2010; Stracy et al., 2015; Yu et al., 2006), and plasmids (Reyes-Lamothe et al., 
2014) with single molecule sensitivity. In (Golding et al., 2005), using in vivo tagging 
of RNAs that allowed quantification of its numbers with single-molecule 
resolution, they showed evidence that transcription occurs in bursts (even when 
cells are fully induced). Transcription bursts are periods of high expression 
intensity followed by periods of low intensity. The frequency and size of these 
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bursts have an impact on the RNA and proteins, contributing to noise. Later in 
(Chong et al, 2014), it was suggested that these bursts are due to PSB. 
 
Also, transcription and translation are multi-step processes whose kinetics are 
sequence-dependent. (Jones et al., 2014; Lutz et al., 2001; Saecker et al., 2011) and 
the duration of these steps can vary considerably, (Herbert et al., 2006; Tuller et al., 
2010) independently of TF occupancy (Gama-Castro et al., 2011).  In addition to 
gene expression stochasticity, asymmetries in the partitioning of RNA and proteins 
during cell division further enhance cell-to-cell variability in RNA and protein 
numbers (Baptista & Ribeiro, 2020). 
 
In Publication II, we investigated how the cell-to-cell variability in RNA numbers 
differs with supercoiling levels. In Publication III, we studied how the cell-to-cell 
variability in protein numbers differs with promoter arrangement. Finally, in 
Publication IV, we investigated how temperature downshifts affect the cell-to-cell 
variability in protein numbers, as measured by the CV2.
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3 MODELS AND SIMULATIONS 

This chapter provides an outline of the theoretical foundations of model design 
and simulation used in this thesis. First, it briefly reviews the foundations of 
stochastic models with chemical kinetics. Following that, it covers the 
fundamentals of gene networks’ modeling. Finally, it provides background 
knowledge about the incorporation of complex biological systems and processes 
into models of gene expression. 

3.1 Chemical Master Equation 

“If large numbers of identical events occurred in the same cell, and they were statistically 
independent, relative fluctuations could be ignored and deterministic rate equations would 
suffice to describe dynamics. But the numbers are not large and the events are not 
independent.” 

        (Paulsson, 2005) 

This quotation, taken from the review by Johan Paulsson (Paulsson, 2005) of 
models of stochastic gene expression, conveys that cellular systems cannot be 
analyzed using traditional methods in which the variables change deterministically.  

According to traditional chemical kinetics models, the evolution in time of a well-
stirred and thermally equilibrated system can be given by the following set of 
ordinary differential equations (ODEs): 

 

1( ,... )i
i N

dX f X X
dt

=         (3.1) 

where iX  is, in a system with N species, the number of molecules of the chemical 
species iS  ( 1,..., )i N= , while the functions if  control how iX  changes over time, 
depending on which reactions occur in the interval of time dt. The true behavior of 
a cellular system cannot be well described by Equation 3.1 when the number of 
molecules of the reactant species are small.  
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In a bacterium, a gene is frequently found in a single copy, its RNAs are also 
present in low amounts (usually less than 10 per gene (Taniguchi et al., 2010)), and 
its proteins are found in less than 100 molecules (Arkin et al., 1998; Blake et al., 
2003; Elowitz et al., 2002; McAdams & Arkin, 1997; Paulsson, 2005). Therefore, to 
track the time evolution of these molecules with more accuracy, one should 
perform simulations where the population of each species changes with the 
occurrence of a reaction.  

When modelling gene networks, assuming a well stirred system restricted to a fixed 
volume in thermal equilibrium, one can consider only the molecular populations of 
interest and model only the reactions that change their populations (Gillespie, 
2007). Assuming we have a system of molecules of N chemical species interacting 
trough M chemical reactions  jR (j =1,...,M) , where the number of molecules of each 
species ( iS ), at a given moment, is ( )i iX t x= . Then, the population size of each 
species is saved in a current state vector ( )1,..., Nx x x= (Gillespie, 1977, 2007). 

Each reaction jR  is characterized by the state-change vector jv  (which causes a 
change in the state vector x ) and by its propensity, which is defined as (Gillespie, 
2007): 
 

( )ja x dt          (3.2) 

Expression 3.2 is the probability that, given the state vector x , the reaction jR  will 
occur in the infinitesimal time interval [ , )t t dt+ . 

For unimolecular reactions (i.e., occurring as a result of processes internal to a 
single molecule) we consider the constant jc , such that jc dt  is the probability that 
a molecule of species jS  will undergo reaction jR  in the next dt . As such, one can 
write the reaction propensity as (Gillespie, 2007): 

 
1( )j ja x c x=          (3.3) 

For biomolecular reactions, provided that the system is well-stirred, the theory 
predicts that there is a constant jc  such that jc dt  is the probability that a random 
pair of molecules (one 1S  and the other from 2S ) react during the next dt . Given 
this, the propensity of the reaction can be written as (Gillespie, 2007): 
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1 2( )j ja x c x x=          (3.4) 

In the case of a bimolecular reaction where two molecules of the same species 
react, the number of unique molecule pairs able of reacting is 1 1( 1)

2
x x − , and the 

propensity function is thus: 
 

1 1( 1)
( )

2
j

j

c x x
a x

−
=                    (3.5) 

Higher order reactions do not occur as “elementary events” and should instead be 
partitioned into simpler unimolecular or bimolecular reactions (Gillespie, 1992). 
Also, one should know that the constant jc  of uni- and bimolecular reactions are 
distinct. For unimolecular reactions jc  is numerically equal to the reaction rate 
constant while, for bimolecular reactions, jc  is a scaling factor dependent on the 
system volume (Gillespie, 1977, 1976, 1992). 

From equation 3.2 one can derive the probability of the system existing in a 
particular state x  at any point in time t , given the initial conditions 0x x=  and 0t t=  
(Gillespie, 2007): 

 
00

0 0 0 0
1

( , | , )
[ ( ) ( , | , ) ( ) ( , | , )]

M

j j j j
j

P x t x t
a x v P x v t x t a x P x t x t

t =


= − − −

     (3.6) 

Equation 3.6 is known as the chemical master equation (CME). It describes the 
time evolution of the probabilities of changes in molecular abundances. The CME 
is a collection of coupled ODEs, with one ODE for each set of identical reactant 
molecules. In most cases, the CME cannot be solved explicitly, particularly for 
highly dimensional systems (i.e., systems in which there are several possible 
combinations of the reactant species’ population sizes).  

Several methodologies have been developed to obtain approximated solutions of 
the CME. These methods can be divided into three major classes: (i) methods that 
compute approximations of the CME solution by solving a truncated version of 
the original Markov process such as the finite state projection method (Munsky & 
Khammash, 2006) and the window abstraction method (Henzinger et al., 2009); (ii) 
methods that use asymptotic simplifications such as the Moment Closure method 
(Gómez-Uribe & Verghese, 2007; Hespanha & Singh, 2005); (iii) and a class of 
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methods that uses kinetic Monte Carlo approaches. These work by generating 
multiple realizations of ( )X t  to obtain the statistics of these events (Gibson & 
Bruck, 2000; Gillespie, 1976, 2001). In Publications II, III and IV we used the 
later approach.  

3.2 Stochastic Simulation Algorithm 

The stochastic formulation of chemical kinetics considers a system’s discreteness 
and stochasticity, which are key factors to consider while predicting the exact 
molecular population at a future time. The stochastic simulation of the CME is a 
popular method that requires only a chemical reactions model and a stochastic 
simulation algorithm (SSA)(Gillespie, 1977, 1976, 1992). The stochastic simulation 
algorithm (SSA) (Gillespie, 2007) is a computational method that uses a Monte 
Carlo approach to quantitatively model the temporal development of a chemical 
system, while accounting for the intrinsic fluctuations that deterministic models 
overlook (Gillespie, 1977). 

The SSA works by answering two questions, iteratively: which reaction ( j ) will 
happen next, and in how much time ( ). This is based on the probability function 

( , | , )p j x t  which is defined as the probability, given ( )X t x= , that the next 
jR reaction will happen in the infinitesimal time interval [ , )t t d  + + + . The exact 

formula of ( , | , )p j x t  can be written as (Gillespie, 1977): 
 

0 ( )( , | , ) ( ) a x
jp j x t a x e  −=       (3.7) 

 
where, 
 

0
1

( ) ( )
M

j
j

a x a x
=

=          (3.8) 

According to equation 3.7, the time   until the next reaction occurs is an 
exponential random variable with mean 01/ ( )a x  while the identification of which 
reaction it is, j , is an integer random variable with the probability 0( ) / ( )ja x a x  
(Gillespie, 1977). 
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Several Monte Carlo procedures can be implemented to generate the samples of   
and j , with the simplest being the direct method (DM). According to the DM, we 
generate two random numbers 1r  and 2r  from the uniform distribution in the 
interval [0, 1]. Next, 1r  and 2r  are used to generate   and j  as follows: 

 
1

0

ln( )
( )

r
a x

 −
=           (3.9)  

j = the smallest integer satisfying ' 2 0
' 1

( ) ( )
j

j
j

a x r a x
=

    (3.10) 

Using this or other methods, such as the next reaction method (Gibson & Bruck, 
2000) or the logarithmic direct method (Li & Petzold, 2006), along with the start 
and stop simulation times and the initial population size vector of each species ( 0x ) 
one can implement the SSA and simulate trajectories of ( )X t  (Gillespie, 2007).  

In Publications II, III and IV we performed stochastic simulations of the models 
using the simulator SGNS2 (Ribeiro & Lloyd-Price, 2007), whose dynamics is 
driven by the SSA.  

3.3 Models of Transcription in Escherichia coli 

Advances in fluorescent live cell imaging, single-cell fluorescence microscopy, 
genetic engineering, and computational image processing have given new 
understanding of the transcription process in vivo, contributing to the development 
of stochastic models of gene expression, particularly for the model organism E. coli. 

Most stochastic models of gene expression focus on transcription initiation 
(Baptista et al., 2022; De Jong, 2002; Gibson & Bruck, 2000; Ribeiro, 2010) since 
most regulatory mechanisms occur at this step (Browning & Busby, 2004; 
Djordjevic & Bundschuh, 2008). However, transcription can also be regulated 
during elongation (e.g., the tryptophan attenuation mechanism (Simão et al., 2005) 
and the accumulation of supercoiling (Rovinskiy et al., 2012)). Also, the existence 
of regulation of RNA levels as a function of cell growth rates has been reported 
(Esquerré et al., 2014). Nevertheless, unlike transcription initiation, there is no 
evidence for sequence dependent RNA regulation. 
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The simplest stochastic model of gene expression assumes a constitutive gene (i.e., 
always in active state, reaction 3.11) and models the production of RNAs and 
proteins as one-step processes (reactions 3.11 and 3.12, respectively). Usually, RNA 
and protein degradation are also modelled as one-step events (exponential decays) 
(reactions 3.13 and 3.14, respectively) (Munsky & Khammash, 2006). This model is 
shown in Table 1. 

 

Table 1.    One-step gene expression model. The rate constants k1 and k2 are the RNA and protein 
(P) production rates, respectively. The rate constants k3 and k4 are the RNA and 
protein degradation rates, respectively. The variable Pro stands for active promoter. 

Event Reaction  

Transcription 1kPro RNA⎯⎯→                                                                                           (3.11) 

Translation 2kRNA P⎯⎯→                                                                                               (3.12) 

RNA degradation 3kRNA⎯⎯→                                                                                               (3.13) 

Protein degradation 4kP⎯⎯→                                                                                                    (3.14) 

Next, one can introduce regulatory processes to this model. As described in section 
2.6.1 one common mechanism of gene expression regulation is the binding of a TF 
to the promoter region (Jacob & Monod, 1961). For example, promoter activation 
may require the binding of an activator (reaction 3.15). Contrarily, repression may 
occur upon the binding of a repressor molecule to the promoter region (reaction 
3.16).  

 

Table 2.  ON-OFF promoter transitioning model. A promoter can be either in an active or 
repressed state (‘ON’ and ‘OFF’, respectively). The binding of an activator molecule 
(Act) or the unbinding of a repressor (Rep) molecule is required for promoter activation. 
The rate constant P

OFFk  is the rate at which an active promoter is locked. The rate 
constant P

ONk  is the rate at which a locked promoter becomes active. 

Event Reaction  

Promoter activation 
P
ON
P
OFF

OFF ON
k
k

Pro + Act Pro .Act⎯⎯⎯→⎯⎯⎯                                                          (3.15) 

Promoter repression 
P
ON
P
OFF

OFF ON
k
k

Pro .Rep Pro + Rep⎯⎯⎯→⎯⎯⎯                                                         (3.16) 
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The binding and unbinding events will make the promoter transitioning between 
‘ON’ and ‘OFF’ states (i.e., active, and inactive, respectively) at exponentially 
distributed intervals (Gardiner, 2004). Example model reactions of these events are 
shown in Table 2. 

In the model above, transcription is depicted as a one-step process, but 
transcription initiation is a multi-step process. In fact, the first in vitro studies 
focused on the regulation of the transcription initiation steps (binding, 
isomerization, and promoter clearance), in order to establish the first detailed 
models of transcription (McClure, 1985; Saecker et al., 2011). 

The steps of transcription initiation were first identified by two methods: the 
abortive initiation assay and the in vitro transcription assay (McClure, 1980, 1985; 
McClure et al., 1978). These studied showed that the lag times to reach steady state 
were found to be dependent on the RNAP concentration. Also, they showed that 
transcription initiation can be well described as a two-step process (McClure, 
1985). These steps are modelled in reactions 3.17 and 3.18 of Table 3. 

The model in Table 3 involves the binding of the RNAP to an active promoter 
with a rate binding constant, CCk , to form a closed complex (reaction 3.17). In 
detail, the rate constant CCk  involves the finding of the promoter by RNAP 
followed by DNA percolation until binding to the TSS (Bai et al., 2006; Wang & 
Greene, 2011). Next, the closed complex isomerizes (reaction 3.18) with a rate 
constant, OCk , and forms the open complex ( ORP ). Given that, the closed complex 
formation is reversible, multiple closed complexes are produced until one of them 
successfully unwinds the DNA and establishes a transcription bubble, forming a 
stable open complex (Bai et al., 2006; Baptista & Ribeiro, 2020). Finally, equation 
3.19 models the promoter escape, which is the last stage of transcription initiation. 

 

Table 3.     Multi-step transcription model. In the reactions, Pro stands for promoter, RPC stands for 
closed complex and RPO for open complex. 

Event Reaction  
Closed complex 
formation 

CC
ON C

kPro + RNAP RP⎯⎯→  (3.17) 

Open complex formation OC
C O

kRP RP⎯⎯→  (3.18) 

Promoter escape and 
transcription elongation O ON

kescapeRP Pro + RNAP+ RNA⎯⎯⎯⎯→  (3.19) 
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The escape process is marked by the generation of a series of abortive transcripts 
which reflect the instability of the transcribing complexes during the escaping 
process. As such, promoter escape is considered a rate limiting step during 
initiation, here represented by the rate constant escapek  (Duchi et al., 2016; Hsu et 
al., 1995; Liang et al., 1999). After the RNAP is released from the promoter, the 
elongation phase begins. Modelling transcription as a multi-step process has been 
shown to be relevant. For example, in (Startceva et al., 2019) it was shown that the 
rate constants of CCk  and OCk  affect the shape of the distribution of time intervals 
between consecutive RNA production events. Furthermore, because both phases 
are lengthy, regulatory mechanisms may act just in one or both (Mäkelä et al., 
2017). As a result, an accurate model must account for both steps. Using the 
measured time intervals between single-molecule RNA productions at various 
RNAP concentrations, a recent study (Lloyd-Price et al., 2016), estimated the in vivo 
durations of the open and closed complex for the  PLac/ara-1 promoter. 

A different modelling approach uses delayed stochastic models where a delay is 
introduced to account for the time-length of transcription initiation and/or protein 
folding and activation (Ribeiro et al., 2006). This allowed for an easy investigation 
of the system dynamics through the examination of delay effects. This simple 
delayed stochastic model, modelling transcription and translation as delayed 
reactions, accurately reproduce the stochastic kinetics of protein production (Zhu 
et al., 2007) except when two-body effects exist (e.g., collisions between RNAPs) 
(Ribeiro et al., 2009; Roussel & Zhu, 2006).  
 
Next, stochastic models at the single nucleotide level, at both the initiation and 
elongation stage, were developed (Mäkelä et al., 2011; Rajala et al., 2010; Ribeiro et 
al., 2009; Ribeiro et al., 2010). These models explicitly incorporated events such as 
pausing, arrest, misincorporation and editing, pyrophosphorolysis, premature 
termination, and account for the region occupied by an RNAp when on the DNA 
template. In Table 4 example model reactions of these events are shown. 

To simulate elongation at the single nucleotide level, one needs to first model 
transcription initiation, where a promoter is found by an RNAP (reaction 3.20), 
followed by promoter escape (reaction 3.21), which initiates stepwise elongation 
(reaction 3.22). A new transcription initiation event can occur as soon as the 
promoter becomes vacant. 
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Table 4.    Single-nucleotide transcription model. Shown are the chemical reactions representing 
the various processes to model transcription initiation, elongation, parallel and 
competing events at the nucleotide (n) level, termination, and RNA production. Pro 
stands for the promoter region, RNAP for the RNA polymerase, and RNAP.Pro for the 
promoter region when occupied by an RNAP. The variables An, On and Un stand for 
the nth nucleotide when active, occupied, and unoccupied, respectively. Ranges of 
nucleotides are denoted as in U[start,end], which are a particular set of consecutive, 
unoccupied nucleotides from indexes start to end. pnO , 

arnO  and 
correctingnO   

represent a paused, arrested, or error correcting RNAP at position n, respectively. On 
the template, each RNAP occupies (2Δ+1) nucleotides, where Δ = 12 (Greive & von 
Hippel, 2005). 

Event Reaction  
Initiation and promoter 
complex formation 1kPro + RNAP  RNAP.Pro⎯⎯→  (3.20) 

Promoter escape m
[1,( +1)] 1

kRNAP.Pro+U O + Pro ⎯⎯⎯→  (3.21) 

Elongation n+Δ+1 1 n-Δ
m

n n
kA A O U++ ⎯⎯→ +  (3.22) 

Activation act
n+1 n+1

kO A⎯⎯⎯→  (3.23) 

Pausing p

pause
n n

p

k
O O

1/ t
⎯⎯⎯⎯→⎯⎯⎯⎯  (3.24) 

Pause release due to 
collision 

1
p

m
n nn-2 -1 n-2 -1

k
O + A O + A ⎯⎯⎯→  (3.25) 

Pause induced by collision 2
p p p

m
n nn-2 -1 n-2 -1

k
O + A O +O ⎯⎯⎯→  (3.26) 

Arrests 
ar

ar
n n

ar

k
O O

1/ d
⎯⎯⎯⎯→⎯⎯⎯⎯  (3.27) 

Editing correcting

ed
n n

ed

k
O O

1/ d
⎯⎯⎯⎯→⎯⎯⎯⎯  (3.28) 

Premature termination pre
n [(n- ),(n+ )]

k
O RNAP+U  ⎯⎯⎯→  (3.29) 

Pyrophosphorolysis pyr
n n+n- -1 n-1

k
O +U O +U  ⎯⎯⎯→  (3.30) 

Completion f
last [last,last- ]n n

k
A RNA + RNAP + U


⎯⎯⎯→  (3.31) 

RNA degradation 3RNA
k

⎯⎯→  (3.32) 

 
As the RNAP percolates the DNA from one nucleotide to the next (reaction 3.22), 
an intermediate activation step (reaction 3.23) is required. However, several events 
compete with the activation step, such as pausing (reaction 3.24), arrest (reaction 
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3.27), editing (reaction 3.28), premature termination (reaction 3.29) and 
pyrophosphorolysis (reaction 3.30). All these events, with the exception of 
premature termination, are modeled as reversible due to the transcription 
machinery's capacity to resolve them. 

The model also accounts for pauses and pause escapes caused by RNAP collisions. 
(reactions 3.26 and 3.25, respectively). If there is no premature termination, 
elongation is completed, an RNA is generated, and the RNAP is released (reaction 
3.31).  

Both single-nucleotide level models and single-step multi-delayed stochastic 
models were shown to be accurate for low expression rates (Mäkelä et al., 2011; 
Rajala et al., 2010; Ribeiro et al., 2009; Roussel & Zhu, 2006), however for higher 
rates the two models differ. As such, when modelling highly transcribed genes both 
transcription and translation elongation should be modelled explicitly and coupled 
to mimic the mean and noise in RNAs and proteins (Mäkelä et al., 2011). Models at 
the single-nucleotide level, although being complex, allow the study of mechanisms 
at the sequence level. For example, in (Potapov et al., 2012), making use of a 
stochastic model of transcription and translation at the nucleotide level, the authors 
suggested that mean codon translation efficiencies near the RBS region are 
determinant for the dynamics of protein numbers.  

In Publication I, we proposed a five-step model of the dynamics of transcription 
repression. The model includes the reversibility between ON and OFF promoter 
states (due to TFs), the closed complex formation, an initial stage of open complex 
formation, a fully formed open complex and promoter escape. In Publication II 
we used a stochastic model of transcription with stepwise elongation, at the single 
nucleotide level. In Publication III we started by modelling the dynamics of gene 
expression under the control of promoters in tandem formation assuming a four-
step model of transcription. Finally, in Publication IV we assumed three distinct 
transcription initiation models: a one-step model, a two-step model, and an ON-
OFF model, to compare their protein noise for the same mean protein expression 
level.  
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3.3.1 Modelling Supercoiling 
 

Several gene expression models have been developed (McAdams & Arkin, 1997; 
Paulsson, 2005; Rajala et al., 2010; Ribeiro, 2010; Roberts et al., 2011), in which the 
explicit modelling of supercoiling was shown not to be determinant to mimic the 
systems’ kinetics. However, for highly active operons the production of 
supercoiling causes transcriptional bursting (Chong et al., 2014; El Hanafi & Bossi, 
2000). As such, incorporating this mechanism when modelling such systems 
becomes critical if one wants to emulate its noise and mean kinetics. 

Modelling PSB at the transcription level can be done at different levels of detail, 
which will change the level of complexity required. A simple way of modeling the 
effects of PSB would be using the same approach as reaction 3.15. In this case, as 
positive supercoiling accumulates, the propensity of the promoter entering an 
OFF-state increases (Chong et al., 2014; Ma et al., 2013). This event can be 
modeled by reaction 3.33 (Baptista & Ribeiro, 2020). The escape from an OFF-
state state can be modeled as in reaction 3.34. The propensities of these events are 
dynamic, in that they differ with the global level of PSB in the region of the DNA 
where the gene of interest is located (Chong et al., 2014; Ma & Wang, 2014).  

 

Table 5.    ON-OFF promoter transitioning model due to PSB. The model includes the promoter 
when active (ProON) and when locked due to PSB (ProOFF). The rate constant kPSB is 
the rate at which an active promoter is locked, given the presence of PSB. The rate 
constant kG is the rate at which an inactive promoter becomes active, depending on 
the number of Gyrases (GYR) in the system. 

Event Reaction  

Promoter locking due to PSB 
ON OFF

PSBkPro Pro⎯⎯⎯→  (3.33) 

Promoter unlocking 
OFF ON

GYRkPro +GYR Pro⎯⎯⎯→  (3.34) 

Since Gyrases relax positive supercoils (Gellert et al., 1976), the kinetics of reaction 
3.34 is determined by their number, their rate of binding/unbinding to the DNA, 
and the rate at which positive supercoils are resolved (catalysis) (Reece et al., 2008). 
In this regard, more comprehensive models, which explicitly account for such 
parameters, have been developed (Bohrer & Roberts, 2016).  
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For example, a model of gene expression that accounts for a Gyrase binding site in 
the local DNA was developed in (Bohrer & Roberts, 2016). In this model (Table 6) 
two different species are defined (RCoil and PCoil), to track the supercoiling levels. 
The variable RCoil tracks the amount of the normal state of DNA (‘regular’) while 
PCoil tracks the amount of positive supercoiling. The total sum of RCoil and PCoil 
is constant throughout the simulation and equals the number of transcription 
events that can happen in the DNA domain before transcription locking occurs. In 
detail, in each transcription event there is an accumulation of PCoil (reaction 3.35), 
which can be relaxed by Gyrase intervention (reaction 3.36). To relax a PCoil, 
Gyrase must first bind to the DNA. Gyrase binding and unbinding to the DNA are 
modelled by reactions 3.37 and 3.38, respectively. Finally, translation, RNA and 
protein degradation are modelled as one-step processes (reactions 3.39-3.41).  
 
This model assumes that negative supercoils are rapidly removed by Topo I 
(Cheng et al., 2003). When compared to solely ON-OFF and to two-step models, 
this model provides a more accurate representation of empirical data regarding the 
shape of the distribution of RNA numbers. Also, this model successfully captures 
the Fano factor of RNA numbers of highly transcribed genes (Geng et al., 2021; So 
et al., 2011; Taniguchi et al., 2010). 
 

Table 6.    Model of gene expression with local supercoiling effects in (Bohrer & Roberts, 2016). 
The variables GYR and GYR’ stand for free Gyrase and Gyrase bound to the DNA, 
respectively. The species RCoil tracks the amount of ‘regular’ DNA state while PCoil 
tracks the amount of positive supercoiling. 

Event Reaction 
Transcription DNA RCoil DNA PCoil RNA+ → + +  (3.35) 
Relaxation of positive 
supercoils ' 'GYR PCoil GYR RCoils+ ⎯⎯→ +  (3.36) 

Gyrase binding to  
DNA 'GYR GYR⎯⎯→  (3.37) 

Gyrase unbinding 'GYR GYR⎯⎯→  (3.38) 

Translation RNA Protein⎯⎯→  (3.39) 

RNA degradation RNA⎯⎯→  (3.40) 

Protein degradation Protein⎯⎯→  (3.41) 

 
In its current form, the model in Table 6 and similar ones (Ancona et al., 2019; 
Houdaigui et al., 2019), focus on quantifying the effect of supercoiling on 
transcription initiation. Other models focus instead on the effects of supercoiling 
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during transcription elongation (Chatterjee et al., 2021; Klindziuk & Kolomeisky, 
2021; Sevier & Levine, 2017, 2018; Tripathi et al., 2022).  

Recently, a comprehensive supercoiling-sensitive model including all transcription 
stages (initiation, elongation, and termination) was proposed (Figure 6) (Geng et 
al., 2021). This model includes an explicit description of the interaction of RNAP 
and DNA during all stages of transcription (Figure 6A-C), the formation of 
stochastic topological domains (Figure 6G), the diffusion of the supercoils within 
the domain (Figure 6D), and topoisomerase activities (Figure 6E and 6F).  

 

 

Figure 6. Illustration of a supercoiling model of transcription. (A) Transcription initiation is favored for 
a negatively supercoiled promoter (blue circle) over a positively supercoiled promoter (red 
circle). (B) RNAP translocation during elongation generates positive supercoiling 
downstream of the RNAP and negative supercoiling upstream of it. This affects the 
propensity of the RNAP to stall (grey) or continue elongation (green). (C) Transcription 
termination and subsequent RNA degradation. (D) Transcription and supercoils diffusion 
within a topological domain (delimited by domain barriers). Positive supercoils interact with 
Gyrase, whereas negative supercoils interact with Topoisomerase I (Topo I). (E) Topo I 
removes one negative supercoil per catalytic cycle. (F) Gyrase removes one positive 
supercoil and inserts one negative supercoil per catalytic cycle. (G) Formation and 
disintegration of a topological domain upon the binding and unbinding of nucleoid 
associated proteins (grey rectangles). Picture adapted with permission from (Geng et al., 
2021). 
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The integration of all these events into the model allowed to reproduce 
quantitatively the empirical results on the collaborative dynamics of co-transcribing 
RNAPs (Kim et al., 2019). In detail, the group behavior exhibited by multiple 
RNAPs transcribing a DNA template within 3 kb can be explained by the 
annihilation of DNA supercoils between RNAPs. (Geng et al., 2021; Kim et al., 
2019). Also, the existence of dynamic topological domains can reduce the RNA 
production within that domain, since having multiple genes in the same 
supercoiling domain results in each gene’s expression influencing the expression of 
other genes.  

Finally, the topological domain organization of the DNA also adds intrinsic noise 
to transcription, whose levels are dependent on the promoters’-strength (Geng et 
al., 2021). As such, modeling the interplay between transcription and supercoiling 
not only sheds light on how genes are regulated in bacteria, but also points the way 
towards experimental validation of supercoiling as a transcription regulator. 

In Publication II we designed and implemented the first stochastic model of 
transcription with stepwise elongation, at the single nucleotide level, that, besides 
the events described in Table 4, it also includes the dynamic processes of 
accumulation and removal of positive supercoils.  

3.3.2 Modelling Transcription Interference in Closely Spaced Promoters 

In closely spaced promoters, transcription interference can occur through several 
mechanisms (Figure 7) (Callen et al., 2004; Shearwin et al., 2005; Sneppen et al., 
2005). Out of the five transcription interference mechanisms in (Figure 7), three 
happen at the transcription initiation phase and two during elongation.  

The first mechanism proposed is due to promoter competition (Figure 7A). In this 
mechanism, the occupation of one promoter by RNAP restricts the RNAP biding 
site of the second promoter. RNAP occupancy of the downstream promoter (also 
named ‘sitting ducks’, Figure 7B) happens when the elongation complex is slow to 
form and is hit by an RNAP transcribing from another promoter. Occlusion 
happens when the RNAP cannot bind to the promoter, because of the passage of 
an elongating RNAP (Figure 7C). However, this interference can be considered 
minor if the upstream promoter is not very strong (Shearwin et al., 2005). The 
mechanism of collision, (Figure 7D) refers to two converging elongating RNAPs. 
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Finally, the roadblock mechanism happens when a DNA-bound element (e.g., the 
DNA-bound Lac repressor) inhibits the progression of RNAP starting upstream of 
the binding site. An open complex on a promoter may also act as a roadblock.  

 

Figure 7. Mechanisms of transcriptional interference (TI). At least five mechanisms can generate TI: 
(A) promoter competition; (B) sitting duck interference; (C) occlusion; (D) collision; and (E) 
roadblock. The illustration shows two promoters (pA and pS) convergently oriented. All TI 
mechanisms presented may occur in promoters arrayed in a tandem format, except for the 
collision mechanism illustrated in D. For promoters arranged in a divergent configuration, 
only mechanism A applies. Picture adapted with permission from (Shearwin et al., 2005). 

Palmer and colleagues (Palmer et al., 2009) proposed a model in which RNAPs 
move one base pair every time step. Three rate-limiting stages were included in the 
model: the reversible binding of RNAP to the promoter to create the closed 
complex, the isomerisation of the closed complex, and the open complex initiating 
elongation. However, stochastic simulations of the model were unable to explain 
the high interference of the weak promoter when located upstream the strong 
promoter, in a convergent configuration. This suggested the existence of another 
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mechanism of interference. After experimental validating by DNA footprinting 
that elongation complexes could be paused, a model with RNAP pausing on the 
downstream promoter was able to explain the in vivo data. As such, occlusion by 
pausing can be tuned to control the quantity of TI, by adjusting the pause-duration 
parameter. The fact that the quantity of repression can be tuned independently of 
promoter activity, indicates that the pauses are a robust and evolvable mechanism 
(Palmer et al., 2009). 

Additionally, in (Martins et al., 2012) a single-nucleotide stochastic model of 
divergent and convergent closely spaced promoters was proposed (Figure 8). The 
results showed that interference between RNAPs in both these geometries 
increased the mean and standard deviation of the distribution of time intervals 
between RNA production events, from each TSS. Also, alterations in the distance 
between the TSSs led to sudden transitions in the RNA production kinetics, 
particularly when the configuration of the promoters changed from overlapped to 
non-overlapped. 

Recently, a study investigated how closely spaced promoters are affected by the 
rate-limiting steps of each promoter’s initiation kinetics (Häkkinen et al., 2019). 
The study predicted that the duration of such steps, namely the closed and open 
complex formation, can be used to control the kinetics of the temporal gaps 
between the transcription events of the opposing gene.  

In addition to the two rate-limiting steps and transcription interference, when 
modelling gene pairs distancing few kilobases apart, one should also account with 
the mechanical features of the double DNA helix, namely the accumulation of 
supercoiling (Meyer et al., 2014; Yeung et al., 2017).  

Finally, models incorporating supercoiling and promoter configurations 
demonstrated that, while RNAPs transcribing genes in tandem formation can 
cooperate, those transcribing genes in divergent or convergent configurations can 
act antagonistically, and that this behavior holds across a wide range of distance 
separations between TSSs (Tripathi et al., 2022; Yeung et al., 2017). These new 
models have been important in elucidating how the mechanical interaction 
between RNAPs and DNA can affect the transcriptional kinetics of closely spaced 
promoters.  
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Figure 8. Schematic model of closely spaced promoters. (A) Divergent promoters. (B) Convergent 
promoters. Regions in black represent elongation regions. TSSs are represented by 
angled arrows. In the models, the first step is the binding of the RNAP to the DNA 
template. The RNAP progresses one nucleotide at a time in a certain direction. The RNAP 
was modelled to be able to unbind from the template strand at any time and, if multiple 
RNAPs are on the template, collisions can happen. If two RNAPs collide, one or both of 
them will fall off from the template, depending if they are both elongating or not. When the 
diffusing RNAP finds the TSS, the closed complex is formed followed by isomerization and 
formation of the open complex. After the open complex is formed, elongation can begin 
and the TSS is free for another RNAP to bind. The model also accounts with repression by 
one or more TFs (squared boxes). Picture adapted with permission from (Martins et al., 
2012). 

Based on these studies, in Publication III we explored stochastic models to 
characterize transcriptional interference in tandem overlapping and non-
overlapping closely spaced promoters. 
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4 MATERIALS AND METHODS 

This chapter presents an overview of the experimental and theoretical methods 
employed in this thesis. These methods comprise: fluorescence microscopy, single-
cell RNA detection by the MS2 RNA detection system, image analysis for single-
cell RNA quantification, single-cell protein expression measurements by flow 
cytometry, genome-wide analysis of differential gene expression by RNA-seq, 
measurements of relative gene expression levels by qPCR, use of Lineweaver-Burk 
plots to dissect the kinetics of the rate-limiting steps of transcription, and the use 
of external databases. 

4.1 Fluorescent Proteins 

The earliest account of bioluminescent species dates all the way back to the first 
century A.D., when the glowing jellyfish Pulmo marinus (now known as Pelagia 
noctiluca), living in the Mediterranean Sea, was first described (Harvey, 1957). 
Meanwhile, the first use of such organisms dates to the late 18th century, when coal 
miners used dried fish skins as light sources. This natural glowing phenomenon 
was termed ‘fluorescence’, in 1852 by the physicist George Stokes (Stokes, 1852).  

However, the first study of fluorescent proteins did not occur until the 1960s, 
when Osamu Shimomura carried out the first experiments (Shimomura et al., 
1962). Shimomura and colleagues studied the jellyfish Aequorea, out of which they 
extracted and purified the luminescent protein aequorin, along with a green 
fluorescence protein (GFP) (Shimomura, 1979, 2005). At the time of discovery, 
these two compounds were not accorded any special significance. Their potential 
only became apparent in later years.  

Nowadays, fluorescent proteins are widely used in cell biology research, and are 
regarded as the foundation of fluorescence microscopy. This is mostly due to their 
versatility and specificity, along with the existence of molecular cloning methods 
that allow for the fusion of a fluorescent protein with a cellular protein of interest. 
Such capabilities contributed to the use of fluorescent proteins in different areas 
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such as studies of gene expression dynamics (Golding et al., 2005; Taniguchi et al., 
2010; Yu et al., 2006), spatial localization of proteins and cellular compartments 
(Neeli-Venkata et al., 2016; Stracy et al., 2015; Weng et al., 2019), and molecular 
processes dynamics (Gupta et al., 2014; Mäkelä et al., 2021). 

Over the years, fluorescence proteins have become widely used, and they now span 
the majority of the visible spectrum (Day & Davidson, 2009; Shaner et al., 2004). 
Furthermore, advancements in the area of fluorescent probing have led to the 
development and manipulation of a wide range of light-induced properties such as 
photoactivation, photoconversion, and photoswitching (Day & Davidson, 2009; 
Wu et al., 2011). These enable the change of fluorescence emission bandwidth or, 
in the case of photoswitchable fluorescent proteins, turn on or off the light 
emission, by employing appropriate lighting (Day & Davidson, 2009). These 
properties have been crucial in the development of super-resolution microscopy 
(Betzig et al., 2006; Rust et al., 2006; Wichmann & Hell, 1994).  

When imaging fluorescent proteins, it is critical to choose the most suitable probes. 
For example, one should take into consideration brightness, wavelength, 
photostability, and toxicity (Shaner et al., 2005). The brightness (i.e., the 
fluorescence signal generated by the proteins) must be much greater than the cell 
background (referred to as cellular autofluorescence). To distinguish the two 
signals, it is recommended that the absorption and emission spectra of the chosen 
fluorophore do not overlap with the spectrum of cell autofluorescence (Ha & 
Tinnefeld, 2012). Additionally, the spectral shift between the excitation and 
emission wavelengths of the chosen fluorescent protein, referred to as the Stokes 
shift, should be considered (Valeur & Berberan-Santos, 2012). The larger the 
Stokes shift, the more distinct is the separation between the excitation and 
emission wavelengths. 

When fluorescent proteins are excited over an extended period, they become 
photobleached (Shaner et al., 2005). The photobleaching rate of fluorescent 
proteins varies greatly. For example, when performing time-lapse experiments 
(where the capture of several images is required) photostability of the protein is 
essential. A measure of photostability is the photobleaching curve of a protein 
(Shaner et al., 2005).  

Finally, wild-type fluorescent proteins are usually dimeric or tetrameric, which has 
been shown to be toxic for cells. As such, most wild-type fluorescent proteins need 
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to be optimized and engineered into monomers or tandem dimers (Shaner et al., 
2004; Zhang et al., 2002).  
 
In Publication I-IV, we used fluorescent probing. In detail, we use MS2-GFP 
(Golding et al., 2005) in Publication I and II, while in Publication III and IV 
we used a YFP fusion library with ~1000 native genes tagged with YFP (Taniguchi 
et al., 2010).  

4.1.1 MS2 RNA Detection System 

For many years, it was technically challenging to measure gene expression at the 
single-cell level. As such, most gene expression studies relied on population-level 
measurements, such as quantitative polymerase chain reaction (qPCR) (Raj & Van 
Oudenaarden, 2009). One of the technical advances that made single-cell 
measurements possible was the use of fluorescent proteins, such as GFP. The ease 
with which these molecules can be incorporated to measure gene expression 
allowed for the first studies of the mechanisms that generate transcriptional noise 
(Elowitz et al., 2002; Ozbudak et al., 2002). 

One of the methods that allows real-time in vivo single RNA molecule studies is the 
MS2 RNA detection system. MS2 is a bacteriophage coat protein and was the first 
complete protein-coding gene sequence engineered (Jou et al., 1972). The MS2 
RNA detection system was first used in yeast (Beach et al., 1999; Bertrand et al., 
1998) and then adapted for in vivo usage in mammalian cells (Fusco et al., 2003) and 
E. coli (Golding et al., 2005; Golding & Cox, 2004).  

The adaptation of this method for E. coli cells (Golding & Cox, 2004) is based on 
the synthetic engineering of a gene to transcribe a target RNA that contains 
multiple binding sites to the coat protein of the bacteriophage MS2. This gene is 
then induced to express in a cell that also contains a reporter system. This reporter 
system is responsible for the expression of the MS2 coat protein fused to GFP 
(MS2-GFP). The binding of the MS2-GFP molecules to the RNA multiple binding 
sites generates a fluorescent signal above the cell background level, which can be 
detected as bright spots by fluorescent microscopy (Figure 9B). Interestingly, when 
RNA molecules are bound to MS2-GFP, they become ‘immortalized’, meaning 
that they do not decay throughout the measurement (Golding et al., 2005). 
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One year later, Golding and colleagues (Golding et al., 2005) presented an 
upgraded version of this system, where the expression levels of the proteins 
translated from the target RNA could also be measured. In this version, the target 
RNA contains not only the MS2-GFP multiple binding sites, but also a distinct 
segment located after the RBS coding for RFP.  

In Publication I, we used a variant of this system to detect single-cell, single-
molecule RNAs. Specifically, one plasmid’s reporter system that codes for the 
MS2-GFP molecules, under the control of the PBAD promoter. On a second 
plasmid, the target gene (that codes for the target RNA containing the multiple 
MS2-GFP binding sites) is under the control of the PLacO3O1 promoter. A 
schematic description of this construct is shown in Figure 9A. In Publication II, 
apart from using the same construct as in Publication I, we used a construct 
where the target gene is under the control of a plasmid-borne, PLac promoter. 
Moreover, in Publication II, we also engineered a strain where the target gene is 
integrated into the lac locus of the genome. Finally, in Publication IV we studied 
the genes’ cold shock response by detecting changes in transcripts using RNA-seq. 
However, previous works have also studied the cold-shock response using the MS2 
RNA detection system. (Oliveira et al., 2019). 
 

 

Figure 9. RNA quantification in individual cells by RNA tagging with MS2-GFP. (A) Schematic 
representation of the single-RNA MS2-GFP tagging detection system. Cells produce 
multiple MS2-GFP reporter proteins, under the control of PBAD, while the production of 
RNAs target for MS2-GFP is under the control of PLacO3O1. MS2-GFP molecules 
accumulate in the cytoplasm and bind to the target RNA upon its production. The mCherry 
region is translated into proteins that glow red after translation. (B) Example image of E. 
coli cells expressing RNAs tagged with MS2-GFP molecules. RNA molecules appear as 
fluorescent spots inside the cells.  
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4.2 Microscopy 

Live cell fluorescence microscopy and transmitted light techniques are frequently 
used to study cellular activities. For optimal imaging, one should consider the 
optical properties of the image setup, the characteristics of the sample, and the 
viability of the specimen. Important optical characteristics to consider include the 
illumination wavelength and intensity, the spectra of filters and dichroic mirrors, 
the camera sensitivity to the emission wavelength, and the speed of acquisition 
(Shaner et al., 2005; Stephens & Allan, 2003). In terms of sample characteristics, 
one should evaluate the brightness of the signal and the speed of the process being 
observed. Also, regardless of the imaging technique, the cells’ health and 
environment in the microscope stage must be considered. Microfluidics systems 
are one technique to ensure such control (Wang, et al., 2010). 

The most often used fluorescence microscopy technique is wide-field microscopy. 
Widefield microscopes do not exclude light from any focal plane with the 
illumination bean spanning a volume of approximately 10 × 10 µm2 (Lang et al., 
2006). This makes the acquisition time of widefield microscopes fast. However, the 
excitation of the entire specimen depth causes out-of-focus illumination decreasing 
the spatial resolution (Stephens & Allan, 2003).  

To minimize the out-of-focus fluorescence and limit the duration of illumination, 
several other live cell fluorescence microscopy techniques were developed. These 
include confocal microscopy (Nakano, 2002; Pawley, 2006), total internal reflection 
florescence (TIRF) microscopy (Axelrod, 1981), and highly inclined and laminated 
optical sheets (HILO) (Konopka & Bednarek, 2008). 

In Publication I-IV, cells were visualized using a Nikon Eclipse (Ti-E) inverted 
microscope equipped with a point scanning confocal microscope system, a HILO 
system, and a phase contrast system. 

4.2.1 Scanning Confocal Microscopy 

Confocal microscopes operate on the principle of focusing the illumination and 
detection optics on the same diffraction-limited point. In detail, a pinhole is used 
to reduce the out-of-focus light. This pinhole aperture assures that no light other 
than the illuminated point emission light reaches the detector (Pawley, 2006; 
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Stephens & Allan, 2003). The scanning of this diffraction-limited point over the 
sample (also denominated as point-scanning) allows building a complete image. 
Typically, modern confocal microscopes are controlled using an acousto-optic 
tunable filter, with the light beam scanning the stationary sample (Elliott, 2020). 
The acousto-optic tunable filter is responsible for turning lasers on and off, tuning 
laser power, and selecting the wavelength for imaging. 

To build the complete image, a photomultiplier tube collects the fluorescence 
produced by the sample at each point. Photomultiplier tubes work as single-pixel 
cameras that amplify the emitted light using a photoelectric device. Next, a 
computer processes the change of the fluorescence over time into a two-
dimensional picture (Elliott, 2020).  

Overall, scanning confocal microscopes have a shallow depth of field, an overall 
better spatial resolution, and can collect serial optical sections from thick 
specimens (Pawley, 2006). To produce optical sections, the light beam scans the 
image in x and y directions of a single field of view, and then changes the z-stack 
and repeats the process. Upon the collection of images at several z-stacks, 
computer algorithms reconstruct a three-dimensional image of the sample (Elliott, 
2020; Pawley, 2006). 

However, confocal microscopy has fundamental limitations, such as the speed of 
data acquisition. To accommodate the need for fast acquisition, other types of 
confocal microscopes have been developed, such as the spinning disk and the 
swept field confocal microscopes (Castellano-Muñoz et al., 2012; Nakano, 2002).  

In Publications II-IV, fluorescent proteins (GFP and YFP) were observed 
utilizing a point scanning confocal microscope to analyze both gene expression 
kinetics and/or protein spatial localization. 

4.2.2 Highly Inclined and Laminated Optical Sheet Microscopy  

Highly inclined and laminated optical sheet (HILO) microscopy is a technique in 
which the excitation light is refracted into the sample at a high inclination angle 
(Tokunaga et al., 2008). The inclination of the excitation beam minimizes the 
illumination area. Therefore, the background fluorescence from out of focus 
sections is reduced, allowing for better contrast and spatial resolution (Tokunaga et 
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al., 2008; Vignolini et al., 2018). HILO microscopy provides a means of performing 
fast widefield image acquisition with low signal/background ratio.  

 
In Publication I, we employed HILO microscopy to detect MS2-GFP-tagged 
RNA molecules. This approach was selected because of its fast acquisition rates 
and high signal-to-noise ratio, as described above.  

4.2.3 Phase-Contrast Microscopy 

Microscopy transmitted light techniques are used to distinguish the morphological 
characteristics of the biological material such as cell size, structure, shape, and 
inclusion bodies. There are several different transmitted light techniques such as 
bright-field microscopy, differential interference contrast, and phase contrast 
(Stephens & Allan, 2003). 

In all publications associated with this thesis, the transmitted light technique used 
was phase contrast. The working principle of phase contrast is the introduction of 
a phase shift in the light scattered by the sample (Zernike, 1942).  

In detail, when the light wave is transmitted through a cell, its propagation speed 
decreases and therefore the scattered and background light will have a phase 
difference of approximately -90˚. This generates a blurred image. However, the 
phase contrast technique uses phase-shift ring to also shift the background light by 
+90˚. As a result, destructive interference occurs when background light and 
scattered light rays converge, making the cells darker than the background (Figure 
1A) (Zernike, 1942, 1955). 

4.3 Image Analysis and Data Extraction 

Image analysis and signal processing techniques can be employed to retrieve single-
cell data from microscopy images, such as cell area, the number of RNAs per cell, 
nucleoid size, and spatial location of Gyrase and RNAP. This section details the 
methodologies used in the publications associated with this thesis. 
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4.3.1 Cells and MS2 RNA Spots Segmentation 

To process single-cell data from microscopy images, the cells must first be detected 
and segmented. The detection of cells is done from the phase-contrast images 
using automatic segmentation (Häkkinen et al., 2013).  

The automatic segmentation algorithm identifies the cell regions by gradient path 
labeling (Mora et al., 2011) and uses classifiers for merging and discarding elements 
(Breiman et al., 2017). For each cell region identified, the algorithm draws a mask 
over it (Figure 10A). Next, principal component analysis is used to determine the 
position, orientation, and size of the cells inside each mask area. 

After the automatic segmentation, the results go through manual correction, where 
the cells’ borders are corrected, by removing, merging, or splitting (Häkkinen et al., 
2013). Also, cells crossing the borders of the frames and their lineages are 
discarded. 

To extract information, such as the number of RNAs per cell, the fluorescent 
images are aligned with the cell segmentation results. This step is essential given 
that the images are obtained from different detector systems and there is 
movement of cells during the measurements if the two images are not 
simultaneously taken.  

The alignment consists of scaling and translation of the fluorescent image along the 
x- and y-axis. The optimal alignment result is the one that maximizes total 
fluorescence within the segmented cell areas. After the global alignment is 
automatically performed, manual local adjustments can also be applied (Häkkinen 
et al., 2013).  

After image alignment, the MS2-GFP RNA spots in each cell must be detected and 
segmented to determine their intensities (Figure 10B). The automatic segmentation 
of the spots is performed using the Kernel Density Estimation (KDE) approach 
for spot detection (Ruusuvuori et al., 2010). This approach evaluates the 
probability density function of each spot’s pixel intensities and finds a cut-off point 
that corresponds to the KDE's first local minimum (Otsu, 1979). Next, each pixel 
is evaluated and only segmented if its value exceeds the cut-off value. 
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To properly estimate the total MS2-GFP RNA spots fluorescence, one needs to 
account for the background fluorescence caused by the MS2-GFP molecules not 
bound to the RNA. This is accomplished by multiplying the average cell 
background fluorescence by the area of the spot, and then subtracting it from the 
total spot fluorescence intensity (Santinha et al., 2016). 

The cell segmentation procedure was used in Publications I-IV. The RNA 
quantification method was used in Publication I and II. In addition, in 
Publication II, we performed time-lapse microscopy.  

For time-lapse microscopy, two additional image analysis steps were done. First, 
before cell segmentation, the time-lapse images were temporally aligned using 
cross-correlation, to minimize the effects of cell drifting during measurement time. 
Second, a correspondence of the same cells between consecutive frames was 
established to create a temporal distribution of total fluorescence intensity, spot 
fluorescence intensity, and cell area for each cell.  

4.3.2 Measurement of Time Intervals between RNA Production Events 

The measurement of time interval distributions between consecutive events or 
waiting times has been shown to be important to understand events related to gene 
activation, DNA repair and cell-fate decision making (Norman et al., 2015; Uphoff 
et al., 2013). The use of  MS2-GFP tagged RNAs over time can be used to quantify 
the kinetics of RNA production in single cells. In detail, after preliminary image 
processing, where cells and MS2-GFP RNA spots are segmented, one can extract 
the time intervals between consecutive RNA production events (Muthukrishnan et 
al., 2012).  

The calculation of these time intervals is possible given that MS2-GFP tagged 
RNAs do not degrade over time (Golding et al., 2005). Thus, given that RNA 
production is not halted, one expects the total MS2-GFP RNA spot fluorescence 
intensity to increase over time with the production of new RNA molecules. Given 
that, the synthesis of a new RNA molecule results in a discrete increase in the cell's 
total spot intensity (Muthukrishnan et al., 2012). 

To detect the discrete fluorescence intensity jumps in the MS2-GFP RNA spots, 
we fitted a monotone piecewise-constant function by least squares fit to the total 
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spot fluorescence of each cell, over time (Figure 10C) (Muthukrishnan et al., 2012). 
The plateaus in between distinct jumps of the total spots’ fluorescence are utilized 
to determine the time intervals between successive RNA production events. 
Having this, in Publication I, we studied the statistics of the distributions of time 
intervals under various induction schemes.  

 

 

Figure 10. Cells, MS2-GFP RNA spots, and nucleoids segmentation. (A) Phase contrast image of E. 
coli cells along with results of automatic cell segmentation (green lines around the cells) 
(Häkkinen et al., 2013). Image acquired with a Nikon phase contrast system using a Nikon 
DS-Fi2 CCD camera (B) Confocal microscopy image of E. coli cells with a PLacO3O1 
promoter producing an RNA target for MS2-GFP. These results in MS2-GFP-RNA spots, 
which are detected and segmented by an automatic spot detection method (results of 
segmentation of spots and cells shown by red and green lines, respectively). Image 
acquired using confocal microscopy using a 100x objective, a 488 nm laser, and a 514/30 
emission filter. (C) Example E. coli cell containing an MS2-GFP RNA spot, over time. The 
graph shows the total fluorescence intensity of the MS2-GFP RNA spot over time (blue 
line) and the result of the jump detection method (red line). (D) Visualization of nucleoids 
in E. coli cells with DAPI staining. Cell borders (white lines) were detected using an 
automatic cell segmentation algorithm (Häkkinen et al., 2013). Nucleoids were detected 
(blue lines) using an automatic nucleoid segmentation algorithm (Martins et al., 2018). 
Confocal microscopy was used to acquire this image, using a 100x objective, a 405 nm 
laser, and a 447/60 emission filter. 

In Publication II the average time interval between consecutive RNA production 
events was instead estimated from the number of RNAs in cells obtained from 
microscopy images at two different time moments. First, for each time moment, 
from the histograms of fluorescence of MS2-GFP tagged RNAs, we estimated the 
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intensity of a single tagged RNA molecule (which should be approximately the 
same in both time moments). This is done by finding the intensity of the first 
histogram ‘peak’ (as it should correspond to the intensity of one MS2-GFP RNA 
molecule). Following that, we rounded the fluorescence intensity of each MS2-
GFP RNA spot to the nearest integer, to estimate the number of RNA molecules 
contained in it, as in (Golding et al., 2005). 

From the estimated mean number of RNAs per cell at the initial moment (t0), and 
final moment (t), along with the rate of RNA dilution ( dk ) due to cell division, we 
estimated the average rate of RNA production per cell ( rnar ) using equation 4.1. 
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Where 0M  and M  are the mean number of RNAs per cell at moment t0 and t, 
respectively. It is worth noting that one does not need to account for RNA 
degradation, since MS2-GFP RNAs are not degradable (Golding et al., 2005) and 
their fluorescence intensity is constant for the duration of the measurements (Tran 
et al., 2015). The standard error of the mean of the average rate of RNA 
production can be calculated using the Delta Method (Casella & Berger, 2002). 

4.3.3 Nucleoid Visualization and Segmentation 

To visualize, at the single-cell level, the cellular elements of interest we mostly 
made use of fluorescent proteins, such as GFP and YFP. However, fluorescent 
dyes capable of staining the desired cell structure may also be utilized (Davis & 
Gruebele, 2018; Schmidt et al., 1996).  

As with fluorescent proteins, selecting the best appropriate fluorescent dye requires 
consideration of several parameters, such as the excitation and emission spectra, 
photostability, and compatibility with the target structure (Ha & Tinnefeld, 2012).  

There are several fluorescent stains for nucleoid visualization, such as DAPI (4′,6-
diamidino-2-phenylindole), ethidium bromide, propidium bromide, among other 
(Chazotte, 2011; Nairin et al., 1982). However, DAPI has higher photostability 
when compared with other dyes (Chazotte, 2011). As such, in Publication II and 
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IV we used DAPI to visualize cells’ nucleoids (Figure 10D) (Chazotte, 2011). After 
entering the cell, DAPI molecules attach to the A-T rich DNA sequences, forming 
a fluorescent complex (Kapuscinski, 1995) which is ~20-fold brighter than non-
bound DAPI molecules (Chazotte, 2011).    

To study the physical properties of the nucleoids (e.g., spatial location, area, and 
number) we first segmented the nucleoids using an automatic nucleoid 
segmentation software (Martins et al., 2018). To detect nucleoids the software 
applies a gradient path labeling algorithm that creates seeds based on the image 
intensity gradient (Ebright, 2000; Martins et al., 2018). Next, the segmentation is 
done based on a two-dimensional Gaussian profile and the global intensity of the 
neighboring pixels of the seed (Martins et al., 2018).  

In addition, the maximum excitation wavelength of DAPI molecules is 450 nm 
which allows for the simultaneous labeling of other cellular structures (with e.g. 
GFP or YFP) (Kapuscinski, 1995). In Publication III we used this and, 
simultaneously with DAPI staining and strains from the YFP fusion library 
(Taniguchi et al., 2010), we quantified the co-localization of Gyrase and RNAP 
with the nucleoid(s).  

4.4 Flow Cytometry 
 
Cytometry refers to the measuring of physical and/or chemical features of 
individual cells (Shapiro, 2003). The first application of this method dates to the 
1940’s, when it was used to count and estimate the size of blood cells and bacteria 
(Shapiro, 2003).  
 
In flow cytometer, the cell’s characteristics are measured while cells travel through 
the equipment in a liquid stream (Shapiro, 2003). The purpose of the stream is to 
transport cells, one at a time, through the laser and detector systems. When a cell 
passes through the center of the laser beam, the detectors collect its optical signals 
(e.g., forward scatter light, side scatter light and emitted light).  
 
Modern flow cytometers analyze tens of thousands of cells per minute, putting this 
approach squarely in the world of big data. Further, the raw single-cell data is 
provided in a format which is fast to process when compared with e.g., microscopy 
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data. The most frequent ways of presenting flow cytometry data are distributions, 
which are used to visualize a single parameter, and scatter plots, which are used to 
examine the correlation between two parameters. 

However, similar to microscopy, when examining the single-cell distributions of 
protein expression levels measured using flow-cytometry, one needs to correct for 
the cell autofluorescence (Bahrudeen et al., 2019; Galbusera et al., 2020). For this, a 
measurement of control cells (i.e., without a fluorescent probe) is required. 

Next, the four moments (mean, standard deviation, skewness, and kurtosis) of the 
single-cell distributions can be corrected. In detail, the mean fluorescence (M) can 
be corrected by applying equation 4.2 (Galbusera et al., 2020): 

p T cellM M M= −        (4.2) 

Where, pM  is the mean cell fluorescence corrected for the cell autofluorescence 
( cellM ). Meanwhile, TM  is the total mean cell fluorescence measured by flow 
cytometry. Similarly, to correct the standard deviation (σ), one can apply equation 
4.3 (Galbusera et al., 2020):  

2 2
p T cell  = −        (4.3) 

For correcting the skewness (S) of the distribution one can apply equation 4.4 as in 
(Bahrudeen et al., 2019) : 
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Finally, for correction of the kurtosis (K) one can apply equation 4.5. 
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Along with correcting for cell autofluorescence, flow cytometry data should also be 
filtered for cell debris and doublets using gating techniques (Aghaeepour et al., 
2013; Razo-Mejia et al., 2018).  



Chapter 4.   MATERIALS AND METHODS 

72 

In Publication II-IV we measured and corrected cells fluorescence levels (YFP or 
GFP) using an ACEA NovoCyte Flow Cytometer (ACEA Biosciences Inc., San 
Diego, USA). We used a 488 nm laser for excitation and the fluorescein 
isothiocyanate detection channel (FITC-H) with a 530/30 nm filter for emission. 

4.5 Quantitative Polymerase Chain Reaction 

The quantitative polymerase chain reaction (qPCR) can be used to measure relative 
gene expression levels (Livak & Schmittgen, 2001; Schmittgen & Livak, 2008). To 
perform qPCR, the cells' RNA must first be extracted and converted to 
complementary DNA. (cDNA). Following that, the region of interest is amplified 
using a specific set of primers. The introduction of sequence-specific fluorescent 
probes enables real-time monitoring of this amplification during each cycle. As the 
amplification cycles occur, the total fluorescence increases. The number of cycles it 
takes to detect the signal from the sample is given by the threshold cycle value (CT). 

The method to analyze qPCR results is based on the CT value (Livak & Schmittgen, 
2001). In detail, a typical qPCR curve has an exponential phase and a plateau phase. 
The CT measure is taken during the exponential phase where, for each cycle, the 
number of qPCR products doubles. 

The method includes four steps. First, one averages the CT of the repeats of each 
condition and the CT of the respective reference conditions. Following this, the 
average CT value of the target condition is normalized by the average CT value of 
the reference condition (∆CT). This step allows normalizing the loading difference 
that could have occurred between conditions (Livak & Schmittgen, 2001). The next 
step is choosing the calibrator, which corresponds to the target condition for 
which the relative difference in expression is calculated. Once the calibrator is 
chosen, the ∆CT value of the target condition is normalized by the ∆CT value of the 
calibrator condition (∆∆CT). Finally, to calculate the fold change between the target 
and calibrator, having in account that the product doubles for each amplification 
cycle, one should apply the equation below: 
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The result of equation 4.6 is the change in expression of the gene between the 
target and the calibrator, already normalized by the loading difference that could 
have occurred between conditions. 

 
In Publication II, qPCR was employed to estimate the fold change in the 
expression levels of RNA coding for Gyrase, for different inducer concentrations, 
and to quantify the RNA production kinetics of PLacO3O1 and PLac promoters, at 
different Gyrase concentrations.  

4.6 RNA Sequencing 

The ability to measure the transcriptome (all transcripts in a cell at the same time) 
is critical to understand the genome’s global functioning. Measuring the 
transcriptome entails identifying a list of all transcript species (mRNAs, siRNAs, 
non-coding RNAs etc.) and quantifying their expression levels (Wang et al., 2009). 
Much effort has been done in the past fifty years to invent and improve 
technologies and sequencing protocols (see (Heather & Chain, 2016) 
comprehensive review) to quantify the transcriptome. 

Microarray-based approaches are one of the first methods developed for 
identifying and quantifying the transcriptome as a whole. However, they require 
specific probes, limiting the ability to detect novel transcripts not covered by the 
probes (Wang et al., 2009). Additionally, these measurements by array hybridization 
techniques face technical challenges inherent to microarray probe performance, 
such as cross- and non-specific hybridization (Okoniewski & Miller, 2006; Royce et 
al., 2007), and the restricted detection range of individual probes (Wang et al., 
2009). Finally, due to the narrow detection range, this approach performs poorly 
when quantifying low- and high-expression genes (Zhao et al., 2014). 

 
Given the limitations of microarray methods, traditional sequencing technologies 
such as Sanger sequencing (Sanger et al., 1977) or tag-based methods (Harbers & 
Carninci, 2005; Velculescu et al., 1995) have been preferred. However, traditional 
Sanger sequencing has low throughput capabilities (i.e., is only capable of 
sequencing a single DNA fragment at a time) making it non-ideal for genome-wide 
studies. Additionally, although tag-based methods provide high throughput, a 
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substantial proportion of small tags cannot be accurately mapped to a single 
reference genome site (Wang et al., 2009).  
 
These challenges were overcome by high-throughput technologies, such as RNA 
sequencing (RNA-seq). Since its development, approximately fifteen years ago 
(Emrich et al., 2007; Lister et al., 2008), RNA-seq has become the most widely 
used approach for determining the presence and amount of RNA in a biological 
sample. 
 
The workflow of RNA-seq starts with the RNA extraction. Next, the RNA 
population is converted to cDNA fragments with sequencing adaptors added to 
each cDNA fragment. Each cDNA molecule is then sequenced (usually with a read 
depth of 10-30 million reads per sample) to obtain short sequence reads from one 
or both ends (single-end or pair-end sequencing). Following sequencing, the next 
steps are computational. First, the reads are aligned to a reference genome (or 
transcriptome) (Stark et al., 2019). Next, the reads that overlap transcripts are 
quantified, followed by filtering and normalization between samples. Finally, 
statistical analysis is performed to identify differential expressed genes (Stark et al., 
2019).  
 
As a technology, RNA-seq has several advantages: i) it is not restricted to 
recognizing transcripts expressed from known-sequence genes; ii) the transcription 
sites can be determined with single-base resolution; iii) it does not have an upper 
limit for quantification, as the expression levels correlate with the number of reads 
obtained; iv) has a large dynamic range of expression levels detectable; v) has high 
levels of reproducibility (Cloonan et al., 2008; Nagalakshmi et al., 2008) 

The primary application of RNA-seq is genome-wide analysis of differential gene 
expression (Stark et al., 2019). Nevertheless, its use has also been extended to 
broader applications such as the study of RNA splicing (Wang et al., 2008) and of 
the function of non-coding and enhancer RNAs (Djebali et al., 2012; Li et al., 
2016).  

In Publication III and IV we used RNA-seq technology to perform a genome-
wide analysis of differential gene expression in various conditions and over time. 
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4.7 Lineweaver-Burk Plot 

Lineweaver-Burk plots were introduced to determine how an inhibitor competes 
with an enzyme (Lineweaver & Burk, 1934). In 1980, McClure used this strategy to 
quantify the duration of the rate-limiting steps of transcription initiation in vitro (i.e. 
RPC and RPO formation) (McClure, 1980).  

This quantification was based on an abortive initiation reaction of promoter-bound 
RNAP. The abortive initiation assay consisted of the binding of the first two 
nucleoside triphosphates of an RNA sequence, when under RNAP saturation. 
After the binding of the nucleosides, a phosphodiester bond is created, and 
reaction products are produced. In the lack of additional nucleosides, the bound 
between the nucleosides is broken and initiation is aborted. After a period of time, 
a steady-state level of abortive product is reached (McClure et al., 1978). Assuming 
a two sequential states model (reaction 4.7), the total time until reaching steady 
state corresponds to the time it takes for RNAP to bind and isomerize into an 
open complex form (McClure, 1980).  

C O
1 2

-1

k k
k

Pro RNAP RP RP⎯⎯→+ ⎯⎯→⎯⎯       (4.7) 

The model in reaction 4.7 includes the promoter ( Pro ), RNAP ( RNAP ), closed 
complex formation ( CRP ) and open complex formation ( ORP ). From the derivation 
of the steady-state kinetics of the two-state model (equation 4.8) it is possible to 
estimate the rate of open and closed-complex formations. This is done from the 
calculation of the total time ( TOTAL ) that it takes to reach steady state (equation 4.8), 
at different RNAP concentrations. 
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According to equation 4.8, the average time spent in CRP  formation ( CC ) is 
proportional to [RNAP]-1. Meanwhile, the time for ORP formation ( OC ) remains 
constant for different levels of [RNAP]. As such, the total time for transcription 
initiation should vary linearly with [RNAP]-1. As such, the duration of the rate of 
open-complex and closed complex formation can be estimated using a Lineweaver-
Burk plot between TOTAL  and the inverse of RNAP concentrations (Figure 11). In 
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the Lineweaver-Burk plot, the intersection of the best fit line with the y-axes gives 
an estimation for the time length of open complex formation ( OC ), which equals 

2

1
k

, according to equation 4.8. Meanwhile, the time for closed complex formation 

( CC ) can be estimated from OC TOTAL CC  = − . 
 
 

 

Figure 11. Schematic representation of a Lineweaver-Burk plot. The total time ( TOTAL OC CC  = + ) is 
plotted against 1[ ]RNAP − . The intersection of the best fit line (orange line) with the y-axes 

gives an estimation for the time of open complex formation ( OC ), which equals 
2

1
k

 

according to equation 4.8. For a certain RNAP concentration, the time length of closed 
complex formation ( CC ) is 1 2
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In Publications I and II a similar strategy was employed to quantify the in vivo 
kinetics of repression of the PLacO3O1 promoter due to repressor molecules and due 
to PSB, respectively.  

4.8 Research Output from Databases 

In Publication III and IV we made use of data from three databases: RegulonDB 
(Santos-Zavaleta et al., 2019), gene ontology (Ashburner et al., 2000; The Gene 
Ontology Consortium., 2021) and NCBI (O’Leary et al., 2016).  
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From RegulonDB (Santos-Zavaleta et al., 2019), we obtained the lists of all 
transcription units, operons, promoters, gene sequences and terminators that are 
empirically supported in the literature. From these lists, using in-house algorithms, in 
Publication III we identified genes controlled by tandem promoters (that differ 
by as few parameters as possible) along with their interactions with the gene 
regulatory network. In Publication IV, we also made use of these lists to study the 
operon organization, the sequence, and the interactions of our gene cohort of 
interest.  

From the gene ontology database (Ashburner et al., 2000; The Gene Ontology 
Consortium., 2021), which contains gene’s functional annotations, together with 
the classification systems (Mi et al., 2019), we performed enrichment analyses 
between the cohorts of interest and their biological processes. In particular, we 
investigated if there are any functional terms with more annotations in our cohort 
of interest than what would be expected by chance.  

Finally, to measure the gene’s evolutionary fitness we extracted information from 
4133 reference bacterial DNAs from the NCBI database (O’Leary et al., 2016). 
Shortly, we used the number of DNAs that a gene is present in as a measure of its 
evolutionary fitness. 

 
These curated biological databases are of high value, and became a critical 
component of our work by allowing us to relate the genes’ dynamics to their 
sequence, function, structure, etc. To contribute to an open-access dissemination 
of results we have also deposited the data generated during our studies in certified 
repositories for open access, such as FlowRepository, Dryad and NCBI GEO.
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5 RESULTS: SUMMARY AND CONCLUSIONS 

In cells, transcription is a vital process. The regulatory mechanisms behind this 
process are the means by which cells adapt to changes, by activating or inhibiting, 
completely or partially, gene activities. 

To comprehend the mechanisms regulating gene expression, apart from identifying 
the key molecules involved, one needs to characterize the kinetics. Here, we 
focused at the single-cell, single-gene level, on the dynamics of transcription 
repression mediated by: i) gene-specific regulatory molecules; ii) changes in the 
DNA supercoiling; iii) promoter arrangements, and iv) environmental changes.  

In Publication I, we proposed a method to dissect the dynamics of transcription 
repression by TFs, based on in vitro dissection strategies of the kinetics of the 
underlying events of transcription. The new method for inferring the time-length 
spent by promoters in repressed state is based on in vivo measurements of RNA 
production kinetics at the single molecule level, at different repression strengths. In 
detail, we adapted a LineWeaver-Burk plot to infer from the data, the RNA 
production rate under no repression. This was then validated using a mutant strain 
lacking the repression mechanism (Figure 2, Publication I).  

We found that the inverse of the RNA production rate varies linearly with the 
inverse of the inducer concentration, within a certain range. Further, on average, 
under full induction, the mean time interval between transcription events is ~1839 
s, with the promoter spending 280 s (15%) of that time in an OFF state.  

The method developed was only applied to the well-characterized PLacO3O1 
synthetic promoter and its repression mechanism. Nonetheless, we expect this 
technique to be applicable to a broad range of promoters. Additionally, one may 
use it to compare repressor/inducer binding rates, therefore contributing to our 
knowledge on how to optimize promoter efficiency. 

In Publication II, we studied the dynamics of the events that result in 
transcription repression by PSB. Subsequently, we proposed a stochastic model of 
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transcription at the nucleotide level that includes all known events during 
transcription elongation, including PSB at the nucleotide level (Figure 1 and Table 
S2 of Publication II). Based on this model and its mean field approximation, we 
have developed a method for dissecting the rate-limiting steps due to PSB, and 
thus, allowing for the empirical quantification of this process’ rate constants. 

Namely, we again applied a LineWeaver-Burk plot and dissected the in vivo 
transcription rate in the absence of PSB (Figure 3C of Publication II). Next, we 
considered that the model assumes that, within the range of the Gyrase 
perturbation strengths, the kinetics of the steps in active transcription (e.g., closed 
and open complex formations) change much less than the kinetics of transcription 
locking. Based on this, we estimated the expected mean transcription rate for 
infinite Gyrase concentration. By confronting the estimations from the model, with 
the actual measurements of RNA production rates at the single RNA level, we 
estimated that the mean time spent in locked states due to PSB equaled ~735 s. We 
additionally estimated the number of transcription events between consecutive 
transcription locking events to be ~1.8 ± 0.84.  

We validated the estimation of the mean time spent in locked states due to PSB 
using measurements of the kinetics of the same synthetic target gene when single-
copy plasmid borne (rather than chromosome integrated), which we show to be 
free from PSB. We further validate the results with measurements of single RNA 
sensitivity of the time for the ceasing RNA production following the introduction 
in the media of Novobiocin, a Gyrase inhibitor (Figure 4 of Publication II). When 
analyzing the data, we assumed that there is only one copy of the target gene per 
cell. This has been validated by nucleoid DAPI staining and RT-qPCR in (Oliveira 
et al., 2019). 

Having validated the methodology for dissecting the kinetics of locked states due 
to PSB, we investigated whether the dynamics of transcription locking due to PSB 
of a gene is affected by its own kinetics of basal transcription. This hypothesis 
follows from the reasoning that, if the basal transcription rate increases while 
Gyrase concentration is kept constant, then the time for Gyrase to resolve 
transcription locking due to PSB in between consecutive transcription events 
should decrease.  
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To validate this hypothesis, we replaced PLacO3O1 by a weaker, native PLac promoter, 
and showed that its activity is less affected by changes in the concentration of 
Gyrases (Figure 5 of Publication II). Further, using the data from both 
constructs, we showed that it is possible to predict the state space of possible 
kinetics of transcription locking of genes in a given chromosomal location for 
varying basal transcription rates (Figure 6 of Publication II). 

Overall, we expect that our findings will assist in resolving the kinetics of natural 
genes and circuits and, thus, provide better understanding of the transcription 
programs of E. coli. They should also contribute to the development of more 
efficient synthetic genetic circuits by accounting for the kinetics of PSB. 

In Publication III, we studied the dynamics of transcription repression as a 
function of the promoters’ spatial arrangement. In this work, tandem promoters 
were defined as two promoters in a ‘head-to-tail’ formation transcribing the same 
gene, in accordance with (Shearwin et al., 2005). To begin, we identified all native 
genes controlled by tandem promoters. We found a total of 102 genes controlled 
by tandem promoters in the genome of E. coli, whose transcription is not expected 
to suffer interference from the expression of neighboring genes (Section ‘Selection 
of natural genes controlled by tandem promoters of S1 Appendix of Publication 
III).  

Next, we collected RNA-seq data to investigate the effect of their input TFs. 
Under our measurement settings, we failed to find evidence that their dynamics are 
influenced by their input TFs (panel A in Figure D in the S2 Appendix of 
Publication III). 

In addition, we searched for potential sequence-specific pauses in their DNA 
sequences and investigated their distances from oriC. Furthermore, we analyzed 
their biological functions and evolutionary conservation. We did not find any 
particular nucleotide sequence that may affect transcription elongation (Section 
‘Pause sequences’ of S4 Appendix of Publication III). Also, no biological process 
was found to be overrepresented in the cohort of genes controlled by tandem 
promoters (S1 Table of Publication III). However, the mean conservation level of 
this cohort of genes is high, suggesting that they perform important biological roles 
(section ‘Gene Conservation of S1 Appendix of Publication III). 
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Further, out of the 102 genes, we collected by flow cytometry the single-cell 
distributions of protein numbers of 30 of them. Considering the protein statistics, 
as well as all findings above, we proposed a novel analytical model for the kinetics 
of expression of genes regulated by tandem promoters. The model extends a 4-step 
standard model of transcription (Friedman et al., 2013; McClure, 1985) by 
including the mechanisms that lead to TI between the promoters. 

Based on the model, if the TSSs are sufficiently close (dTSS < 35 bp), the binding 
of RNAP to a TSS will occlude the other TSS, preventing the closed complex 
formation. Meanwhile, if the TSSs are distant (dTSS > 35 bp), interference may 
still occur since the elongating RNAP starting from the upstream promoter can 
collide with RNAPs bound to the TSS of the downstream promoter. The effects of 
each of these occurrences is described using linear functions of the TSSs 
occupancy times, whereas the effect of dTSS is modeled using a continuous step 
function. All model rate constants are either based on known empirical parameter 
values or are extracted by best fitting to the empirical data. 

From information on the distance between the two promoters, the model was 
shown to mimic the dynamics of gene expression (i.e., changes in mean and in 
variability) of tandem closely spaced promoters due to transcription interference. 
Consequently, our model can predict, prior to engineering, the dynamics of pairs of 
genes controlled by synthetically assembled tandem promoters. 

In Publication IV, we characterized the transcription repression mechanism 
triggered by cold shock. Namely, we investigate what features allow some genes to 
become repressed, while other genes remain unresponsive during such 
perturbations.  

First, we used RNA-seq to search for genes which are repressed by cold shock. We 
identified more than 300 short-term cold shock repressed genes (CSR). Next, we 
investigated their features and degree of TF regulation during cold shock. Namely, 
we investigated their ontology, promoter AT-richness, operon organization, and 
evolutionary fitness. 

The function of CSR genes was found to be mainly associated with metabolism 
and response to stimulus, in accordance with (Gadgil et al., 2005; Phadtare & 
Inouye, 2004). Meanwhile, we failed to find a relationship between responses to 
cold shock, TF interactions, and promoter AT-richness. Moreover, while a few of 
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the identified CSR genes are likely responsive because they are in an operon with 
upstream CSR genes, the bulk appears to be independently sensitive to cold shock. 
Finally, their evolutionary fitness variability is lower than expected by chance, 
suggesting that the genes responsible for the cold-shock response have co-evolved.  

Next, we used a YFP fusion library, in conjunction with a flow cytometer, to 
measure the effects of cold shock in the single-cell protein statistics of 30 CSR 
genes. Following cold shock, CSR genes rapidly decreased their expression level, 
while their noise relative to the mean expression increased (Figure 4 of 
Publication IV). This increase in noise is consistent with the emergence of 
transient locking in transcription. 

Afterwards, we performed RNAseq under Gyrase inhibition and showed that many 
CSR genes are also supercoiling sensitive (Figure 6C of Publication IV). Focusing 
on dual responsive genes, we showed biophysical evidence that their temperature 
responsiveness is derived from their supercoiling sensitive responsiveness. In 
detail, we showed that the cells’ nucleoid density increases (Figure 7A of 
Publication IV), their energy levels become depleted (Figure S13 of Publication 
IV), and the colocalization of Gyrases and the nucleoid increases (Figure 7D of 
Publication IV), in agreement with increased time length for resolving supercoils. 

Finally, we proposed a general model of how cold shock responsiveness emerges 
from DNA relaxation (Figure 6A of Publication IV).  

We expect our results to be of significance to resolve one of biology’s current long-
standing questions: which mechanisms control the ubiquitous cell response to cold 
and other stresses. Our results suggest that DNA relaxation is a key mechanism 
responsible for the genome-wide, short-term response of CSR genes. However, 
since not all CSR gene responses to cold shock can be explained by supercoiling 
sensitivity, we do not expect this to be the single mechanism governing the short-
term response to cold shock. 

 
Overall, the results of Publications I-IV contribute to the body of knowledge on 
the quantitative effects of the regulatory mechanisms of gene expression in E. coli. 
The focus was on the physical-based mechanisms, specifically, DNA torsion, 
promoters’ spatial organization, and temperature-sensitivity in gene expression. 
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6 DISCUSSION 

This thesis employed a multi-disciplinary strategy to investigate repression 
mechanisms, such as promoters’ proximity and DNA relaxation, at the single-cell 
level in live E. coli cells. Using empirical data, we developed stochastic biophysical 
models of gene regulation. The new models capture the enhanced understanding 
on the influences of the phenomena on natural genes. 

In detail, both Publication I and II propose strategies for assessing the time spent 
by synthetic promoters in OFF state due to two distinct repression mechanisms, 
respectively. The data is from single-cell, single-RNA microscopy images, using 
tagging of synthetic and native genes with fluorescent probes for RNA and 
proteins, respectively. Meanwhile, Publication III and IV investigate the behavior 
of gene cohorts, using genome-wide, RNA-seq data and single-cell flow-cytometry 
data of strain libraries with fluorescently tagged proteins. 

This study produced several significant results. First, to our knowledge, for the first 
time we obtained the rates of the promoter kinetics of ON-OFF, from data from 
live individual cells. Second, the methods developed for this estimation can be used 
to characterize the transcription kinetics of other genes subject to repression of 
similar nature. Third, we obtained the first model of transcription that accounts for 
positive supercoils’ accumulation and removal, at the nucleotide level.  

Finally, we contributed to the solution of a challenging puzzle regarding the 
mechanisms used by cells to respond to stresses (Drolet, 2006). In particular, we 
showed that DNA supercoiling fluctuations ultimately contribute to the triggering 
of a multitude of genes that leads to physiological changes during cold shock. 
Specifically, we showed that correlations in genome-wide responses to a stress and 
to an antibiotic blocking a transcription step may identify if that step is involved in 
the stress response. This strategy may be applicable to identify factors that regulate 
genome-wide responses large-scale perturbations. 

Conversely, it was evident that some of the methods have limitations. For instance, 
one limitation is that the OFF times quantification strategy requires that, for a 



Chapter 6.   DISCUSSION 

84 

certain range of the state space, the transcription rates change linearly with the 
concentration of molecules involved. For example, the method proposed in 
Publication II is only valid within the range for which the transcription rate of a 
chromosome-integrated gene changes linearly with the inverse of Gyrase 
concentration. This limits the applicability of this approach to a subset of genes, 
since this change is unlikely to be linear when a gene is regulated by more than one 
TF (which is the case for at least 23 % of all genes in E. coli (Almeida et al., 2022)). 

Another limitation pertains the estimate of the effect of changes in DNA 
relaxation levels. In detail, for these effects to be accurately estimated, one must 
account not only for the basal transcription activity of the gene, but also for the 
mean transcription activity within its DNA loop. However, the latter is not trivial 
because the locations of topological domains are dynamic (Lioy et al., 2018; 
Postow et al., 2004; Wang et al., 2013). More recent works have tried to account 
for this. For example, (Geng et al., 2021) proposes a model that, unlike ours, 
simulates multiple genes simultaneously and includes a stochastic formation and 
dissociation of topological barriers. Due to that, it can estimate the changes in 
gene-gene correlations due to supercoiling accumulation.  

Nevertheless, considerable efforts remain necessary before the effects of 
supercoiling on transcription can be precisely quantified. For example, empirical 
data on the rates of formation and dissolution of topological domains formed by 
nucleoid associated proteins remain unknown. This is crucial information, as 
topological domains will only be influential if their rates are of similar order of 
magnitude as the transcription rates. Also, the dependency between DNA local 
transcription and the creation of topological domains in E. coli should be 
investigated, given that such correlation occurs in other bacteria (Le & Laub, 2016). 
Relevantly, assuming constant supercoiling diffusion rates along the DNA is not 
accurate since small DNA curvatures may suffice to generate supercoiling 
accumulation (Nelson, 1999). Further, the coexistence of negative and positive 
supercoiling makes it challenging to empirically distinguish between a reduction in 
negative supercoiling and a buildup in positive supercoiling. This hampers the 
modeling, since Topo I binding/unbinding rates are unknown. Finally, while not 
explicitly examined in this work, processes such as DNA replication, 
recombination and segregation also alter DNA supercoiling, hence indirectly 
impacting on transcription (Alberts, 2003; Higgins, 2007a). 
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In the long run, understanding bacterial mechanisms of adaptation to stresses will 
assist industrial and biomedical applications. For instance, when E. coli triggers its 
cold shock response, its growth rate is greatly reduced. Because of this, perishables 
have longer lifetime in cold conditions. However, cold conditions are energetically 
costly. To limit microbial proliferation and subsequent food spoilage in the absence 
of cold (thus, with lower energy costs), one could externally trigger natural bacterial 
programs to adapt to cold. Regarding biomedical applications, certain proteins 
involved in cold shock adaptation have been linked to pathogenic bacteria's 
virulence (Barria et al., 2013). In detail, the knockout of genes responsible to 
produce cold-shock proteins led to less virulent strains (Schärer et al., 2013). Thus, 
controlling such genes may allow modulating bacteria virulence levels.  

In addition to temperature fluctuations, there are other stresses that bacteria 
commonly experience and must adapt to. For example, upon nutrient limitations 
bacteria growth rates decrease (Shehata & Marr, 1971), which enhances survival 
rates (Biselli et al., 2020). So far, research on these growth rates have relied mostly 
on proteomics data (Klumpp et al., 2008). It should be of interest to perform new 
studies of what regulates these physiological changes, using transcriptomics as the 
main data.  

Overall, this project has generated new research questions, paving the way for 
future projects in synthetic biology and microbiology. For example, our small-scale 
models (the closely spaced interference and the PSB at the single-gene level) can be 
expanded to a genome-wide level to investigate how the ‘micro phenomena’ 
expands at larger scales. Such large-scale models could include not only single-gene 
features (gene location, configuration, orientation, operon organization etc.), but 
also account for TF-gene interactions and other GRN features, such as the type of 
interaction (activation or repression). These larger models, encompassing intrinsic 
and global features, may be able to explain the complexity required for the timely 
selection of short- and long-term gene cohorts. 

Finally, this project may contribute to the design of synthetic circuits. Current 
designs are often limited to the use of promoters whose kinetics have been 
thoroughly studied. Our studies provided insight into new methodologies to build 
synthetic genes with a wide variety of predictable kinetics, by assembling promoters 
in a tandem formation at a specific nucleotide distance or by tuning the genes’ 
supercoiling sensitivity (e.g., to be used as a source of noise). For the latter to be 
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implemented one can alter the genes’ location (e.g., by placing genes in DNA 
locations known to have high expression levels) (Bryant et al., 2014), alter the 
promoter spacer and discriminator sequences (Klein et al., 2021 and Forquet et al., 
2021), or rearrange genes in closely spaced configurations (Yeung et al., 2017). In 
the long-term, these techniques could contribute to the design of circuits with pre-
defined dynamics for bio-industrial processes. 
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Abstract— Promoters in Escherichia coli include an ‘OFF’ 
state, during which transcription is halted. Here, we propose a 
novel empirical method for assessing the time-length spent by 
promoters in this state. It relies on direct measurements of RNA 
production kinetics at the single molecule level at different in-
duction levels, followed by an estimation of the RNA production 
rate under infinite induction, which is then compared to this 
rate under real, maximum induction. We apply it to the 
LacO3O1 promoter and infer that, under full induction, on av-
erage, 15% of the time between successful transcription events 
is spent in the OFF state. We verify this result by comparing the 
kinetics of a mutant strain lacking repressor molecules with that 
of the inferred rate under infinite induction. We expect this 
strategy of dissecting the kinetics of transcription repression to 
be applicable to a wide number of promoters in E. coli. 

Keywords— Transcription, Induction,  Plot, OFF state. 

I. INTRODUCTION  

Novel experimental techniques of microscopy and fluo-
rescent molecular probes have led to the rapid acquisition of 
invaluable data on the dynamics of gene expression in live 
cells. One particularly valuable development has been the en-
gineering of the MS2-GFP protein that has the ability to bind 
specific RNA sequences and, thus, provided multiple binding 
sites, detecting individual RNA molecules as soon as they are 
produced in live cells [1]. This technique allows both esti-
mating RNA numbers in individual cells of a population at a 
given time [1] as well as obtaining RNA production time in-
tervals [2]. This data greatly increased our knowledge on the 
in vivo dynamics of transcription. 

Recently, a technique was developed for dissecting the dy-
namics of active transcription [3]. This method uses meas-
urements of the RNA production dynamics from cells with 
differing RNA polymerase (RNAP) concentrations, which 
allows estimating what would be the rate of transcription in 
cells with infinite RNAP concentration. 

Here, we propose a novel, similar methodology that uses 
data from cells with differing intracellular inducer concentra-
tions, to further dissect the kinetics of transcription initiation. 
In particular, we focus on the promoter OFF state. 

II. METHODS 

A. Cells, Plasmids, and Chemicals  

We use E. coli strain BW25113 (lacI+ rrnBT14 ΔlacZWJ16 
hsdR514 ΔaraBADAH33 ΔrhaBADLD78) [4], which have the 
constitutive promoters PlacI+ and ParaC producing, respectively, 
LacI repressors for the LacO3O1 promoter [5] and AraC re-
pressors for the BAD promoter. We also use the deletion mu-
tant strain JW0336 (BW25113 ΔlacI), lacking the ability to 
express LacI repressor molecules. 

In both strains, we placed a single-copy plasmid pBELO-
BAC11 carrying a PlacO3O1 promoter [6] controlling the pro-
duction of an RNA coding for 48 binding sites for MS2-GFP 
proteins (48BS). We also introduced a medium-copy plas-
mid, pZA25, with the reporter gene, PBAD-MS2-GFP, respon-
sible for producing the fusion protein MS2d-GFP, generously 
provided by Orna Amster-Choder (Hebrew University of Je-
rusalem, Israel) [7]. The activity of PlacO3O1 is regulated by 
the repressor LacI and the inducer Isopropyl β-D-1-thio-
galactopyranoside (IPTG). The activity of PBAD is regulated 
by AraC and the inducer L-arabinose.  

This system has been used to measure the distribution of 
time intervals between RNA production events due to its abil-
ity to detect individual RNAs, as the MS2-GFP proteins rap-
idly bind to newly formed RNAs, which can be seen as fluo-
rescent foci under a fluorescence microscope [1-3]. 

 
B. Growth Conditions 

Cells were grown overnight in LB medium supplemented 
with appropriate antibiotics (34 µg/ml of Chloramphenicol 
and 50 µg/ml of Kanamycin) with shaking at 250 rpm. We 
subsequently made subcultures by diluting the stationary-
phase culture into fresh M9 medium, supplemented with 
Glycerol (0.4% final concentration) along with the appropri-
ate antibiotics. Cells were placed in the incubator until reach-
ing OD600 of ∼0.25. For the reporter plasmid activation, we 
added 0.4% of L-arabinose to the culture, which was incu-
bated at 37°C for 60 minutes. Next, for the target plasmid, 
specific concentrations of IPTG (0, 5, 25, 50, 100, 250, 500, 
and 1000 µM) were added. Cells were then incubated for 120 
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minutes. In the end, cells were collected by centrifugation at 
8000 × g for 1 minute, and diluted in fresh M9 medium. From 
this, 5 µL of cells were added to an M9 glycerol agarose gel 
pad, prior to microscopy observation.  

 
C. Microscopy 

Cells were imaged by a 488 nm argon laser (Melles-Griot), 
and an emission filter (HQ514/30, Nikon), using a Nikon 
Eclipse (Ti-E, Nikon) inverted microscope equipped with a 
100× Apo TIRF (1.49 NA, oil) objective.  To obtain single-
time-point images, we used a C2+ (Nikon) confocal laser-
scanning system. Meanwhile, in time-lapse measurements, 
cells were imaged by Highly Inclined and Laminated Optical 
sheet (HILO) microscopy, using an EMCCD camera (iXon3 
897, Andor Technology). In both cases, phase-contrast im-
ages were acquired by a CCD camera (DS-Fi2, Nikon), for 
purposes of cell segmentation. The software for image acqui-
sition was NIS-Elements (Nikon, Japan). 

In time-lapse microscopy, cells were constantly supplied 
with fresh media with IPTG/L-arabinose during image acqui-
sition, at the same concentration as in liquid culture, by a mi-
cro-perfusion peristaltic pump (Bioptechs) at 0.3 ml/min. Im-
ages were captured for 2 hours, 1 per minute in the case of 
fluorescence and 1 per 5 minutes in the case of phase-con-
trast. Also, cells were kept in a temperature-controlled cham-
ber (FCS2, Bioptechs) at optimal temperature (37 °C). 

 
D. Image Analysis 

Microscopy images were processed as in [3]. First, cells 
were detected from phase contrast images and then aligned 
with the confocal images. Fluorescent spots and their inten-
sities were detected from the confocal images as in [8].  

For population analysis, the intensity of one spot was cal-
culated from the histogram of total intensity of fluorescent 
spots per cell, normalized by the intensity of the first spike 
on this histogram, as in [1]. 

For time series analysis, jumps in each cell’s spot intensity 
over time were detected using a least-deviation jump-detec-
tion method [8]. Given the noise in the time series, the inten-
sity of ‘one RNA’ was first selected automatically, and then 
corrected by manual inspection of the total foreground spot 
intensities, as in [3]. To avoid spurious jumps, we disre-
garded jumps within 5 min of the beginning or end of a cell’s 
lifetime [3]. Censored intervals were calculated as the time 
from the last RNA production in a cell until the last time point 
when a jump could have been observed [8].  

 
E. Model of transcription 

RNA production starts with the freeing of the promoter for 
transcription, followed by the closed complex formation, 

which includes multiple binding events of RNAPs until the 
promoter commits to the next step, the open complex for-
mation, and finally to the promoter escape and RNA produc-
tion. We represent this in reactions (1) and (2). In these, the 
various k’s represent the rate constants at which these events 
take place: 

*[Rep]
P P  on

off

k
OFF ONk

             (1) 

1 32 4

1

*[RNAP]
P  P  P P P

k kk ki f
ON cc oc oc ONk

RNA


     (2) 

In (1), it is represented the reversibility between ON and 
OFF states of the promoter P (represented by PON and POFF, 
respectively), due to, e.g., unbinding/binding of repressors 
(respectively). Another cause for OFF states could be the ac-
cumulation/release of local positive DNA super-coiling in 
the chromosomal integrated gene, generated by transcription 
events and the release by gyrases, respectively [9,10]. 

In (2), a promoter in the ON state proceeds to form a 
closed complex (Pcc), as an RNAP finds the start site. As 
such, this event depends both on the concentration of freely 
available RNAPs and on the rate with which one RNAP binds 
to the start site (k1) At this stage, there is a significant chance, 
explicitly represented, that the promoter reverts to the previ-
ous stage. After several attempts, the promoter reaches, first, 
the initial stage of open complex formation (Poc

i). From here 
onwards the process is nearly irreversible and, in the presence 
of Mg2+, a fully formed open complex (Poc

f) is created [11]. 
Subsequently, the RNAP escapes the promoter and proceeds 
with elongation, which leads to the production of a fully 
formed RNA. Finally, note that elongation is not considered 
explicitly, since it is a fast process relative to the previous 
events and since it does not affect the mean duration of inter-
vals between consecutive RNA productions. 
 
F.  Plots 

The mean time-length between transcription events can be 
altered by changing the free RNAP concentration, as demon-
strated both in vitro and in vivo [3, 12-14]. Only the duration 
of the closed complex formation is affected by these changes 
in free RNAP concentration [3]. As such, from a set of meas-
urements of mean interval durations between consecutive 
RNA production events in individual cells whose RNAP con-
centrations differ, it is possible to estimate the rate of RNA 
production for an infinite RNAP concentration. This rate 
should correspond to the inverse of the duration of the open 
complex formation [3]. 

Here, we use a similar strategy. However, instead of alter-
ing intracellular RNAP concentrations, we alter inducer con-
centrations. As shown below, this produces data that allows 
estimating the time spent in both the closed and open com-
plex formation. Further, assuming the model of transcription 
in (1) and (2), confronting this data with the intervals between 
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consecutive RNA productions informs on the mean time that 
promoters spend in the OFF state. 

III. RESULTS 

We first derive, assuming the model described by (1) and 
(2), the equations supporting our method of dissection of the 
transcription repression kinetics. From (1) and (2), the mean 
duration of the intervals between consecutive RNAs, Δt, is: 

OFF cc oct           (3) 
In (3), τOFF is the mean time spent in POFF state between 

two RNA production events (note that this mean time can, 
and likely does, result from multiple ‘passages’ through the 
OFF state between two consecutive RNA production events). 
Meanwhile, τcc is the mean time spent in PON state until form-
ing a successful closed complex (again, the promoter will 
likely be several times in this state between two consecutive 
RNA production events). Finally, τoc is the mean time for a 
closed complex to successfully form an open complex. As 
such, it includes the time to change from Pcc to Poc

i (open 
complex in initial state) along with the time to change from 
Poc

i to Poc
f (open complex in fully formed state). Since the 

open complex formation is physically nearly irreversible 
once initiated, usually it only occurs once between two con-
secutive RNA production events. 

Of these, only τOFF is expected to differ with the inducer 
concentration, provided that, e.g. the inducer acts by inacti-
vating the repressor, as in the case of IPTG [5]. Given this, 
we define Δtind as the mean time between transcription events 
aside from the OFF period, and rewrite (3) as: 

OFF indt t       (4) 
From the above definitions, changing IPTG levels will al-

ter only τOFF (and thus Δt). I.e. assuming a new condition, 
differing in [IPTG] (within the range where changes in 
[IPTG] result in changes in the RNA production rate): 

new new
OFF indt t       (5) 

Next, one can plot the mean Δt versus the inverse of the 
[IPTG], for various IPTG concentrations. On this data, one 
can do a linear fit to estimate Δtinf (i.e. the expected Δt as-
suming infinite [IPTG]), as it is given by the height at which 
the line of the fit crosses the y-axis (see Fig. 2).  

Infinite [IPTG] implies that all the repressor molecules in 
the cell should be inactive. As such, the validity of the infer-
ence can be tested, e.g., by measuring the transcription kinet-
ics in cells lacking the ability to produce the repressor. 

To implement this strategy, we must first find the induc-
tion levels that significantly differ in transcription rates. We 
thus measured RNA numbers in individual cells at various 
induction levels of LacO3O1, both to determine its maximum 
induction level, as well as to find the region of the induction 

curve where the transcription rate is sensitive to small 
changes in inducer concentration. 

From the results in Figure 1, maximum induction occurs 
from 50 µM IPTG and beyond, while the region of the induc-
tion curve where the RNA production rate is most sensitive 
to changes in [IPTG] is between 0 and 50 µM.  

Thus, we performed microscopy time-series of cells sub-
ject, respectively, to 5, 25 and 50 µM IPTG (Methods). From 
the images, we obtained the mean Δt for each condition 
(Methods). We also imaged deletion mutants lacking the re-
pression mechanism (i.e. unable to express lacI repressor 
molecules). Results are shown in Table 1. 

 
Fig. 1 Mean relative RNA numbers in individual cells. Images taken 2 

hours after activating the target gene. The error bars are the standard error 
of the mean. In all conditions, more than 350 cells were observed. 

Table 1 Empirical mean and uncertainty of the intervals between 
transcription events in individual cells for various induction levels 

Condition No. of 
cells 

No. of inter-
vals  

Mean inferred interval 
and uncertainty (s) 

5 µM 360 156 4362 ± 647 
25 µM 92 30 2024 ± 709 
50 µM 72 54 1922 ± 588 
Deletion Mutant 44 23 1805 ± 757 

 

 
Fig. 2 τ -plot for LacO3O1, showing Δt of each induction level (circles) 

and standard uncertainties, along with best-fit line by least-squares fit. Also 
shown is the data from a mutant strain (triangle, not used in the fit). 

From Table 1, following the strategy in [3], we obtained a 
τ-plot (Fig. 2), where the X-axis is the inverse of [IPTG], 
while the Y-axis is the mean duration of transcription inter-
vals in individual cells. Next, we fitted a line to the data by 
the least squares method and extrapolated this linear fit to the 
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‘infinite [IPTG]’ condition. The intercept of the best fitted 
line with the Y axis is Δtinf.  

From Fig. 2, the best fit line intercepts the y-axis at 1559 s. 
Since, under full induction (50 µM IPTG), the mean interval 
between transcription events is 1839 s (according to the best 
fit line in Fig. 2), we expect the promoter to spend ~280 s in 
the OFF state between transcription events (15% of the time), 
under full induction. 

To validate our result, we used a mutant strain lacking the 
ability to produce the repressor of the promoter of interest. 
The data from these cells is also in the τ plot and in Table 1, 
and, visibly, their RNA production rate is in agreement with 
the estimated rate for ‘infinite’ induction, from which we find 
the estimation to be reliable. 

IV. CONCLUSIONS  

We proposed a novel methodology for the estimation of 
the mean time spent by promoters in the OFF state between 
transcription events. To our knowledge, this is the first time 
this is achieved from data from live, individual cells. 

 At the moment, the method has several requirements that 
depend on the repression mechanism. E.g., it requires prior 
knowledge or measurements of how the inverse of the RNA 
production rate changes with the inverse of the inducer con-
centration. Here, this change was assumed to be linear within 
a certain range (which the data did not disprove), which al-
lowed estimating the kinetics of RNA production under infi-
nite induction levels. Also, it requires an inducer or activator 
that acts by freeing the promoter from an OFF state, rather 
than by affecting the kinetics of subsequent steps in transcrip-
tion, in which case the outcome of the method will inform on 
different parameters than those in the present work. 

We applied the methodology to LacO3O1 and its repres-
sion system. For validation, we measured the transcription 
kinetics in a deletion mutant for the repressor of LacO3O1, 
and found it to be in agreement with our method’s estimation. 

We believe that, in its present state, this method can al-
ready be of use to dissect the kinetics of repression mecha-
nisms of transcription of various promoters of E. coli. We 
expect that several improvements can be further made to the 
present method, to allow its application to a broader range of 
repression (as well as induction) mechanisms. 
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A B S T R A C T

Positive supercoiling buildup (PSB) is a pervasive phenomenon in the transcriptional programs of Escherichia
coli. After finding a range of Gyrase concentrations where the inverse of the transcription rate of a chromosome-
integrated gene changes linearly with the inverse of Gyrase concentration, we apply a LineWeaver-Burk plot to
dissect the expected in vivo transcription rate in absence of PSB. We validate the estimation by time-lapse mi-
croscopy of single-RNA production kinetics of the same gene when single-copy plasmid-borne, shown to be
impervious to Gyrase inhibition. Next, we estimate the fraction of time in locked states and number of tran-
scription events prior to locking, which we validate by measurements under Gyrase inhibition. Replacing the
gene of interest by one with slower transcription rate decreases the fraction of time in locked states due to PSB.
Finally, we combine data from both constructs to infer a range of possible transcription initiation locking kinetics
in a chromosomal location, obtainable by tuning the transcription rate. We validate with measurements of
transcription activity at different induction levels. This strategy for dissecting transcription initiation locking
kinetics due to PSB can contribute to resolve the transcriptional programs of E. coli and in the engineering of
synthetic genetic circuits.

1. Introduction

Transcription in Escherichia coli generates positive supercoiling
ahead of the RNAP and negative supercoiling behind it ([11,46,51];
[87,95,99]). Discrete, topologically constrained segments along the
DNA cause this process to generate local supercoiling buildup
[31,33,41,70,77]. Evidence suggests that this torsional stress can affect
gene activity [2,96].

E. coli has (at least) two proteins to resolve torsional stress. Namely,
Gyrase removes positive supercoils [9,15,46] while Topoisomerase I
removes negative supercoils [9,15,22,35,46,90]. Interestingly, in
normal conditions, Topoisomerase I removes the negative supercoils at
sufficient speed for R loops to not emerge, which is essential for cell
survival [16]. This is made possible by the existence of a direct physical
interaction between the RNAP and Topoisomerase I, allowing the latter
to remove the negative supercoils, as soon as they form [7]. Contrarily
to this, the removal of positive supercoils is not as efficient (being an
ATP-dependent reaction likely contributes to this [77]), in the sense
that positive supercoiling buildup (PSB) is commonly observed, parti-
cularly in highly active operons [17,28]. In support, measurements

have shown that Topoisomerase I can relax plasmid DNA ~6 times
faster than Topoisomerase IV [97], which has the same catalytic rate as
Gyrase [84].

As positive supercoils accumulate, elongation slows down and,
eventually, there are transient halts in transcription initiation [9,73].
These halts in initiation tangibly decrease RNA production rates and
increase transcriptional noise [9,55,59]. Thus, dissection of the in vivo
kinetics of transcription locking due to PSB is needed in order to dissect
the transcriptional programs of E. coli.

A strategy was recently introduced for dissecting the in vivo kinetics
of rate-limiting steps of active transcription initiation from in vivo
measurements of individual RNA production events at different RNA
polymerase (RNAP) concentrations [48]. It uses a Lineweaver–Burk plot
[44] to infer the time-length of events prior and after commitment to
open complex formation [58] from measurements of in vivotranscrip-
tion rates at different RNAP concentrations ([RNAP]) [48]. This is
possible due to the independence of the kinetics of the open complex
formation from [RNAP], and because there is a range of values of
[RNAP] for which the inverse of RNA production rate changes linearly
with the inverse of [RNAP] [48].
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Similarly, chromosomal RNA production rates (particularly of genes
in highly transcribed operons) are expected to differ with Gyrase con-
centration, due to the existence of discrete topological constraints
[9,69,70]. Thus, it should be possible to, from in vivo RNA production
rates at different Gyrase concentrations, infer the kinetics of in vivo
transcription locking due to PSB. For this, it must hold true that there is
a range of conditions for which the inverse of the RNA production rate
changes linearly with the inverse of Gyrase concentration.

Here we verify this hypothesis and then use this strategy to dissect
the contribution of transcription initiation locking due to PSB on the
kinetics of RNA production of a chromosome-integrated gene. We va-
lidate the estimation by time-lapse microscopy of single-RNA produc-
tion kinetics of the same gene when single-copy plasmid-borne, shown
to be impervious to Gyrase inhibition. Based on this, we estimate the
fraction of time in locked states and the number of transcription events
prior to locking, which we validate by measurements of RNA produc-
tion under the inhibition of Gyrase activity by the addition of
Novobiocin (see Section 2.3). Replacing our gene by a gene with a
slower transcription rate, we show that changes in the basal transcrip-
tion rate (expected rate of RNA production in the absence of effects
from PSB) affect the contribution of locking due to PSB on effective
transcription rates (measured rate of RNA production). Finally, we infer
a range of possible transcription initiation locking kinetics in a chro-
mosomal location, obtainable by tuning the basal transcription rate,
and validate this inference using measurements of transcription activity
at different induction levels.

2. Materials and methods

2.1. Strains and plasmids

We engineered two strains from E. coli BW25993 (lacIq hsdR514
ΔaraBADAH33 ΔrhaBADLD78) [10]. In one strain, the target gene
PLacO3O1-mCherry-MS2-BS is integrated into a single-copy F-plasmid
(~11 kbp), pBELOBAC11 (target plasmid). This plasmid is not known
to form long-lasting bounds to the cell membrane and is originally re-
sponsible for the expression of transient DNA-binding proteins
[27,32,60]. In the other strain this plasmid is absent and the same
target gene, PLacO3O1-mCherry-MS2-BS, is integrated into the lac locus
of the genome using Red/ET recombination (Gene Bridges, Heidelberg,
Germany) (Supplementary Figs. S1A and S1B). We found no significant
differences in the growth rates of the two strains and the original strain.

PLacO3O1, inducible by IPTG, was engineered from the E. coli native
PLac by removing the O2 repressor binding site downstream of the
transcription start site [62]. Thus, strong topological barriers are not
expected to form when fully induced [21]. Also, both strains were
transformed with the medium-copy reporter plasmid pZA25-GFP [61]
(kind gift from Orna Amster-Choder, Hebrew University of Jerusalem,
Israel), coding for the reporter MS2-GFP under the control of the PBAD
promoter. The strain with the target gene in a single-copy F-plasmid
also contains the native Lac promoter in the chromosome. Thus, it has 4
LacI binding sites. The strain with the chromosome-integrated target
gene only has 2 LacI binding sites, as the original Lac promoter was
replaced by the target promoter, LacO3O1. However, as both strains
overexpress LacI [10], effects of this difference are expected to be
negligible.

Both target genes (plasmid and chromosome constructs) code for an
RNA with an array of bindings sites (BS) for the modified viral coat
protein MS2-GFP [25,67,68]. Due to the multiple BS in the target RNA
and the strong binding affinity of each site [25], MS2-GFP tagged RNAs
appear as bright spots soon after produced (Supplementary Figs. S2B
and S2D). Their maximum fluorescence is reached rapidly (< 1 min)
and have long half-lives (Supplementary Section I).

For overexpressing Gyrase, we constructed a plasmid (pZe11 Prham
gyrAB-sfGFP, with ampicillin resistance) with the gyrA and gyrB genes
under the control of a Rhamnose promoter. These genes were arranged

in a polycistronic manner, using their (identical) ribosome-binding site
to maintain the physiological stoichiometry of the two subunits. We
amplified the sfGFP using the primers: Forward: 5′CATATGAGCAAAG
GAGAAGAACTTTT 3′, Reverse: 5′ CGGCCGTTTGTAGAGCTCATCCA
TGC 3′ with restriction enzymes and cloned it after the gyrAB genes by
digestion followed by ligation (Supplementary Fig. S3). We also con-
structed a plasmid without sfGFP, by digesting with the restriction
enzymes NdeI and NaeI, followed by ligation, which was transferred to
E. coli BW25993 with the PLacO3O1-mCherry-MS2-BS integrated into a
single-copy F-plasmid [27] and to E. coli BW25993 with the PLacO3O1-
mCherry-MS2-BS integrated in the chromosome. Finally, in another
strain, we replaced the chromosome-integrated PLacO3O1 by the native
Lac promoter, followed by the same array of binding sites for MS2-GFP.

To access the intracellular levels of Gyrase A proteins, we used a
strain with a gyrA gene endogenously tagged with the YFP coding se-
quence [85]. From the glycerol stock (-80 °C), cells were streaked on the
LB agar plates and incubated at 37 °C overnight. From the plate, a single
colony was picked, inoculated in an LB medium supplemented with the
antibiotics, and incubated at 30 °C overnight with shaking at 250 RPM.
Next, cells were diluted into fresh LB medium to an OD of 0.03 (Optical
Density, 600 nm; Ultrospec 10, Amersham biosciences, UK) and grown
at 37 °C with 250 RPM until it reaches to the mid-exponential phase
(OD ~0.4–0.5).

2.2. Nucleoid visualization by DAPI staining

DAPI (4′,6-diamidino-2-phenylindole) stains nucleoids specifically
with little or no cytoplasmic labelling. Gyrase induced and un-induced
cells were grown at 37 °C and fixed with 3.7% formaldehyde in phos-
phate buffered saline (PBS, pH 7.4) for 30 min at room temperature,
followed by washing with PBS to remove excess formaldehyde. The
pellets were suspended in PBS, and DAPI (2 μg/ml) was added to the
suspension. After incubating for 20 min in the dark, cells were cen-
trifuged and washed twice with PBS to remove excess DAPI. Cells were
then re-suspended in PBS and 3 μl of these cells were placed on a 1%
agarose gel pad for microscopy.

2.3. Growth conditions and induction of the reporter and target gene

From a -80 °C glycerol stock, cells were placed in LB medium agar
plates with 34 μg/ml Chloramphenicol and 35 μg/ml Kanamycin
(Sigma-Aldrich, USA) and incubated overnight at 37 °C (Innova® 40
incubator, New Brunswick Scientific, USA). Cells were cultured in LB
medium from single colonies on LB agar plates with the appropriate
concentration of antibiotics and incubated overnight at optimal tem-
perature at 250 rpm with aeration. These cultures were diluted to an
optical density (OD600) of 0.05 in fresh M9 medium, with a culture
volume of 20 ml supplemented with the appropriate antibiotics and
0.4% of Glycerol (Sigma-Aldrich, USA), and incubated for 3 h with a
250 rpm agitation until an OD600 of ~ 0.3. Next, to induce MS2-GFP
expression, 0.4% of L-Arabinose (Sigma-Aldrich, USA) was added and
cells were incubated for another 45 min for sufficient MS2-GFP to ac-
cumulate for detecting target RNAs [26]. Next, the target gene was
induced by IPTG (Sigma-Aldrich, USA) and cells were incubated for 1 h,
prior to image acquisition or RT-PCR. To obtain induction curves of
target genes (under the control of PLacO3O1 and PLac), 0, 50, 100, 250,
500 and 1000 μM IPTG was added (Supplementary Fig. S4A). Unless
stated otherwise, the target genes are always fully induced by 1000 μM
IPTG.

We also performed measurements when inactivating and when
overexpressing Gyrase. To inactive gyrase, we follow the protocol
above, but when MS2-GFP expression is induced, we further added
Novobiocin (100 μg/ml) [22]. Since all strains used here contain the
gene acrA, Novobiocin at this concentration is not expected to affect
cell division rate [50]. We verified this by measuring growth rates by
OD600 for varying Novobiocin concentration (0, 25, 50, 75, 100, 200,
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400, 500 ng/μl). The measurements show that growth rates to not differ
significantly at 100 μg/ml or lower (Supplementary Fig. S5A). We
further verified that Novobiocin does not affect morphology at these
concentrations (see Section 3.6).

To overexpress Gyrase, we use Rhamnose (see previous Section)
[93]. We follow the protocol above but, when inducing MS2-GFP ex-
pression, we also added Rhamnose. When applicable, Gyrase and RNAP
concentrations were measured 1 h after adding Rhamnose. Gyrase
overexpression did not affect bacteria growth (Supplementary Fig. S5B)
nor morphology (see Section 3.2).

2.4. RT-PCR

One hour after inducing the target gene, cells were fixed by
RNAProtect bacteria reagent (Qiagen, Germany), followed by enzy-
matic lysis with Tris-EDTA Lysozyme (15 mg/ml) buffer (pH 8.3). From
the lysates, the RNA content was isolated using RNeasy purification kit
(Qiagen) as per the manufacturer instructions. The RNA was then se-
parated by electrophoresis using 1% agarose gel stained with SYBR®
Safe DNA Gel Stain (Thermo Scientific, USA). The RNA was intact, with
clear bands for the 16S and 23S ribosomal RNA. The RNA yield (~2 μg/
μl) and absorbance ratios A260/A280 nm and A260/A230 nm were
measured by a Nanovue Plus Spectrophotometer (GE Healthcare Life
Sciences, USA). The ratio (2.0–2.1) indicates highly purified RNA. To
remove DNA contamination, samples were treated with DNaseI
(Thermo Scientific, USA) as per the manufacturer instructions. The
cDNA was synthesized from 1 μg of RNA using iScript Reverse
Transcription Supermix (Biorad, USA) as per the manufacturer in-
structions. cDNA samples (10 ng/μl) were mixed with qPCR master mix
with iQ SYBR Green supermix (Biorad, USA) with primers (200 nM) for
target and reference genes. 16S rRNA was used as reference. Primers set
for target mRNA (mCherry) and reference (16S rRNA) genes were:
mCherry (Forward: 5’ CACCTACAAGGCCAAGAAGC 3′, Reverse: 5′
TGGTGTAGTCCTCGTTGTGG 3′), 16S rRNA (Forward: 5’ CGTCAGCTC
GTGTTGTGAA 3′, Reverse: 5′ GGACCGCTGGCAACAAAG 3′). To de-
termine fold changes in mRNA Gyrase, cells were grown in M9 media
supplemented with different Rhamnose concentrations. For the Gyrase
mRNA (GyrA) gene the primer set was: Forward: 5’ GGATTATGCGAT
GTCGGTTCAT 3′, Reverse: 5′ CTAGCACAGTATCTGGCGGCT 3′. For
mRNA sfGFP the primer set used was: Forward: 5′ GGAAAACTACCTG
TTCCGTGGC 3′, Reverse: 5’ ACATAACCTTCGGGCATGGCAC 3′.
Experiments were performed by a Biorad MiniOpticon Real Time PCR
System (Biorad, USA). The thermal cycling protocol was 40 cycles of
95 °C for 10 s, 52 °C for 30 s, and 72 °C for 30 s, with the fluorescence
being read after each cycle. For each condition, we performed 3 bio-
logical replicates. qPCR efficiencies of these reactions were>95%. No-
RT and no-template controls were used to crosscheck non-specific sig-
nals and contamination. Cq values from the CFX ManagerTM Software
were used to calculate fold changes in the target gene (normalized to
the reference gene) and standard error, using Livak's 2-ΔΔCT method
(40). RT-qPCR results are presented in Table S1.

2.5. Flow cytometry

To measure single cell Gyrase-GFP expression levels, cells were
grown as described in Section 2.1. Upon reaching mid exponential
phase, cells were diluted 1:1000 into 1 ml PBS vortexed for 10 s and
50,000 cells were tested in each run. Data was collected by an ACEA
NovoCyte Flow Cytometer (ACEA Biosciences Inc., San Diego USA)
using a blue laser (488 nm) for excitation and the fluorescein iso-
thiocyanate detection channel (FITC) (530/30 nm filter) for emission,
at a flow rate of 14 μl/min and a core diameter of 7.7 μM. A PMT
voltage of 417 was used for FITC. To avoid background signal from
particles smaller than bacteria, the detection threshold was set to 5000
in FSC-H analyses. We set the fraction of the cells used in the analysis
(α) to 0.55, to remove any undesired data points from debris, cell

doublets etc. Reducing α further did not change the results.

2.6. Western blot

Cells were grown as above until reaching an OD600 of 0.6. Pelleted
cells were lysed with B-PER bacterial protein extraction reagent
(Thermo scientific) and proteins were extracted. Protein samples were
diluted with 4× laemmli sample loading buffer and boiled for 5 mins at
95 °C. 30 μg of proteins were loaded on the 4–20% TGX stain free pre
cast gel (Biorad) and separated by electrophoresis. Proteins were then
transferred to PVDF membrane using Trans-Blot Turbo transfer system
(Biorad). The membrane was blocked with 5% non-fat milk and in-
cubated with primary RpoC antibody 1:2000 dilutions (Biolegend)
overnight at 4 °C and followed by HRP-secondary antibodies 1:5000
dilutions (Sigma Aldrich) for 1 h at room temperature. For band de-
tection, the membrane was treated with a chemiluminescence reagent
(Biorad). Images were acquired by the Chemidoc XRS system (Biorad).
Band quantification was done using Image lab software (version 5.2.1).
For each condition, we performed 3 biological replicates.

2.7. Microscopy and image analysis

Cells were grown as above, and pelleted and re-suspended in
~100 μl of the remaining media. Prior to imaging, cells were placed on
a 2% agarose gel pad of M9 medium and kept in between the micro-
scope slide and a coverslip. Cells were visualized by a Nikon Eclipse (Ti-
E) inverted microscope with a 100× Apo TIRF (1.49 NA, oil) objective.
Confocal images were taken by a C2+ (Nikon) confocal laser-scanning
system with a pinhole size of 1.2 AU. In confocal images, the size of a
pixel corresponds to 0.062 μm using a scan area resolution of
2048 × 2048 pixels. MS2-GFP-RNA spots and GyrA-YFP regions were
visualized by a 488 nm laser and a 514/30 emission filter, while DAPI-
stained nucleoids were visualized by a 405 nm laser and a 447/60
emission filter.

Phase contrast images were taken by an external phase contrast
system and DS-Fi2 CCD camera (Nikon). Image sizes were 2560 × 1920
pixels, each pixel corresponding to 0.048 μm. Phase contrast and con-
focal images were taken simultaneously by Nis-Elements software
(Nikon).

From phase contrast images, we segmented cells with the software
iCellFusion [78] (Supplementary Figs. S2A and S2C). Errors were
manually corrected. Next, phase-contrast and corresponding fluores-
cence images were aligned by the software CellAging [29]. We used
CellAging to detect RNA-MS2-GFP fluorescence spots (Supplementary
Figs. S2B and S2D) and assess the intensity of each spot. From these,
integer-valued RNA numbers were calculated for each spot (Supple-
mentary Section I).

Nucleoid(s) segmentation was performed as in [63], using a 2D
Gaussian approximation, followed by manual corrections. Cells whose
size is smaller than 500 pixels were excluded from the analysis since, in
general, they were not real cells (e.g. only half of the cell appeared in
the image). Also removed were cells larger than 1000 pixels, as they
were abnormally elongated. In general, this led to removing<5% of
the cell population.

The segmentation of the intracellular regions with significant GyrA-
YFP was done using a tailored software, SCIP [56]. Errors were
manually corrected. To remove measurement noise, we applied a 2D
Gaussian filter to each region [94].

2.8. Models and simulations

We use stochastic models of gene expression to test if arrests during
elongation, caused by PSB, disturb significantly the mean RNA pro-
duction rate (within realistic intervals of parameter values).

These models are at single-cell, and single-molecule level.
Specifically, two models are simulated. One is the ‘Single-Nucleotide
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model’ (SN Model), since elongation is modelled at the single nucleo-
tide level (Supplementary section II). The other is the “Minimal model’,
as it is designed from the former, but lacks elongation at the nucleotide
level (Fig. 1, Section 3.1).

The time length of each simulation is 105 s, found to be long enough
for not underestimating the mean length of the time intervals between
consecutive RNA production events (which would bias the data with
right-censoring) [30]. The simulations have a reading time of 1 s−1.
The results shown in the Results section are obtained from 100 runs per
condition, as this number suffices to obtain consistent results. Finally,
the initials components at the start of simulations are 1 promoter
(where the transcription start site is located), 1 Gyrase, and 28 RNAPs.
In addition, the SN model has also 4058 nucleotides, in the state “un-
occupied” (Supplementary Section II) along which elongation will
occur.

The models are implemented in the simulator SGNSim [74] and
their dynamics follow the Stochastic Simulation Algorithm [23,24]. In
short, the stochastic nature of their dynamics arises from the generation
of two random numbers at each step. As described in [24], one of these
random numbers determines what is the next reaction (which differs
with the propensity of each reaction at that moment), while the other
random number determine when the next event will occur (which de-
pends on the total propensity when considering all possible reactions
combined). SGNSim makes use of ‘Mersenne Twister’ to produce these
random variables at each step [57].

3. Results

3.1. Expected effects of changing gyrase concentration on the dynamics of
transcription

We started by designing a stochastic model of transcription at the
single nucleotide level (here named ‘SN model’), described in detail in
Supplementary Section II and shown in Supplementary Table S2. The
model is based on a model proposed in [75] and later used in [53,72],
to which we add positive supercoiling buildup/removal. The reactions
composing the model should not be interpreted as elementary transi-
tions. Instead, they represent the rates of the rate-limiting steps of the
various events. The model dynamics and simulations are described in
Materials and Methods, Section 2.8, while its assumption of homo-
geneous mixing of RNAP and Gyrases is validated in Supplementary

Section III.3.
The model consists of the following events (Table S2): transcription

starts when an RNAP finds the promoter (reaction S2.1) and unwinds
the DNA for reading and escapes the promoter (reaction S2.5). After
this, stepwise transcription elongation is initiated, accounting for rea-
listic RNAP footprint in the DNA template, transcriptional pausing,
arrests, editing, premature terminations, pyrophosphorolysis and col-
lisions between RNA polymerases [53].

In addition, the model accounts for the phenomenon of production
of positive supercoils during elongation [46,51,95], in reaction S2.6 in
Supplementary Table S2. As these supercoils accumulate, they enhance
the propensity for RNAP arrest (reaction S2.11) [20,51] and tran-
scription initiation locking (reaction S2.2) [9]. The removal of positive
supercoils by Gyrase [84] is also modelled explicitly (reaction S2.17).
Finally, the model accounts for the potential accumulation of positive
supercoils due to transcriptional activity of neighbor genes (reaction
S2.4).

This model does not include RNA degradation, as we measured RNA
numbers by MS2-GFP tagging, which prevents degradation for a few
hours (Supplementary Section I and Figs. S1 and S2) [26,86], thus
avoiding this source of noise. Further, for the purposes of this work, we
are only interested in RNA production rates, which do not depend on
degradation.

Results in Supplementary Sections III.1 and III.2 show that this SN
model mimics the effects of PSB on the kinetics of stepwise transcrip-
tion elongation. Namely, from Supplementary Fig. S6A, one finds that
the mean elongation time increases as Gyrase numbers are decreased.
Meanwhile, from Supplementary Fig. S6B, one finds that this slowdown
of stepwise elongation does not affect the mean rate of RNA production,
within the range of parameter values tested, which is expected.

Note that in this model, for the realistic range of parameter values
considered, once the system reaches steady state (near constant number
of RNAPs on the DNA strand), the mean RNA production rate depends
only on the rate with which RNAPs initiate new elongation events
(reaction S2.1 in Table S2) and on the rate of abortions of elongation
(reaction S2.14 in Table S2), with the latter being near negligible (~4%
per transcription initiation event). Only in the unlikely scenario of ex-
cessive accumulation of RNAPs in the DNA template that would jam the
promoter region, would events in elongation affect the mean RNA
production rate.

Therefore, for purposes of estimating the effects of changing Gyrase

Fig. 1. Minimal (reduced) model of the dynamics of RNA
production and transcription locking due to PSB of a chro-
mosome-integrated gene in E. coli. The model includes the
promoter when active (Pro) and when locked due to PSB
(ProLock), RNA molecules, RNA polymerases (RNAP),
Gyrases (G), and positive supercoils (SC+). Reaction 1 re-
presents transcription at the rate k1, which is the basal rate
of RNA production of an active promoter assuming one
RNAP in the cell. Reaction 2 models promoter locking due
to PSB, with klock being the rate at which an active promoter
is locked given the presence of one SC+. Positive supercoils
emerge during transcription of the gene of interest (reaction
4) and/or from the activity of genes in the same topological
domain (reaction 5). λ corresponds to a tenth of the number
of nucleotides of the gene of interest. Reaction 3 accounts
for the unlocking of the promoter at the rate kunlock. Finally,
reaction (6) models the removal of positive supercoils by
Gyrases. All parameter values are extracted or derived from
empirical data , including measurements of a chromosome-
integrated LacO3O1 promoter (k1 = 0.0014 s−1,
klock = 0.0012 s−1 and kunlock = 7 × 10−4 s−1)
(Supplementary Sections IV and V).
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concentration on the mean RNA production rate, we instead use a
minimal model, where elongation is not explicitly represented. Fig. 1
shows the minimal model that, as the SN model, also has a stochastic
dynamics in accordance to the SSA (Materials and Methods, Section
2.8). In detail, reaction 1 models RNA production by an active pro-
moter, Pro, and its propensity differs with the basal transcription rate,
k1, and with RNA polymerase numbers. Meanwhile, reaction 2, which
models transcription locking, is in all identical to reaction S2.2 of the
SN model and, thus, its propensity differs with the number of positive
supercoils (Supplementary Section II).

Positive supercoils can be generated via reactions 4 and 5 (also as in
the SN model) [1,9,51,70,83,84,89]. The propensity of reaction 4 de-
pends on the basal transcription rate, k1, of the gene of interest, as
described in [17] and in agreement with results from anchored plas-
mids [9,87] as well as with results reported here. The parameter λ in
reaction 4 accounts for the length of the gene of interest (RNAP will
take longer to transcribe a longer gene, during which time positive
supercoils are produced). As for reaction 5, responsible for the accu-
mulation of PSB due to the transcription activity in the topological
domain of the gene of interest, its kinetics differs with the neighboring
activity, which can be tuned by kp and RNAP numbers (Fig. 1).

Once locked, a promoter can become unlocked via reaction 3. The
unlocking kinetics can be tuned by the rate constant kunlock. Because the
propensity for locking changes linearly with the number of positive
supercoils, the propensity for reaction 3 is kept independent from this
number. Else, the overall time spent in locked states would change
quadratically with the inverse of Gyrase numbers, and not linearly
(Fig. 3 provides empirical support for the assumption that this re-
lationship is linear within realistic ranges of parameter values). Finally,
reaction 6 represents the removal of positive supercoils by Gyrases. As
this takes place, the propensity for reaction 2 decreases, thereby ac-
counting for the expected decrease in the effects of PSB with increasing
Gyrase numbers [9].

To verify that the minimal model constitutes a valid approximation
of the SN model, we performed simulations for various Gyrase numbers.
Visibly, from Supplementary Fig. S6E, the minimal model matches the
mean rate of RNA production of the SN model (and the empirical data)
as a function of Gyrase numbers. This is expected since, as noted, all its
parameter values are the same as in the SN model, except for reaction 4
in Fig. 1, since this reaction needs to account for the number of nu-
cleotides of the gene of interest (which are modelled explicitly in the SN
model). This adjustment is done by having the rate of SC+ production
of the gene of interest dependent on its nucleotide length (with λ
equaling a tenth of its number of nucleotides, as this is approximately
the expected number of SC+ produced during one elongation event
[84]).

We then derived an analytical solution of the minimal model, for the
inverse of the mean rate of RNA production (r −1) as a function of
Gyrase (inset of Fig. 1). Here, τactive is the mean time between con-
secutive RNA production events of an unlocked/active promoter, which

equals the inverse of k1 × RNAP (with RNAP being the number of RNA
polymerases). Meanwhile, r is the inverse of the sum of τactive and τlocked,
with the latter being the mean time spent in locked states (equation in
the larger inset in Fig. 1). From this solution, we find that increasing
[G] decreases τlocked [9,46], which increases r. In detail, r −1 is expected
to change linearly with [G]−1 (large inset, Fig. 1). If this holds true,
from measurements of r and [G], it should be possible to extrapolate
τactive, since τactive should equal r −1 for infinite [G]. Further, from τactive
and r, it should be possible to estimate τlocked. Finally, note that while k1
does not affect the mean time for Gyrase to release the gene from a
locked state, it does affect the rate of occurrence of locked states.

Interestingly, many plasmids only have weak, transient topological
barriers (such as short-term protein-DNA complexes [42]). In parti-
cular, aside from when they are anchored to the membrane
[3,11,49,71] or have many tandem copies of a DNA-binding site [42],
no long-term PSB is expected, since positive and negative supercoils
diffuse in opposite directions and annihilate one another [42] (unlike in
the chromosome that has topological barriers). As such, it should be
possible to simulate the dynamics of plasmid-borne genes using the
model in Fig. 1, by setting klock to null, causing τlocked to be null. Con-
sequently, r −1 of a model plasmid-borne gene should equal τactive of the
same model gene, when chromosome-integrated. Further, if this holds
true, then a plasmid-borne gene can be used as a proxy for the same
gene when chromosome-integrated when unaffected by PSB.

3.2. Changing intracellular concentration of gyrases

Above, we hypothesized that r −1 should be linear with respect to
[G]−1 within a given range of Gyrase concentrations (see Fig. 1 and
Supplementary Section VI). If true, one should observe a line on a
Lineweaver–Burk plot [44] of r −1 against [G]−1, from which one can
extrapolate τactive. From τactive and r, one can then estimate τlocked.

To test this hypothesis, it is necessary to measure r in cells differing
in [G]. For this, we inserted a plasmid carrying a copy of the gyraseA
and gyraseB genes under the control of the Rhamnose promoter (pZe11
Prham gyrAB, Materials and Methods). We further added sfGFP, also
under the control of the Rhamnose promoter (pZe11 Prham gyrAB-sfGFP,
Section 2.1 and Supplementary Fig. S4). The region coding for sfGFP
allows measuring mRNA coding for Gyrase and the corresponding
protein levels produced solely by the plasmid.

We subjected cells to different Rhamnose concentrations until
finding a range for which the production rate of the mRNA coding for
Gyrase increases linearly with Rhamnose concentration. For this, we
performed qPCR using the region of the RNA from the plasmid that is
absent in the native RNA coding for Gyrase (i.e. the region coding for
sfGFP). In Fig. 2A we find a linear relationship between mRNA fold
changes (measured by qPCR) and Rhamnose (0, 0.1, 0.2 and 0.4%). In
particular, small deviations from linearity were rejected (p-value> 0.5,
see Fig. 2 legend for details).

Next, we verified that cell growth rates were not disturbed in this

Fig. 2. Gyrase overexpression levels. (A) Fold change of mRNA Gyrase-GFP measured by qPCR, for different concentrations of Rhamnose (0, 0.1, 0.2 and 0.4%),
standard error of the mean (vertical error bars) are not visible. Results are relative to the control condition (0% Rhamnose). Also shown is the best-fit line. (B)
Calibration line between relative Gyrase-GFP mean expression levels (measured by flow cytometer with the FITC-H detection channel) and mRNA Gyrase-GFP fold
change measured by qPCR for 0, 0.1, 0.2 and 0.4% Rhamnose. Gyrase numbers are relative to the 0% Rhamnose condition. Horizontal error bars represent the
standard error of the mean. For both figures, we fitted a first order polynomial to the data points by WTLS by minimizing χ2 [39]. To determine if small deviations
from linearity are statistically significant, we performed a likelihood ratio test between the best linear fit and fits by higher order polynomials. In both cases, the test
did not reject the linear model (p-values larger than 0.5 and 0.15, for Fig. 2A and B, respectively).
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range (Supplementary Fig. S5B). Further, to test if morphology was
affected, we measured cell areas in the control condition (165 cells
analyzed) and when subject to 0.4% Rhamnose (182 cells analyzed).
The cell area was obtained from phase contrast images, using the
software iCellFusion (Section 2.7). We performed a 2-sample Kolmo-
gorov-Smirnov test and found that, at the significance level of 0.05, the
two distributions cannot be distinguished (p-value of 0.5).

Finally, we verified that, within this range of conditions, the mean
relative Gyrase expression level changed linearly with the RNA pro-
duction rate of the plasmid coding for Gyrase (Fig. 2B), as measured by
Flow-cytometry (Section 2.5). In particular, small deviations from lin-
earity were rejected (p-value of 0.15, see Fig. 2 legend for details). We
thus conclude that the fold change in Gyrase-GFP protein levels cor-
responds to the fold change in the mRNA coding for Gyrase-GFP
(Supplementary Section VII and Table S3 show the parameters of the
calibration line and procedure).

We expect the quantitative relationship between mRNA and protein
numbers of the plasmid-borne Gyrase to be the same as in the native
Gyrase mRNA and proteins, since we used the native ribosome binding
site in the plasmid construct. Thus, we measured by qPCR the fold
change of the mRNA produced by both the native and the plasmid-
borne Gyrase genes and used the line in Fig. 2B as a calibration line, to
estimate the fold change with Rhamnose in Gyrase protein levels
(Supplementary Section VII and Table S3).

Finally, we considered that Gyrase overexpression could change the
proteome and, eventually, change cellular functioning (e.g. in 1–2 h).
To mitigate effects from this eventuality (to avoid unknown changes in
the processes represented in Fig. 1), subsequent measurements were
conducted 1 h after inducing Gyrase overexpression (Materials and
Methods). Given this and the above, we expect that, for 0.2% or lower
Rhamnose concentrations (Fig. 2A), changes in RNA production rate in
this time window are largely due to changes in concentrations of the
components of the reactions in Fig. 1.

3.3. Transcription rate of a chromosome-integrated gene under the control
of PLacO3O1 in the absence of positive supercoiling buildup

Data in [85] indicates that the expression rate of (at least) three of
the RNAP sub-units are, in normal conditions, approximately double
the average expression rate of E. coli genes. Since several highly ex-
pressed genes are supercoiling sensitive [17], it is tangible that Gyrase
overexpression may affect [RNAP], which according to the model
(Fig. 1), could affect the transcription rate (r) of our gene of interest
(Fig. 1). Thus, we first assessed for potential fast changes in [RNAP]
when overexpressing Gyrase.

For this, we used the same plasmid as above, with the gyrA and gyrB
genes controlled by a Rhamnose promoter, to overexpress Gyrase (but
having removed sfGFP, so as to not affect RNA counting or Gyrase
functioning, see Materials and Methods). Next, we measured [RNAP] at
the different Rhamnose concentrations (0%, 0.1% and 0.2%) by mea-
suring the RpoC protein by Western blot, 1 h after inducing Gyrase
overexpression. From Fig. 3A and B, at the same OD600, the [RNAP]
differs by 12% between the two extreme conditions. This difference was
found to be statistically significant by a 1-sample 2-tailed t-test, with
the null hypothesis that the increase is 12% (p-value of 0.42). In ad-
dition, we performed a 2-sample, 2-tailed t-test with the null hypothesis
that there is no difference between the conditions, which was rejected
(p-value of 0.0008). This is expected to partially explain changes in r
due to Gyrase overexpression and, thus, needs to be accounted for when
quantifying the direct effects of changing [G] (Supplementary Section
VIII).

In addition, it is tangible that overexpression of Gyrase could affect
the negative supercoiling state of the chromosome, e.g. by introducing
negative supercoils [6,47,80]. This, in turn, could affect DNA super-
coiling density and its folding and compaction [36,92], which could
alter transcription rates by affecting the time-lengths of open complex

formations [52].
Unfortunately, we cannot measure directly the in vivo kinetics of

open complex formation at a given Gyrase concentration, as this would
require measuring the in vivo transcription in cells with differing RNAP
concentrations [48,81], which would also affect the intracellular
Gyrase concentration. Therefore, instead, we estimated indirectly if
Gyrase overexpression (between 0% and 0.2% Rhamnose) suffices to
alter significantly the chromosome folding and compaction. For this, we
assessed if the nucleoid area (with area being a proxy for compaction
strength) is altered by Gyrase overexpression, using DAPI staining and
image analysis (Sections 2.2 and 2.7).

The mean and standard deviation of the nucleoid area, when and
when not overexpressing Gyrase, are shown in Table S4. We performed
a 2-sample student t-test for the null hypothesis that the two data sets of
absolute nucleoid area come from the same distribution. The test did
not reject the null-hypothesis (p-value>0.01). We thus conclude that,
in the range of Gyrase overexpression levels used here, the nucleoid size
was not significantly affected. As such, we do not expect the indirect
effects of Gyrase overexpression on DNA supercoiling density to sig-
nificantly affect the kinetics of open complex formation.

Given this, we again used the plasmid with the gyrA and gyrB genes
controlled by a Rhamnose promoter (without sfGFP) to study the effects
of Gyrase overexpression on transcription initiation locking due to PSB
of a chromosome-integrated gene under the control of PLacO3O1. This
promoter was used as its dynamics has been previously studied when
plasmid-borne, including using single-RNA MS2-GFP tagging
[34,54,64,66,81].

We first measured the absolute mean r −1 in the control condition
(Materials and Methods, Section 2.3) by microscopy measurements of
integer valued RNA numbers in single cells at different time moments
(Supplementary Section IX). The absolute mean r −1 in the control
condition was found to equal 1476 s, with a standard error of 145 s.

Using the value of r −1 in the control condition, we scaled the re-
lative qPCR values to obtain the values of r −1 in conditions where
Gyrase is overexpressed. Results from qPCR are shown in
Supplementary Table S1. In these, the gradually increasing expression
of Gyrase did not affect significantly the expression of the 16S rRNA
gene. This is expected, since 16S rRNA is a stable component of ribo-
somes and, thus, should not change significantly between conditions
when growth rates are not affected significantly [88] (Supplementary
Fig. S5B). Namely, even if the small changes between conditions were
considered significant, there is no monotonic change with increasing
Rhamnose concentration. As such, 16S rRNA is used as the reference
gene.

Next, from Supplementary Table S1 and the microscopy data in the
control condition, we obtained absolute rates of RNA production in
each condition (black circles in Fig. 3C). Finally, we fitted a line by
weighted total least squares (WTLS) [39] (black line in Fig. 3C) to es-
timate τactive (where the line intersects the Y-axis), when not accounting
for changes in [RNAP]. We performed a likelihood ratio test between
the best linear fit and fits of higher order polynomials which showed
that the linear model best fits the data (p-value>0.9).

Next, from the [RNAP] in each condition (Fig. 3B) and the model
fitting (Supplementary Section IV), we estimated the effects of changes
in [RNAP] (Supplementary Section VIII and Supplementary Table S5).
Supplementary Figs. S7A and S7B show the Z surfaces of the best fitting
models and empirical results. From the R2 values (legend of Supple-
mentary Fig. S7), one finds that the model well-fits the empirical data.
We thus used this model to estimate the weight of the changes in
[RNAP] (Fig. 3B) on r −1 and then quantified the changes in r −1 due to
changes in [G] alone. Results are shown in the blue circles in Fig. 3C.
Next, we fitted a line (blue line in Fig. 3C) to these data points using
WTLS, from which we estimated r −1 for infinite [G] (i.e. τactive) to be
749 ± 247 s.

Finally, we determined if the small deviations from linearity are
statistically significant by performing a likelihood ratio test between
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the best linear fit and fits by higher order polynomials (by WTLS by
minimizing χ2) [39]. The test did not reject the linear model (p-
value>0.9), from which we conclude that r −1 decreases linearly with
[G]−1.

Several phenomena could have forced this plot to be non-linear.
E.g., if the ratio between free and total Gyrase concentrations would
increase as Gyrase is overexpressed, the plot would exhibit negative
curvature (see Section VI in Supplementary). Meanwhile, if the re-
solution of supercoils in the control condition was near-saturation,
overexpressing Gyrase would result in positive curvature. We therefore
interpret the observed linearity as evidence that these changes in r −1

are largely due to changes in [RNAP] and [G] as assumed by the model
in Fig. 1, rather than due to unknown factors.

3.4. Transcription kinetics of PLacO3O1 when single-copy plasmid-borne

To validate the estimation of τactive, we integrated the same gene
under the control of PLacO3O1 into a single-copy plasmid (Materials and
Methods). We expect this to reduce the effects of PSB on the activity of
the gene of interest to a minimum. I.e., the value of r −1 of the single
copy plasmid-borne gene should approximate the estimated τactive of the
chromosome-integrated gene. If this holds true, adding Novobiocin,
which inhibits Gyrase activity [9,15,22,91], should not disturb sig-
nificantly its activity.

To test this, we performed time-lapse microscopy measurements of
RNA numbers in cells subject to 100 μg/ml Novobiocin (Materials and
Methods). Images were taken every 15 min, starting 30 min after in-
troducing 1 mM IPTG in the media to ensure full induction of the target
gene [86]. We also performed measurements where Novobiocin was not
added.

From Supplementary Fig. S4B, the RNA production rate of the

plasmid-borne gene is not affected by the addition of Novobiocin, as
expected if PSB is absent. Meanwhile, in the absence of Novobiocin, we
observe the same behavior but higher r, which is consistent with the
cells subject to Novobiocin having lesser number of active RNAP and/or
σ factors [8,13,18,76], etc. Further, both behaviors are significantly
different from cells with the chromosome-integrated construct subject
to Novobiocin, where a clear blocking of the RNA production is ob-
served shortly after adding Novobiocin (Fig. 4, blue line). We conclude
that the gene in the single-copy plasmid is not directly affected by
Novobiocin, suggesting that it is impervious to the effects from PSB.

In support, according to the model (Fig. 1), for equal mean RNA
production rate, the kinetics of RNA production from a gene unaffected
by PSB (such as when on a single-copy plasmid) should be less noisy
than otherwise (e.g. when chromosome-integrated) [64]. Lesser noise
should reduce cell-to-cell variability in RNA numbers. To test this, we
compared the squared coefficient of variation of RNA numbers in single
cells, CV2(RNA), in conditions where the two constructs exhibit the
same mean RNA numbers per cell (50 μM IPTG for the plasmid-borne
gene and 1000 μM IPTG for the chromosome-integrated gene, Supple-
mentary Fig. S4A). The CV2(RNA) in cells with the chromosome-in-
tegrated construct is found to be much higher than in cells with the
single-copy plasmid-borne gene (3.18 and 1.58, respectively), in
agreement with the model prediction, even though the plasmid-borne
gene is being partially affected by LacI repression, which adds varia-
bility in RNA numbers [48].

Finally, we verified that the RNA production rate of the single-copy
plasmid construct equals the inverse of τactive of the chromosome con-
struct. For this, we performed microscopy measurements of the integer
valued RNA numbers in cells with the plasmid construct and estimated r
−1 to be 775 ± 50 s (dark grey triangle in Fig. 3C, for the control
condition). This result cannot be distinguished, in a statistical sense,

Fig. 3. Effects of Gyrase overexpression in the RNA production rate of LacO3O1 when chromosome-integrated and when plasmid-borne. (A) Replicate of Western Blot
image of RpoC subunit for cells subjected to 0, 0.1% and 0.2% Rhamnose. (B) Bar chart of [RNAP] fold change with Gyrase overexpression, relative to the control
condition (0% Rhamnose). In all conditions, OD600 was 0.6. (C) LineWeaver-Burk plot of the inverse of the RNA production rate (r −1), for different Gyrase
concentrations (black circles), relative to the control ([G]/[GC] = 1) of the chromosome-integrated construct. Also shown is the standard error of the mean (vertical
error bars), along with the best-fit line (black line). Further shown are the RNA production rates after correcting for the weight of the changes in [RNAP] (r−1

prime),
when overexpressing Gyrase (blue circles) and the correspondent best-fit line (blue solid line) and its standard error of the mean (light blue area) obtained by Monte
Carlo simulations (5000 iterations). Blue circles are 0.008 units deviated to the right, for figure legibility. The equations of the black and blue lines are

= ± × + ±( )r (917 329) (559 246)G
GC

1 [ ]
[ ]

1
and = ± × + ±( )r (726 329) (749 247)G

GC
1 [ ]

[ ]

1
, respectively. Finally, the dark grey triangles are the values of r −1 for the

plasmid-borne construct, when subject to the same levels of Gyrase overexpression while the light grey triangles correspond to r −1 after correcting for the weight of
the changes in [RNAP] on r ‐−1 (dark grey triangles). Light grey triangles are 0.008 units deviated to the right, for figure legibility. Also shown are the respective best-
fit lines and its standard errors of the mean (light grey area) obtained by Monte Carlo simulations (5000 iterations). The equation of the dark grey line is

= ± × + ±( )r (168 184) (605 167)G
GC

1 [ ]
[ ]

1
. The equation of the light grey line is = ± × + ±( )r (58 184) (715 167)G

GC
1 [ ]

[ ]

1
. Data from 368 cells (chromosome-in-

tegrated gene) and 476 cells (plasmid-borne gene). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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from the estimate of τactive for the chromosome construct assuming in-
finite [G] (749 ± 247 s) (in agreement with the model predictions,
Fig. 1).

In this regard, in Supplementary Section X, we estimated the
minimum PSB effects that would be detectable, provided the same
degree of sensitivity in the measurements of r −1. We found that there
needs to exist a fold change between two conditions of, at least, 1.6.
However, we estimate that tripling the number of data points collected
allows a reduction of this number to 1.2.

Further, we also performed qPCR measurements of the plasmid
construct when subject to the same levels of Gyrase overexpression.
Results are shown in Fig. 3C. Next, we fitted a line (dark grey line in
Fig. 3C) to the data points. From this, we find that the change in RNA
production rate of the plasmid gene with gyrase overexpression is ~5
times weaker than in the chromosome-integrated construct. Next, using
WTLS [39] we tested if the small deviations from linearity are statis-
tically significant. The test did not reject the linear model (p-value>
0.8). Subsequently, as before, we corrected the data points to account
for the changes in RNAP concentrations. Results in Fig. 3 (light grey
line) show that the corrected line is nearly horizontal and, as expected,
cannot be distinguished from a horizontal line, in a statistically sense,
using the same test as above. We conclude that the RNA production
kinetics from the plasmid construct is nearly non-responsive to Gyrase
overexpression.

In this regard, note that estimation of τactive when accounting for
changes in [RNAP] (blue line in Fig. 3C) fits the measurements better
(light grey line in Fig. 3C), then when not accounting for [RNAP]
changes (black line in Fig. 3C). From comparing the blue and black
circles in each condition, we also find that, e.g., for maximum Gyrase
(0.2% Rhamnose), the increase in [RNAP] accounts for 31% of the
decrease in r −1 relative to the control, with the remaining 69% being
due to increased [G] (and/or other, unknown factors). Similarly, in the
extrapolated condition of infinite [G], the increase in [RNAP],

compared to the control condition, accounts for 41% of the decrease in
r −1, with the remaining 59% being due to increased [G].

3.5. Mean time spent in locked states and average number of transcription
events between consecutive locking events

Since Fig. 3 shows that r −1 changes linearly with [G]−1, we used
the Lineweaver-Burk equation [44] to estimate the mean time spent in
locked states, τlocked, as follows:

= [G] (r r )
([G] [G] )locked

2 2
1

1
1

1 2 (1)

From (1), given the control and the condition where relative [G]−1

is 0.33 (0% and 0.2% Rhamnose, respectively), we infer τlocked to be
735 s, with a standard error of the mean (SEM) of 341 s (obtained by
the Delta Method [5]). Using the other pair of conditions (0% and 0.1%
Rhamnose) we obtain the same result, in a statistical sense. As the mean
time interval between transcription events is 1476 s, we estimate
transcription initiation locking due to PSB to account for ~50% of this
interval.

Meanwhile, to estimate the mean number of transcription events
between consecutive locked states, N, consider that, according to the
model:

=N escape

locked (2)

To solve for N, we used the value of τlocked obtained above, and
τescape obtained from measurements in [9], which reported that the
average DNA binding time of Gyrase is ~333 s while the unbind time is
~103 s [9]. Since Gyrase is expected to resolve multiple positive su-
percoils during this time [1,84], we assumed that the sum of these times
(~1333 s) is an upper bound of the time for a locked gene to escape PSB
(i.e. τescape). Introducing the estimated values of τlocked and τescape in eq.
2, we find that N equals ~1.8 ± 0.84.

3.6. Kinetics of transcription initiation locking in the presence of a gyrase
inhibitor

To validate the above estimations, we performed time series mea-
surements at the single-RNA level in cells carrying the chromosome-
integrated PLacO3O1 subject to Novobiocin, a Gyrase inhibitor [22].
Assuming that, when Novobiocin first enters the cytoplasm, PLacO3O1
activity is not subject to PSB, then the mean number of RNAs produced
until transcription ceases should correspond to the mean number of
transcription events between consecutive locking events. As it is not
likely that the gene of interest is absent of effects from PSB in all cells,
the empirical result should correspond to a lower bound estimate. In-
terestingly, from the same experiment, it should also be possible to
measure τactive (Fig. 1) from the time for RNA production to cease in all
cells.

First, we tested whether Novobiocin, at the concentrations used
here, affects cell morphology. For this, as above, we measured cell areas
in the control condition (165 cells analyzed) and when subject to
100 ng /ml Novobiocin (180 cells analyzed), and then performed a 2-
sample Kolmogorov-Smirnov test. We found that, at the significance
level of 0.05, the two distributions cannot be distinguished (p-value of
0.13).

Next, we measured integer-valued number of RNAs in individual
cells over time, every 15 min, 45 min after inducing the target gene
(with IPTG) and adding Novobiocin (Gyrase inhibitor), so as to account
for the mean time taken by cells to intake IPTG [64,86] and because
only at this moment did we observe any tangible reduction in tran-
scription activity (inset in Fig. 4). RNAs were detected by MS2-GFP
tagging, preventing RNA degradation (Materials and Methods). We also
performed a control experiment, where Novobiocin was not introduced.

Results in Fig. 4 show that when and only when adding Novobiocin,

Fig. 4. RNA production over time. Mean integer-valued RNA numbers in in-
dividual cells with the chromosome-integrated PLacO3O1 when subjected to
100 μg/ml Novobiocin (blue line) and in the control condition (black line,
absent of Novobiocin). Measurements performed by microscopy, with single
RNA tagging by MS2-GFP. For each time point, new cells were taken from the
original culture. On average, 200 cells were used per condition. Error bars re-
present the standard error of the mean. Finally, the inset shows the number of
RNA production events per cell relative to the total number of RNAs produced
during the measurement time. Data collected at the single RNA level, from
time-lapse microscopy measurements with images taken once per minute. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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the RNA production ceases. In the presence of Novobiocin, on average
we observed 0.8 ± 0.11 RNAs per cell after 15 min. Considering mean
cell division times (Fig. S5), we estimated the mean number of RNAs
produced per cell for 15 min to be ~1.04 ± 0.14. This agrees (sta-
tistically) with the above estimation of N (~1.8 ± 0.84). It also agrees
with past estimations that, in live cells, transcription initiation locking
can occur after less than 5 transcription events [9].

We also extracted the time for transcription events to cease after
introducing Novobiocin. For this, we performed additional time-lapse
microscopy (1 min interval between images). The number of RNAs
produced in individual cells during the observation time were obtained
as in (66) and verified by visual inspection. Results in the inset of Fig. 4
show that transcription activity started to be reduced at minute 1 and
that no RNA was produced after 10 min, which can be used as a lower
bound for τactive (see above). This agrees with the previous estimation of
τactive (~12 ± 4 min) from Fig. 3.

3.7. Effects of PSB differ with the basal transcription rate

Previous works reported evidence that a gene's activity affects its
own PSB when the gene is on a circular template tethered to a surface
[9,87]. We hypothesized that the same occurs on a chromosome-in-
tegrated gene, due to discrete topological constraints. This follows from
the reasoning that, if the expected time interval between consecutive
transcription events becomes longer, while [G] is kept constant, there is
more time for Gyrase to resolve transcription initiation locking due to
PSB in between transcription events. The model in Fig. 1 accounts for
this, as the responsiveness of r −1 to changes in [G] should decrease
with k1. To test this, we replaced PLacO3O1 by a native Lac promoter
(PLac). We chose this promoter because it has similar sequence and
repression-activation mechanism (Methods), which could affect PSB,
and because it exhibits slower RNA production when fully induced
(Supplementary Fig. S4A). By being in the same location, we expect the
contribution to PSB from the activity of neighboring genes to be the
same.

First, we obtained an induction curve of PLac (Supplementary Fig.
S4A). Visibly, under maximum induction, PLac has a slower transcrip-
tion rate than PLacO3O1 (less ~62% MS2-GFP tagged RNAs per cell). In
detail, r −1 (PLac) equals 2704 ± 493 s (obtained as described in
Supplementary Section IX).

Next, we measured by qPCR the transcription rate for various [G]
(as in Fig. 3). Results were scaled by r −1 in the control condition
(Fig. 5A, black diamonds). Afterwards, we fitted a line by WTLS (black
line in Fig. 5A) and corrected its slope by accounting for changes in
[RNAP] (Supplementary Section VIII). Finally, we fitted a (green) line
by WTLS to the corrected data points (green diamonds in Fig. 5A). From
the best fitting (green) line in Fig. 5A we find that, for maximum [G]
(0.2% Rhamnose), the increase in [RNAP] explains 28% of the increase
in r, with the remaining 72% being due to increased [G] and/or un-
known factors.

To assess if the effects of PSB differ with the promoter strength, we
plotted r −1 against ([G]/[GC])−1 for both constructs (PLac and
PLacO3O1). Results in Fig. 5B show that r −1 decreases faster with [G] for
PLacO3O1 (in agreement with the model). We thus conclude that chan-
ging [G] has smaller effects in the effective transcription rate of the
lesser active promoter (PLac).

3.8. Inference of the parameter values of the model that best fit the empirical
data and prediction of τlocked as a function of the basal transcription rate

We searched for parameter values for the model (Fig. 1) that best
match the empirical data of both PLacO3O1 and PLac, assuming that they
differ only in the basal transcription rate (k1). We found that the model
fits the empirical data with a mean squared error of 0.0004 and R2

values larger than 0.95 (Supplementary Figs. S7A and S7B).
From the fitting, we obtained the parameter values (α, β1, β2, and η,

Supplementary Section V) and inferred the duty cycles of transcription
initiation locking due to neighboring and ‘self-produced’ PSB, for each
[G] (Table S6). From Table S6, the lower are [G] and τactive, the longer
will the gene remain locked and the higher is its OFF/ON duty cycle
ratio.

In addition, we used the inferred values of α, β1, β2, and η, to ex-
trapolate τlocked relative to r −1 as a function of G

G
[ ]
[ ]C

and
×k RNAP

1
[ ]1

. The
inferred surface is shown in Fig. 6.

If the differences in the locking dynamics due to PSB of PLacO3O1 and
PLac are solely due to the difference in their values of k1, as hypothe-
sized, this surface should fit other empirical values of

×k RNAP
1
[ ]1

and

r
Locked

1 obtained when changing k1 (e.g. by tuning their induction
strength).

We thus performed qPCR measurements when inducing PLacO3O1
with 0 and 50 μM IPTG (from Supplementary Fig. S4A, note that, at
these concentrations, the number of RNAs produced differs significantly
from maximum induction). The results from qPCR measurements,
added to Fig. 6, fit well the predicted surface, suggesting that com-
bining data from a promoter(s) of differing basal transcription rates in
the same location in the DNA one can predict a state space of possible
kinetics of transcription initiation locking of genes differing in k1 in a
given chromosomal location.

4. Discussion and conclusions

Past studies have shown that DNA topology and gene expression
mutually affect one another [4,14,37,38].

We found that, for a certain range of Gyrase concentrations, the
inverse of the transcription rate of a chromosome-integrated gene
controlled by LacO3O1 changes linearly with the inverse of Gyrase
concentration, while not perturbing cell growth or morphology. Given
this, we developed and validated a method that uses a LineWeaver-Burk
plot to dissect, from single-cell, single-RNA data, key kinetic parameters
of transcription initiation locking due to PSB. Namely, we dissected the
rate of occurrence of these locks and their weight on the effective RNA
production rate. Next, we compared with a promoter at the same
chromosomal location and similar in structure and regulation but dif-
fering in strength. From this, we inferred a range of potential kinetics of
transcription initiation locking in a given topological domain that can
be achieved by tuning the basal transcriptional rate of the gene of in-
terest. Relevantly, the method was sensitive to detect PSB effects
causing a minimum of 1.6 fold changes in transcription rates. Further,
we estimate that simple enhancements (e.g. increasing the number of
data points used for the LineWeaver-Burk plot from 3 to 10) reduced
this to 1.2 fold changes. Other improvements (e.g. higher precision in
data collection) should further enhance the sensitivity, which should
suffice to, e.g., dissect the effects of interference between closely spaced
promoters (Supplementary Section X).

To an extent, the interpretation of the empirical data relies on the
models and, thus, it is necessary to assess their reliability, i.e. the ro-
bustness of their predictions. In this regard, we observed that, first, the
models accurately estimated how much of the change in r −1, following
Gyrase overexpression, is due to changes in RNAP numbers (Fig. 3). In
detail, the dynamics of the chromosome integrated gene, when cor-
rected for RNAP changes (with this correction relying on the model),
only differs from the plasmid dynamics by 3.5% (not statistically sig-
nificant) while, prior to considering the model, it differed by 28%.
Second, the model predicted the mean time to lock the promoter due to
PSB (τactive ~12 min) from qPCR and population level microscopy data.
This estimation was validated by direct measurements using time-lapse
microscopy data at the single cell level (one image per minute). In
detail, estimated and real data differed solely by ~15% that, when
accounting for the measurement error, is also not statistically sig-
nificant (Figs. 3 and 4). Further, the model accurately predicted (in a
statistical sense) how much the basal transcription rate affects the
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fraction of time spent by the promoter in locked state (Fig. 6). Finally,
the estimations of k1 and kunlock using the models agree with past esti-
mations (respectively in [9,48]).

Overall, the results suggest that the weight of PSB on the effective
RNA production rate of a gene depends not only on the mean activity of
the DNA loop that the gene belongs to, but also on the basal tran-
scription activity of the observed gene. This dependence was found to
be sufficiently strong to require the introduction of this phenomenon in
the model, if one is to predict the effects of changing Gyrase levels on
the dynamics of transcription (reaction 4 in Fig. 1). This is because the
fraction of time spent in locked states depends not only on the rate of
accumulation of positive supercoils, but also on how much time Gyrases
have to resolve enough supercoils (in between consecutive transcription
events) to avoid reaching a supercoiling density that suffices for pro-
moter locking.

Given that increasing the basal transcription rates enhances the in-
fluence of PSB on the effective transcription rate, we hypothesize that, at
least in some genes, increasing the basal transcription rate may come at
the cost of increased transcriptional noise due to PSB, even if lowering
the noise from basal transcription dynamics. We thus expect that the
relationship between basal transcription rate and PSB needs to be di-
rectly accounted for in models of prokaryotic gene expression. As such,
when reducing the SN model (Supplementary Table S2) to a minimal
model (Fig. 1), one of the critical components kept from the SN model
was reaction 4 (Fig. 1), as it is responsible for the production positive
supercoils at a rate that differs with the basal transcription rate of the
gene interest.

This was required even though, similar to past models [4,9], there is
also reaction 5, which introduces positive supercoils from ‘external’
sources, at a rate that differs with the average transcriptional activity of

all genes in the same DNA loop (or topological domain) [17,43] and
DNA replication [84]. Interestingly, the existence of this dependency
suggests that it should be possible to, some extent, regulate the ro-
bustness of chromosome-integrated synthetic circuits to PSB, by tuning
its own transcription rates, as well as placing it in a topological domain
with desired mean activity.

In this regard, since increasing the basal transcription rate enhances
the effects of PSB, is there an effective upper limit on the transcription
rate? If so, this could potentially explain (at least partially) why some
genes exist in multi-copy form. Such form would allow crossing this
limit, while also supporting more stable expression levels.

Meanwhile, the combination of the results from two different con-
structs suggest that it may be possible to map a state space of tran-
scription initiation locking of the topological domains of E. coli.
However, since domain barriers are not likely to be at fixed sites
[45,70,92], it may be necessary to set constructs in various regions of
the DNA and measure not only the mean, but also the variability of the
propensity for transcription locking as a function of DNA location.
Using several constructs, differing in features (e.g. in regulatory me-
chanisms), should allow accounting for changes in parameters, other
than the basal transcription rate. Namely, while here we mapped a 1-
dimensional space by tuning the basal transcription rate, changing
other variables would facilitate mapping a multi-dimensional state-
space of transcription initiation locking kinetics. We expect such map-
ping to be of use in dissecting global transcription programs of E. coli, as
well as for implementing chromosome-integrated synthetic circuits
with predictable kinetics.

Our methodology may also assist in quantifying effects of environ-
mental shifts (e.g. temperature) on the kinetics of transcription initia-
tion locking. One could then explore whether E. coli uses this

Fig. 5. LineWeaver-Burk plots for PLac and PLacO3O1. (A) LineWeaver-Burk plot of the inverse of the RNA production rate of the chromosome-integrated Lac gene for
different Gyrase concentrations (black diamonds), relative to the control (0% Rhamnose). Also shown are the standard error of the mean (vertical error bars), along
with the best-fit line (black line). Further shown are the inverse of the RNA production rates corrected for the increased RNAP concentration when overexpressing
Gyrase (r' −1), and the correspondent best-fit line (green line) and its standard error of the mean (light green area) obtained by Monte Carlo simulations (10,000

iterations). The green diamonds are 0.008 units deviated to the right, for figure legibility. The line equations are = ± × + ±( )r (768 1096) (1936 802)G
GC

1 [ ]
[ ]

1
and

= ± × + ±( )r (1016 1096) (1677 802)G
GC

1 [ ]
[ ]

1
for the green and black lines, respectively. RNA production rates were obtained by qPCR and microscopy. (B)

LineWeaver-Burk plot of the inverse of the fold change in RNA production rate of the chromosome-integrated gene under the control of LacO3O1 (blue circles) and of
the chromosome-integrated under the control of Lac gene (green diamonds) against the inverse of the Gyrase concentrations (0, 0.1 and 0.2% Rhamnose induction),
measured by qPCR, relative to the control condition (0% Rhamnose). Vertical error bars represent the standard error of the mean. In addition, shown are the best-fit
lines and their standard errors of the mean (green and light blue areas), obtained by Monte Carlo simulations (500 iterations). Both lines (blue and green) were

corrected for the effects of the RNAP increase in the RNA production rate when overexpressing Gyrase. z’ stands for the ratio ( )r
rC

1
after the correction. The blue

circles are 0.008 units deviated to the right, for legibility. The line equations are = ± × + ±( ) ( )(0.28 0.13) (0.72 0.13)r
rC

G
GC

1 [ ]
[ ]

1
and for the green and blue lines,

respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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phenomenon to adapt to fluctuating environments. This hypothesis is
supported by recent observations [64] that cold-shock genes have
atypical supercoiling-sensitivity (for unknown reasons). I.e., genes with
long-term responses to cold-shocks appear to be impervious to super-
coiling, while genes with short-term responses have more-than-ex-
pected-by-chance sensitivity to supercoiling. Our methodology may
assist in dissecting the responsible mechanisms, e.g. by measuring τlocked
and τactive of these genes following mutations, etc.

We expect our methodology to be compatible with other techniques.
E.g., it is potentially valuable to combine it with measurements of local
DNA supercoiling density, such as trimethylpsoralen intercalation [40],
to quantify the relationship between this density and the effects of PSB
on transcription. Similarly, it may be valuable to combine it with the
method in [48] to dissect the kinetics of rate limiting steps of active
transcription initiation. For chromosome-integrated genes, we expect
that only by using both methods will be possible to estimate the times
spent prior to open complex formation, since models suggest that this
state of activity will differ with the kinetics of promoter locking due to
PSB [59], due to the expected competition between the formations of
closed complexes and locked states.

Further, our methodology should be applicable using other techni-
ques, such as RNA FISH (Fluorescence in situ hybridization) [79] and
RNA aptamer-fluorogen systems [12,19,65,82,98].

Finally, our results derived from a first attempt at dissecting the in
vivo dynamics of locking of transcription initiation using a Lineweaver-
Burk plot. Many questions remain unanswered and require further
study. It may turn out that fluctuations in Gyrase concentration have
non-uniform effects at the genome-wide level, due to the dependency
on basal transcription rates and mean rates of topological domains.
Potentially, this could be used by cells as means to activate specific
gene cohorts (e.g. of genes sharing the same topological domain), in-
volved in responsive transcriptional programs. It could also be used to

change the state of small genetic circuits responsible for triggering re-
sponse programs to fluctuations in supercoiling density (e.g. fluctua-
tions in supercoiling densities may alter the stable state of a, e.g., ge-
netic switch with genes in different topological domains). If this holds
true, the ‘optimal’ level of Gyrase may differ with the environment and/
or internal cell state, depending on whether a given gene cohort (su-
percoiling density dependent) should be active or not.

In conclusion, the methods and results here presented are expected
to support near-future research on the role of Gyrase on the global
dynamics of gene regulatory networks.
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SUPPLEMENTARY METHODS 

I. RNA quantification from fluorescent spots, spots lifetime, and spots full tagging time 

Integer-valued number of MS2-GFP-tagged mRNA molecules in individual cells are obtained from 

microscopy images as in e.g. (Häkkinen et al., 2013; Oliveira et al., 2016). Shortly, MS2-GFP tagged 

RNA spots are segmented by Kernel Density Estimation (KDE). Example Figures S2A and S2E show 

cellular backgrounds generated by unbound MS2-GFP proteins in cells carrying the plasmid-borne 

and the chromosome integrated target genes, respectively. Meanwhile, Figures S2B and S2F show 

these cells when with tagged RNAs along with the results of the spot detection methods (Häkkinen 

and Ribeiro, 2015). These spots are visible to the Human eye and, as seen, detectable by image 
analysis (Santinha et al., 2016), since their fluorescence is much higher than in near-neighbour pixels 

(Figures S2D and S2H). In addition, the variability in fluorescence intensity of pixels without spots is 

much smaller than the mean difference in intensity between pixels with and without spots (Figures 

S2D and S2H), which lowers the risk of detecting ‘false’ spots and removing ‘true’ spots. 

Consequently, the background fluorescence intensity (average over all pixels not containing ‘RNA-

spots’) can safely be subtracted from the intensity of each fluorescent RNA-spot.  

From the resulting RNA-spot fluorescence intensities in arbitrary units (a.u.), we estimate the 

intensity of individual MS2-GFP tagged RNAs as in (Golding et al., 2005). From histograms of 
intensities of RNA-spots, we find the intensity of the first “peak” of the histogram (which should 

correspond to the intensity of one tagged RNA). Next, for each spot, we round its intensity value to 

the nearest integer, to obtain its integer-valued number of RNA molecules.  

We also considered the possibility that some spots correspond to incomplete RNAS due to e.g.  

arrests during transcription elongation. This could lead to overestimation of RNA numbers. To 

determine whether this could occur, let us assume, as an example, that incomplete RNAs have, on 

average, 50% the total intensity of a completely tagged RNA. From the histogram of spots intensities 
for RNAs produced by the plasmid-borne gene, we estimated than only 1.6 % of the detected spots 

have less than 50% of the mean intensity of 1 RNA. Similar values were obtained for the 
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chromosome-integrated gene. This implies that small, forming RNAs introduce little to no error in RNA 

counting. Further, not all ‘weak spots’ will be forming RNAs (e.g. a few could be out-of-focus tagged 

RNAs). Thus, the value of 1.6 % could be considered to be an upper bound for such fraction of 

forming RNAs that are erroneously counted as fully formed RNAs. From this, we conclude that little to 
no error is added to the RNA numbers per cell due to this. 

As in (Tran et al., 2015), we measured MS2-GFP tagged RNAs decrease in fluorescence intensity 

during time-lapse microscopy (Figure S9). We then estimated the mean half-life of tagged RNAs by 

fitting the intensity of each MS2-GFP tagged RNA over time with a decaying exponential function. We 

found the mean half-time of spots fluorescence to be longer than the measurement period (>150 min.), 

as in (Häkkinen and Ribeiro, 2015; Tran et al., 2015). In addition, ‘bleaching’ of MS2 tagged RNAs 

was not observed. Finally, we observed that target RNA molecules become fully tagged by MS2-GFP 

in <1 minute (Tran et al., 2015). As such, tagging times are not considered as influencing RNA 
counting.  

To determine if MS2-GFP proteins formed clusters in the absence of target RNA, we analyzed 

cells with the reporter system (responsible for producing MS2-GFP proteins) but lacking the target 

system (coding for target RNAs). In these cells, the number of ‘fake’ spots detected by the image 

analysis algorithm was approximately 100 times smaller than in cells with a target system. As such, 

the influence of ‘fake spots’ or abnormal MS2-GFP clusters is considered to be negligible. Finally, 

visual inspection of the images showed that all fake spots were due to failures in the image analysis, 

rather than the presence of MS2-GFP clusters visible to the Human eye.  

II. Single-nucleotide model of transcription subject to the effects of PSB 

We use a stochastic model of transcription with stepwise elongation at the single nucleotide level 
based on past models (Rajala et al., 2010; Ribeiro et al., 2009; Mäkelä et al., 2011). All reactions are 

described in Supplementary Table S2. Parameter values are extracted or derived from empirical data. 

The main improvement of the model, compared to past similar models, is the introduction of a 

dynamic PSB phenomenon at the single-nucleotide level.  

Positive supercoiling is generated by the RNAP activity on both the neighbour genes (Kouzine et 

al., 2013; Naughton et al., 2013; Teves et al., 2014; Lilley et al., 1991; Rhee et al., 1999) as well as on 

the gene of interest (Chong et al., 2014). We assume a constant (stochastic) rate of accumulation of 

positive supercoils due to the activity of neighbour genes. This rate is expected to differ with the 
neighbours’ location (e.g. whether they are, or not, in the same transcriptional unit), distance from the 

gene of interest, direction of transcription activity, and external factors, such as environmental 

perturbations (Weinstein-Fisher et al., 2000; Cheung et al., 2003). 

The effects of PSB in the model are: i) elongation arrests at the nucleotide level (resulting in short 

pauses, which slowdown elongation); and ii) transcription initiation locking, which causes longer 

transcription activity breakdowns whose resolution requires Gyrase intervention (Chong et al., 2014). 

The propensities of these events are dynamic, in that they differ with the global level of PSB in the 
region of the DNA where the gene of interest is located (Ma et al., 2014 and Chong et al., 2014).  
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To model this process at the single nucleotide level, we first introduce a reaction for transcription 

initiation, where a promoter is found by an RNAP (reaction S2.1), followed by promoter escape 

(reaction S2.5), which initiates stepwise elongation (reaction S2.6). As soon as the promoter becomes 

unoccupied, a new transcription initiation event can occur. 
As the RNAP percolates the DNA, following each elongation step from one nucleotide to the next 

(reaction S2.6), an activation step (reaction S2.7) needs to occur for the RNAP to further progress to 

the subsequent nucleotide. However, the following events compete with activation: pausing (reaction 

S2.8), arrest (reactions S2.11), editing (reaction S2.12), premature termination (reaction S2.14) and 

pyrophosphorolysis (reaction S2.15). All these events, except premature termination, are modelled as 

reversible, due to the ability of the transcription machinery to resolve them. Finally, 

pyrophosphorolysis results in moving one step backwards, implying that it does not require resolution. 

The model also allows for pauses and pause escapes to occur due to collisions between RNAPs 
(reactions S2.9 and S2.10, respectively). Further, misincorporation can occur at the end of the 

transcription process (reaction S2.13). Provided no misincorporation or premature termination, 

elongation is completed (reaction S2.16) and an RNA is produced and the RNAP is released (reaction 

S2.16).  

In addition to all these events, we also model a dynamic process of accumulation of positive 

supercoils, which has a direct impact on RNA production (Travers et al., 2005; Lesne et al., 2018). 

Specifically, PSB causes short arrests to the moving RNAP (accounted for in reaction S2.11), which 

increase in frequency with increasing PSB (Ma et al., 2013; Fujita et al., 2016). Overall, this 
progressively decreases the rate of elongation. In addition, for high enough PSB, it can halt 

transcription initiation (accounted for in reaction S2.2) (Ma et al., 2013; Chong et al., 2014). Further, 

supercoils are not static, i.e., they can diffuse through the DNA. In some cases, they can reach 

regions located thousands of base pairs away from the point of origin. Evidence for this include, e.g., 

the observation of “topological promoter coupling” (Kouzine et al., 2013; Naughton et al., 2013; Teves 

et al., 2014; Lilley et al., 1991; Rhee et al., 1999), when supercoils produced in the activity of one 

gene reach the transcription start site of another gene.  
Given the above, in the model, positive supercoils can accumulate from two sources: i) RNAP 

activity on neighbour genes (reaction S2.4) and, ii) RNAP activity on the gene of interest (reaction 

S2.6) via the production of positive supercoils (SC+). The number of such SC+ units allows quantifying 

the level of PSB in the region of the gene of interest at any given moment. In detail, the RNAP needs 

to percolate ~ 10 nucleotides for one positive supercoil to accumulate (Stracy et al., 2019; Rovinskiy 

et al., 2012). This is implemented in reaction S2.6, where the creation of a SC+ requiring the 

percolation by the RNAP of 10 nucleotides (i.e. only in 1 out of 10 nucleotides will a supercoil be 

created). Finally, for simplicity, the model does not record the location of positive supercoils, only their 
total amount in the region of the gene of interest.  

Also modelled is the process of SC+ removal by the direct action of Gyrases (reaction S2.17) 

(Gellert et al., 1976; Chong et al., 2014; Stracy et al., 2019).  

As a side note, it is physically possible for transcription initiation to halt because the RNAP 

becomes unable to bind to the promoter (Mitarai et al.,2008), as well as because the RNAP becomes 
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unable to unwind the promoter once bound (Revyakin et al., 2014). For simplicity, we model only the 

former phenomenon. Further, it is noted that E. coli has mechanisms to handle the effects of PSB in 

the kinetics of elongation other than the intervention of Gyrases. For example, GreB allows the RNAP 

to transcribe more efficiently through supercoiled regions of the DNA, by limiting backtracking (Ma et 
al., 2019). The detailed phenomena are not explicitly modelled here but, in most cases, their effects 

are indirectly accounted for in the rates of RNAP arresting, etc. 

Finally, several phenomena may be more PSB-dependent than currently represented in the model 

(e.g. pausing, pyrophosphorolysis, etc. (Ma et al., 2019)). Due to the present lack of knowledge of the 

quantitative relationship between PBS levels and the rates of these events, we opted for modelling 

them as independent phenomena, using the currently available empirical parameter values in optimal 

growth conditions. Nevertheless, as noted, events in elongation (aside from misincorporation and 

pyrophosphorolysis) are not expected to affect the mean RNA production rate. 
 

III. Dynamics of the single-nucleotide model of transcription when subject to the effects of PSB 

III.1 Dynamics of stepwise transcription elongation  

We first test whether the model in Supplementary Table S2 can mimic the effects of PSB in the 

kinetics of transcription elongation. For this, we performed simulations at various relative Gyrase 

concentrations ([G]/[GC]), with [GC] being the concentration of Gyrases in the control condition. From 

these simulations, we extracted the time-length of multiple stepwise transcription elongation events 

(∆telongation). Results in Figure S6A show that as [G] increases, both the mean and the standard error of 

the mean of ∆telongation decrease. This can be explained by the results in Figures S6C and S6D, which 

show that both the mean number of SC+ in the DNA, as well as the mean rate of arrests during 
elongation decrease for increasing Gyrase.  

Finally, also from Figure S6A, as expected, telongation converges to a minimum value once the 

number of Gyrases approaches values that suffice to remove positive supercoils as fast as they 

appear, not allowing their accumulation. 

 
III.2 Effects of elongation slowdown on the dynamics of RNA production 

Next, we show that slowdown of stepwise elongation rates due to PSB does not affect the mean 

time interval between consecutive RNA production events (therefore not affecting the mean RNA 

production rate). For this, we simulated the model described in Table S2, but without reactions S2.2 to 

S2.4, so that one can change the number of Gyrases without affecting transcription initiation rates. 

This allows testing whether the effects of PSB on elongation (alone) alters the mean RNA production 
rate. 

Using this model, we performed simulations for various values of [G] to obtain the mean rate of 

RNA production (r) as a function of [G]. Figure S6B shows that r is not significantly affected by [G], 

within realistic intervals of these parameters’ values. This entails that the mean RNA production rate 

is independent from the effects of PSB on elongation. This is expected, provided that the events in 
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elongation do not affect the rate of transcription initiation and have negligible effects on the fraction of 

RNAPs that complete elongation, once initiated.  

In this regard, only if the arrests due to PSB (reaction S2.11, Table S2) were long enough that the 

number of accumulated RNAPs in the DNA strand became so high that new transcription events 
would not be allowed to initiate due to promoter occupancy. 

 

III.3 RNAP and Gyrase fluctuations within the nucleoid region 

Both the SN model and the minimal model assume homogeneous mixing of free Gyrases and 

RNAP inside each cell (or, more precisely, inside the nucleoid region containing the DNA). There are 
two reactions in Supplementary Table S2 whose kinetics could be affected, in case this assumption 

does not hold true, specifically, reaction S2.1 (by which RNAPs bind to the promoter) and reaction 

S2.17 (by which Gyrases remove positive supercoils). 

The assumption of homogenously distributed free RNAP in the nucleoid region is supported by 

live-cell super-resolution microscopy data (Stracy et al., 2015). Further, it has been showed that, 

within certain ranges, the total RNAP concentration can be used as a proxy for free RNAP 

concentration when estimating mean RNA production rates (Lloyd-Price et al, 2016), which would not 

be expected if the free RNAP had significant spatial fluctuations. It is also noteworthy that time 
intervals between consecutive transcription events are relatively long (700-1500 s, Figure 3) when 

compared to the diffusion rate of the RNAP (Bratton et al., 2011), supporting the assumption of a well-

stirred system, which allows for the assumption of stochastic rate constants (Gillespie, 1977).  

Meanwhile, to test the validity of the model assumption of ‘homogeneous mixing of Gyrases in the 

nucleoid region’, we measured their spatial heterogeneity by microscopy (example Figure S8A), using 

an E. coli strain where the gyrA gene is endogenously tagged with the YFP coding sequence 

(Taniguchi et al., 2010) (Materials and Methods, Section 2.1). From the data, we found that almost all 

Gyrases are located in the cell region(s) where the nucleoid(s) locate (example Figure S8A).  
To estimate the spatial heterogeneity of Gyrases in those regions, we first applied a 2-dimensional 

Gaussian filter (Materials and Methods, Section 2.7), to remove measurement noise (Wheeler, 2017). 

Supplementary Figure S8B shows the ‘raw’ and ‘filtered’ distributions of pixel intensities (arbitrary 

units). Next, we multiplied each data point of the filtered distribution by a constant (equal to the ratio of 

the mean over the variance of the filtered distribution), which results in a Poisson distribution (named 

‘scaled distribution’). Figure S8C shows both this scaled distribution (inset) as well as its probability 

density function (pdf). The variance of the scaled distribution is expected to be a good proxy for the 
spatial (and thus temporal) variability in Gyrase numbers within the nucleoid region. 

Subsequently, starting from the minimal model in Figure 1, we introduced the additional reactions 

in Table S7, so as to test if the in silico results are significantly affected by inserting in the model this 

degree of variability in Gyrase numbers over time. Since the reactions in Table S7 are first-order 

processes of production (reaction S7.1) and degradation (reaction S7.2) of Gyrases, they ensure that 

the number of Gyrases at any given time follows a Poisson distribution as the empirical data suggests 

(since the propensity of each event is constant and independent of the occurrence of the former 
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event). We then tuned the rate constants (kp_G and kd_G) so that the in silico distribution best fitted 

the empirical distribution (Figure S8C). 

We then used the best fitted model, obtained an in silico t distribution, and compared to the same 

distribution, obtained prior to introducing the temporal variability in Gyrase’s numbers. A 2-sample t-

test did not reject the null-hypothesis that the two distributions cannot be statistical distinguished (p-

value > 0.05), from which we conclude that the heterogeneity in Gyrases is not sufficiently high to 

affect the dynamics of the model. 

Overall, we conclude that the additional process (Table S7), added to account for the measured 

heterogeneity in Gyrase numbers, does not change the RNA production kinetics sufficiently (in a 

statistical sense) for the single-cell distributions of RNA numbers to differ significantly. Given this and 
the above, for simplicity, we assume homogenous spatial distributions of RNAP and Gyrases in the 

region(s) occupied by the nucleoid(s).  

 

IV. Model fitting    

Assuming the model in Figure 1, we inferred the parameters that best fit the empirical data as follows. 
From the model, the inverse of the RNA production rate equals: 
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The variables, 1
xr− , [ ]xR  and [ ]xG  refer to, respectively, the inverse of the RNA production rate, 

the concentration of RNAP and the concentration of Gyrases, for a condition ‘x’  of Gyrase 

overexpression. For the reference, control condition (‘ref’), equation (iv.1) becomes: 
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From (iv.1), (iv.2.3), and (iv.3): 

1 1 1
1 1

[ ]
[ ] .1 1 1

1 1 1
[ ] [ ] [ ]

ref

ref

lock

remunlock

ref ref ref

p lock

remref unlock ref ref

R
R

k
k k

z
y y wr r r

k k
k G k k G k R



− − −

     
             

     
     
        

 +  + =          (iv.4) 

 



7 

 

Assuming,
[ ]

[ ]
plock ref

remunlock ref

k k R
k k G









=  (iv.4.1), 1
1

.
1

[ ]ref

ref

k R
r

 −

 
 
 
 
 
 

= ( iv.4.2), 1

1
[ ]

lock

unlock rem ref

ref

k
k k G

r



 −





=  (iv.4.3), 

equation (iv.4) becomes: 

1 1 1z
y y w
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Since LacO3O1 and the native Lac promoter are located in the same position in the chromosome, 

we assume that they have the same propensity to become locked due to PSB due to variables other 

than their own transcription rate. Thus, it is imposed that kunlock, klock, and kp (Figure 1) do not differ 

between them. Positive supercoils’ removal should also not differ.  As such: 
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Given the empirical data in Table S5, from (iv.6) and (iv.7) we estimated 1 2,,   and   by 

imposing the condition 1 2, ,, 0    . Namely, we searched for the set of solutions that minimizes the 

mean squared error (equation iv.8):   
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The best fitting solution found was: 0.04 = , and 0.48 =  for both promoters. Meanwhile, 

1 0.5 =  for PLacO3O1, and 2 0.71 =  for PLac.  

Figures S7A and S7B show the resulting z surfaces for PLacO3O1 and PLac. Both models best fit with 

a mean squared error of 0.004. To determine the goodness of fit of the surfaces we calculated R2 

values. Both surfaces had R2 > 0.95, from which we conclude that the model well-fits the empirical 

data. 
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V. Inference of rate constants of LacO3O1 

First, we infer the expected rate of transcription initiation events, in the absence of PSB. From the 
measurements (Figure 3, main manuscript) and model fitting (Section S.IV), we found that for PLacO3O1 

one has: 
1

refr−  = 1476 s and β = 0.5. Given that, and the definition of β (equation iv.4.2), we find that 

1.[ ]refk R  = 0.0014 s-1. This is in agreement with the rate of initiation estimated in (Lloyd-Price 2016).  

Next, we infer the expected rate of SC+ production due to the transcription activity of neighboring 

genes. From equations (iv.4.1) and (iv.4.3), along with the values of kunlock (Section 3.5, main 

manuscript), , , 1
refr−  (Supplementary Section IV) and λ (equaling a tenth of the number of 

nucleotides of the elongation region of LacO3O1 ) one has: 
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Dividing equation (v.1) with equation (v.2) one has:  
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From (v.3), one finds that [ ]p refk R  equals 0.023. From this and equation (v.1), one obtains: 
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From (v.4) one can write: 

 31.2 10
.[ ]ref

lock

rem G
k

k
−=          (v.5)  

Next, we infer the expected rate of SC+ removal. According to (Stracy et al, 2019) Gyrase dwell 

times are of 2 seconds to remove ~2 supercoils. Based on this, given that there is approximately one 

Gyrase molecule per DNA loop (Chong et al., 2014), we set: [ ]rem refk G = 1 s-1.  From this, along with 

equation (v.5), one estimates 31.2 10lockk −=  s-1.       

  

. 
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VI. Using the concentration of RNAP and of Gyrases as proxies for the concentrations of free 
RNAP and free Gyrases, respectively. 

According to the model in Figure 1, one expects the transcription rate of a given gene to depend 

on the concentration of RNAP. However, at any given time, several RNA polymerases may not be 

available, if already committed to transcription. In detail, at any given time, a significant fraction of 

RNA polymerases are not available for new transcription events (estimations suggest that, at any 

given moment, ~48% of all RNAPs are bound to the DNA, interacting with promoter regions or 

involved transcription elongation (Stracy et al., 2015). Further, this task can take up to 75 s (Vogel 

and Jensen, 1994). As such, more accurately, and in accordance with the single nucleotide (SN) 
model, the transcription rate of a gene depends on the concentration of RNA polymerases that are 

free for transcription. Specifically, from reaction 1 in Figure 1, the inverse of the transcription rate of a 

gene should change linearly with the inverse of the free RNAP concentration.   

Since one cannot easily measure the fraction of RNAP that is free for transcription at a given 

moment, for our estimations, we use the total concentration of RNA polymerases, [RNAP], as a proxy. 

This is possible because, within the range of conditions of the measurements, it was empirically 

verified in (Lloyd-Price et al., 2016) that the Lineweaver–Burk plot of the inverse of [RNAP] against 

the inverse of the transcription rate shows a straight line. This linear relationship was established by 
WTLS by minimizing χ2 (Krystek and Anton, 2007), and then confirmed by showing that small 

deviations from linearity were not statistically significant, using likelihood ratio tests between the best 

linear fit and fits by higher order polynomials. In no case did the test reject the linear model (p-values 

above 0.1). This result was subsequently confirmed in (Kandavalli et al., 2016; Mäkelä et al., 2017; 

Oliveira et al., 2019; Startceva et al., 2019). Since this is strong evidence that the ratio between free 

and total RNAP concentrations is constant for the range of conditions tested here, we use the total 

RNAP concentration as a proxy for free RNAP concentration, relative to the control. 

Similarly, from the equation in the large inset in Figure 1, one can also expect a straight line on a 
plot of the inverse of the free Gyrases concentration against the inverse of the transcription rate of the 

gene of interest, if [G] is a good proxy for the concentration of freely diffusing Gyrases [Gfree]. In this 

regard, only ~49% of the Gyrases are expected to be free for resolving new transcription-generated 

positive supercoils, while the remaining ones are transiently maintaining steady state levels of 

negative supercoiling (~49%) and resolving replication-generated supercoiling (~2%) (Stracy et al., 

2019). Further, resolving positive supercoils can take up to 1 s per supercoil (Stracy et al., 2019).  

To test if [G] is a good proxy for [Gfree], we measured RNA production rates in cells subject to 
various Gyrase concentrations (obtained by overexpressing Gyrase, see Materials and Methods in 

main manuscript). In Figure 3C (black line), we show the inverse of the transcription rate as a function 

of [G]-1. Next, we fitted a line by WTLS and determined if small deviations from linearity are 

statistically significant by a likelihood ratio test between the best linear fit and fits by higher order 

polynomials (by WTLS by minimizing χ2) (Krystek and Anton, 2007). The test did not reject the linear 

model (p-value > 0.99), from which we conclude that r -1 decreases linearly with [G]-1. As such, in what 

pertains the extrapolation of active and locked from Lineweaver–Burk plots shown in the main 

manuscript, [G] is used as a proxy for [Gfree] in the range of conditions considered (differing in the 
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concentration of Rhamnose, which is responsible for Gyrase, overexpression, see Materials and 

Methods in main manuscript). 

Due to the above, in the main manuscript, for simplicity, we refer to the total concentrations of 

Gyrase and RNAP rather than to the concentrations of free Gyrase and RNAP molecules. 
 

VII. Estimation of the quantitative relationship between the concentrations of Rhamnose and 
active gyrases  

To obtain the fold change (F) in protein levels for a given mRNA fold change (due to adding 

Rhamnose), we use the calibration line (YGyr. = (0.85 +/- 0.06).X + (0.15+/- 0.07)) in Figure 2B. Let 

YGyr1 be the relative protein numbers corresponding to a Gyrase mRNA fold change of 1 and YGyr2 be 

the relative protein numbers for any given fold change. If b is the y-axes intersection (which equals 

0.15, Figure 2B) one has: 

1

2

Gyr

Gyr

Y b
F

Y b
−

=
−

            (vii.1)  

Using this method, we found that fold changes in mRNA numbers resulted in the same fold 

changes in protein numbers (Table S3).  

 

VIII. Dissection of the effects of RNAP overexpression in the RNA production rate of the target 
gene when overexpressing Gyrase.      
To dissect the effects of RNAP overexpression from the direct effects of Gyrase overexpression on 

the RNA production rate of target gene, we estimated r -1 (equation iv.1) assuming that [G] has no 
effects on [RNAP] (i.e. considering that [R] = [Rref]). Thus, we re-write equations iv.6 and iv.7 as: 

' 1. 1. .x x xz
y y

  += +           (viii.1) 

In (viii.1), '
xz  represents z  for promoter x assuming that [RNAP] is unaffected by Gyrase 

overexpression. The results for each condition are shown in Table S5. 

 
IX. Extraction of RNA production rates from microscopy images   

To estimate RNA production rates from the number of RNAs in individual cells obtained from 

microscopy images at two time points (Häkkinen and Ribeiro, 2015; Zimmer et al., 2016), we account 

for RNA dilution due to cell division, but not for RNA degradation, since the binding by multiple MS2-
GFP molecules makes the tagged RNAs virtually immortal (Golding et al., 2005; Tran et al., 2015) 

and their fluorescence intensity constant for the duration of the measurements (Tran et al., 2015).  

The rate of RNA dilution (kd) due to cell division can be estimated from the numbers of cell division 

events between the start (t0) and end (tf) of the measurements, along with the mean RNA numbers at 

the start and end of the measurement period. In detail, let M0 be the mean number of RNAs per cell at 
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moment t0, and M be this number at moment t. It follows that, accounting for RNA dilution due to cell 

division, the rate of RNA production per cell (r) during that period of time equals: 

.
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−

−
=

−          (ix.1) 

From the values of t, M, M0, and kd extracted from empirical data, one can then obtain the mean of 

r -1, and the standard error of the mean using the Delta Method (Casella et al., 2002). 

 

X. Minimum supercoiling buildup effects that can be detected 

It is possible to estimate the sensitivity of the method used in detecting effects of PSB on the 

transcription rate of the gene of interest. From the predicted bounds of the line fitting (obtained from 

the standard errors of the mean of each empirical data point), we estimated the minimum, detectable 

difference in transcription rates in the control condition assuming the same number of measurements 

as in Figure 3. 

For this, using the blue line in Figure 3 as a starting point, we kept its y-intercept unchanged, and 
incrementally reduced its slope by 0.01 and calculated the resulting r -1 values for each of the 3 data 

points. The standard error of each data point was kept unchanged (which use it as an upper bound for 

their expected standard error of the mean). Next, we performed a 2-sample t-test with unequal 

variance to find if this slope differs from the slope of the grey line. We continued this procedure until 

this test could not find a difference.  

Using this method, we found that the smallest slope below which the p-value is above the 

significance level (alpha=0.1) equals 512.5. This entails that the minimum fold change in transcription 

rate due to PSB that could be detected equals 1.6. 
This value could be reduced by several procedures, such as collecting more data points per 

condition. For estimation, assume that the number of data points is increased from 3 to 10, selected 

within the range of 0.2 to 1 (inverse relative Gyrase concentration). From the best fitting line (blue line 

in Figure 3) and its predicted bounds, we estimate the mean and standard error for each data point 

(the mean is obtained from the blue line, with the error is set to be equal to the predicted bound, i.e. 

the width of the shadow area, in the same position in the x-axis). Next, using WTLS (Krystek and 

Anton, 2007) one can estimate a new best fit line using the estimated data points as above. From the 
resulting line, as above, we estimated the minimum fold change to equal 1.19. For improving this 

estimation, we repeated the process of collecting and processing 10 data points 1000 times, by 

randomly sampling 1000 data points from a normal distribution with the same mean and standard 

error for each data point. On average, the expected minimum fold change equalled 1.2. Other 

possible means of further reducing this minimum fold change include increasing the accuracy of the 

measurements of each data point (e.g. measuring more cells by microscopy, etc.). 

Interestingly, this sensitivity is expected to suffice to detect effects of specific closely space 

promoter configurations. For example, using the same RNA detection technique, (Häkkinen et al., 
2019) recently reported that the promoters tetA and LacO3O1, when in separate constructs, have a 
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mean RNA production rate of 1/800 RNA/s (~1/670 for tetA and ~1/1100 for LacO3O1), while in a 

tandem formation (LacO3O1 followed by TetA) the rate equals 1/700 RNA/s. Thus, the fold change 

between them equals 1.2, which is within the range of detectable fold changes. 
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SUPPLEMENTARY FIGURES 
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Figure S1. Genetic constructs. (A) Chromosome-integrated gene. mCherry-MS2-BS cassette under 

the control of PLacO3O1 in the lac locus of E. coli strain BW25993 (ΔlacZ:mCherry-MS2-BSs), followed 

by the native lacY and lacA genes, and the native Rho-independent transcription termination site. (B) 
Single-copy plasmid-borne gene. mCherry-MS2-BS cassette under the control of PLacO3O1 in a single-
copy F-Plasmid in E. coli strain BW25993, followed by a Rho-independent transcription termination 

site. Constructs were confirmed by sequencing. Since the plasmid carrying the target gene does not 

code for lacY and lacA, and the cells carrying this plasmid also contain the original lacY and lacA 

genes in the chromosome, the two strains express lacY and lacA proteins similarly and, thus, do not 

differ significantly in the dynamics of IPTG intake. (Inset) The inset image in between the two 

constructs shows PLacO3O1 with functional domains, which is identical in both constructs. It is in this 

region that the operator site O3 locates, followed by the RNA polymerase binding regions (positions -

10 and -35), the transcription start site (TSS, position +1), and the operator site O1. Finally, the 
plasmid construct has a terminator upstream of the TSS that is 27 nucleotides long and is located 9 

nucleotides downstream of the CmR gene (not represented in the figure). Thus, it is similar to the 

chromosome-integrated construct, where there is an upstream transcriptional terminator provided by 

the lacI gene. Related to Section 2.1, in main manuscript. 
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Figure S2. RNA quantification in individual cells by RNA tagging with MS2-GFP, due to which RNAs 

appear as fluorescent spots (Top) Schematic representation of the single-RNA MS2-GFP tagging 

detection system. Cells produce multiple MS2-GFP reporter proteins, under the control of PBAD, while 
the production of RNAs target for MS2-GFP is under the control of PLacO3O1. (Left box) Cells with a 

plasmid-borne promoter producing the target RNA. (A) Example microscopy image of cells carrying 

the reporter gene coding for MS2-GFP, prior to the production of target RNAs. The cells fluorescence 

is due to the large amount of MS2-GFP proteins. (B) Example microscopy image of cells carrying the 

reporter gene coding for MS2-GFP, after the production of target RNAs. The RNAs tagged with MS2-

GFP are visible as bright spots. Blue line and red circles are the results of cell and RNA spot 

segmentation, respectively (Materials and Methods). (C) Example image of a cell along with a, 
manually introduced yellow line (using imageJ (Abramoff et al., 2004)) in order to obtain a 

fluorescence intensity profile along the major axis. (D) Pixel intensity (in arbitrary units) along the 

yellow line shown on (C). The peaks correspond to the regions where the two spots (tagged MS2-

GFP RNAs) are located. (Right box) Cells with a chromosome-integrated promoter producing RNA 

target for MS2-GFP. Images from (E) to (H) have the same information as (A) to (D), respectively, but 

are obtained using cells with a chromosome-integrated promoter responsible for the production of the 

RNA target for MS2-GFP. Related to Supplementary Section I. 
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Figure S3. Schematic representation of the plasmid responsible for Gyrase overexpression. This 
plasmid was constructed by placing the gyraseA and gyraseB under the control of the PRhamB 

promoter, which is inducible by Rhamnose, and was transformed into BW25993 cells. Adapted from 

SnapGene® 1.5.2. Related to Section 2.1, in main manuscript. 
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Figure S4. Mean number of RNAs produced by the target genes in individual cells, as measured by 

microscopy and RNA tagging by MS2-GFP. (A) Induction curves. Mean and Standard Error of the 

Mean (SEM) of the number of target RNA molecules in individual cells as a function of the induction 

strength. Results are shown for a chromosome-integrated gene controlled by the PLacO3O1 promoter 

(blue bars), for a single-copy plasmid-borne gene controlled by the PLacO3O1 promoter (grey bars) and 
for a chromosome-integrated gene controlled by the native PLac promoter (green bars), 1 hour after 

induction of the target gene. More than 100 cells were analyzed per condition. (B) Mean integer-

valued RNA numbers produced over time in individual cells, each carrying the single-copy plasmid-

borne gene under the control of PLacO3O1, when subject to 100 µg/ml Novobiocin (grey triangles) and in 

the control condition (no Novobiocin, black triangles).  For each time point, new cells were taken from 

the original culture. Best linear fits were calculated by WTLS (Krystek and Anton, 2007). The equation 

of the grey line is Y = (0.015 ± 0.004).X + (1.67 ± 0.11) and of the black line is Y = (0.037 ± 0.005).X + 
(2.69 ± 0.13). The errors are obtained by the standard error of the mean. Related to Figures 3 and 5. 

More than 100 cells were analyzed per condition. 

 

 

 

Figure S5. Cell growth doubling times. Doubling times versus the concentration of (A) Novobiocin and 

(B) Rhamnose. Doubling times were measured from the initial and final OD600 and, from the time 

interval in between (100 minutes). Related to Figures 3 and 4. 
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Figure S6. In silico results on the effects of Gyrase. (A) Mean ∆telongation (± SEM) as a function of 

Gyrase concentration (model in Table S2, with [Gc] being the concentration in the control condition). 

Relative Gyrase concentrations were set to [0.2, 0.3, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 2.0, 2.5, 3.0, 4.0]. 

(B) Mean ∆t (± SEM) as a function of Gyrase (model in Table S2). (C) Mean relative SC+ levels for 
different relative Gyrase concentrations [0.2, 1.0, 4.0]. (D) Mean time intervals (∆t) between 

consecutive arrests for different relative Gyrase concentrations [0.2, 1.0, 4.0]. As Gyrase 

concentration increases, the propensity of arrests during transcription elongation decreases. Related 

with reaction 6 in Table S2.  (E) Effects of Gyrase overexpression on the dynamics of RNA production 

in the SN model (Table S2), the minimal model (Figure 1, main manuscript) and live cells (Figure 3, 
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main manuscript). In both the minimal and the SN model, the stochastic rate constants were set to k1 

= 0.0014 s-1, klock = 0.0012 s-1, kunlock = 7x10-4 s-1, kremove = 1 s-1 and kp=0.023. All rate constants were 

extracted or derived from empirical data (Supplementary Section VIII and Table S2). The reactions 

composing the SN model are shown in Table S2. The reactions of the minimal model are shown in 
Figure 1 and Section 3.1 of the main manuscript. 

 

 

Figure S7. Z surfaces of the best fitting models. (A) Z surface for PLacO3O1 (α = 0.04, β1 = 0.5 and η = 

0.48 ) as a function of  
 

CR
R

 and  
 

CG
G

. The red crosses mark the empirical data points for the PLacO3O1 

promoter. (B) Z surface for PLac (α = 0.04, β2 = 0.71 and η = 0.48) as a function of  
 

CR
R

 and  
 

CG
G

. The 

black crosses mark the empirical data points for the PLac promoter. For both (A) and (B), the model fits 
the empirical data with a mean squared error of 0.0004. To estimate the goodness of fit of the 

surfaces, we calculated R2 values. Both surfaces had R2 > 0.95. Related to Figure 1 and 

Supplementary Section IV. 
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Figure S8. Microscopy measurements of pixel fluorescence intensities of E. coli cells expressing the 

gyrA gene endogenously tagged with a YFP coding sequence (data from 91 cells). (A) Example 

image of a cell with segmented borders (green line, based on phase contrast images) and segmented 

region with GyrA-YFP (red line). (B) Empirical pixel intensity distribution (in arbitrary units (a.u.)) prior 

(‘Raw’) and after applying a 2D Gaussian filtering (‘Filtered’). The Raw distribution has a mean of 0.11 

and a standard deviation of 0.054, while the Filtered distribution has a mean of 0.12 and a standard 

deviation of 0.044. (C) (inset) Empirical pixel intensity distribution multiplied by a constant (equal to 

the ratio between the mean and the variance of the filtered distribution in B). This distribution has a 
mean of 7.43 and a variance of 7.43 and can be well approximated by a Poisson (scaled) distribution. 

The scaled distribution is used to model the variability in Gyrase numbers over time (Table S7). 

Probability density function (PDF) of the scaled distribution and PDF of the in silico distribution of 

Gyrase numbers over time, fitted by a Poisson (scaled) distribution (black line). (D) Mean of the ∆t 

distribution of intervals between RNA production events with (model 2) and without (model 1) 

variability in Gyrase numbers. Error bars correspond to the standard error of the mean. The imposed 

CV2 is set (equal to) from the CV2 of the scaled empirical distribution in (C). A two-sample t-test 

between the results from models 1 and 2 did not reject the null hypothesis that the two ∆t distributions 
cannot be statistical distinguished (p-value > 0.05). Related to Supplementary Section III.3. 
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Figure S9. Mean fluorescence intensity of MS2-GFP tagged RNA molecules over time, since first 
appearing. 76 tagged RNAs were tracked, all from cells with only one tagged RNA. Also shown is the 

standard error of the mean (vertical bars).  Related to Supplementary Section I. 

 

SUPPLEMENTARY TABLES 

Table S1. qPCR of the target genes under the control of PLacO3O1 and PLac. Shown are the normalized 

average of the CT value of the target gene by the respective mean CT value of the respective 

reference condition (ΔCT(tested)),  normalization of the ΔCT(tested) value of the target gene to the ΔCT(tested) 

value of the calibrator gene (0 % Rhamnose, ΔΔCT) and, finally, the fold change between the target 
and calibrator gene (2-ΔΔCt). For each promoter, the samples were identically isolated, prepared and 

handled, and thus contain identical amounts of cDNA in each well. Related to Figures 3 and 5. 

  mCherry 16SrRNA ΔCT(tested) ΔΔCT 2-ΔΔCt 
 Rhamnose (%) 1 2 3 1 2 3       

LacO3O1 
0.0 26.63 26.49 26.26 13.52 13.33 13.28 13.08 0 1 
0.1 26.28 26.03 26.19 13.27 13.65 13.63 12.65 -0.43 0.74 
0.2 25.62 25.48 25.56 13.38 13.13 13.23 12.31 -0.78 0.58 

Plasmid-
Borne 
LacO3O1 

0.0 23.17 23.18 23.04 7.79 7.81 7.36 15.48 0 1 
0.1 23.20 23.30 23.04 8.31 7.75 7.59 15.30 0.18 0.88 
0.2 23.18 23.18 23.28 8.34 7.72 7.78 15.27 -0.21 0.86 

Lac 
0.0 23.90 23.68 23.60 8.57 8.61 8.58 15.14 0 1 
0.1 22.71 22.76 23.27 8.15 8.09 7.94 14.86 -0.28 0.82 
0.2 23.39 23.23 22.87 8.60 8.34 8.36 14.73 -0.41 0.75 
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Table S2. Model of transcription at the single nucleotide (SN) level. Shown are the chemical reactions 
representing the various processes, and the stochastic rate constants (in s-1) used to model 

transcription initiation, elongation and parallel and competing events at the nucleotide level (on 

example nucleotide n), and termination and RNA production. References from which rate constants 

were extracted are reported in column “Ref.”. Pro stands for the promoter region, RNAP for the RNA 

polymerase, and RNAP.Pro for the promoter region when occupied by an RNAP. An, On and Un stand 

for the nth nucleotide when active, occupied, and unoccupied, respectively. Ranges of nucleotides are 

denoted as in U[start,end], which denotes a particular set of consecutive, unoccupied nucleotides 

from indexes start to end. p
On , ar

On  and correcting
On

are used to represent a paused, arrested, or error 

correcting RNAP at position n, respectively. On the template, each RNAP occupies (2Δ+1) 

nucleotides, where Δ = 12. These nucleotides cannot be occupied by any other RNAP at the same 

time.  

Event Reaction Rate constant Ref. 

Reaction S2.1 
Initiation 

1Pro  RNAP  RNAP.Prok+ ⎯⎯→  k1 = 0.0014 

Section V 

In 
accordance 

with 
(Lloyd-

Price et al.,  
2016) 

Reaction S2.2 

Promoter 

locking 

lock
+ +Pro  SC   Pro SClockk+ ⎯⎯⎯→ +  klock = 0.0012 

Section V 

Based on 
Empirical 

results and 
(Stracy et 
al., 2019) 

Reaction S2.3 

Promoter 
unlocking 

lockPro    Pro unlockk⎯⎯⎯→  kunlock = 7x10-4 
(Chong et 
al., 2014) 

Reaction S2.4 

External 
Positive 

supercoils 
production 

+  SCpk RNAP⎯⎯⎯⎯⎯→  kp =0.023 Section V 
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Reaction S2.5 

Promoter 
escape 

[1,( 1)] 1RNAP.Pr o U O Promk
++ ⎯⎯→ +  km = 150 

(Phroskin 
et al., 
2010) 

Reaction S2.6 

Elongation 

 n n+Δ+1 n+1 n-Δ

+A +U O +U + SC , if n 10 k, k Nmk
=  ⎯⎯→

 
km = 150 

 

(Vogel and 
Jensen, 
1994) 

Reaction S2.7 

Activation 
n+1 n+1O Aactk⎯⎯⎯→  

kact = 150, 
n>10, 

kact = 30, 
n<=10, 

 

 

(Vogel and 
Jensen, 
1994; 

Phroskin et 
al., 2010) 

Reaction S2.8 

Pausing pn
p1/ 

pause
n

k
O O


⎯⎯⎯→⎯⎯⎯  

kpause = 0.55 

p = 3 

(Greive 
and von 
Hippel, 
2005; 

Rajala et 
al., 2010; 
Landick, 

2009) 

Reaction S2.9 

Pause release 
due to collision 

p
1

-2 1 -2 1O +A O +An nn n
mk

 − −⎯⎯⎯→  km1 = 120 

(Epshtein 
and 

Nudler, 
2003) 

Reaction S2.10 

Pause induced 
by collision 

p p p
2

n nn-2 1 n-2 1O +A O +Omk
− −⎯⎯⎯→  km2 = 30 

(Epshtein 
and 

Nudler, 
2003) 

Reaction S2.11 

RNAP arrest 
due to 

supercoiling 

n n1/
+ +O +SC O +SC

ar

ar

ar

k
d

⎯⎯⎯→⎯⎯⎯  
kar =0.03, 

dar = 100 

 

(Fujita et 
al., 2016; 

Greive and 
von Hippel, 

2005) 
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Reaction S2.12 

Editing 1/ correctingn n
ed

ed

k

d
O O⎯⎯⎯→⎯⎯⎯  

ked = 0.008, 

ded = 5 

(Greive 
and von 
Hippel, 
2005) 

Reaction S2.13 

Misincorporati
on 

 

errorlast [last,last-Δ]n nRNA +RNAP +UmiskA ⎯⎯⎯→  
kmis= 0.05 

(Greive 
and von 
Hippel, 
2005) 

Reaction S2.14 

Premature 
termination 

n [(n-Δ),(n+Δ)]O RNAP+Uprek
⎯⎯⎯→  kpre= 0.00019 

(Lewin, 
2008) 

Reaction S2.15 

Pyrophosphor-
olysis 

n n-Δ-1 n-1 n+ΔO +U O +Upyrk
⎯⎯⎯→  kpyr = 0.75 

(Erie et al.,  
1993) 

Reaction S2.16 

Completion last [last,last-Δ]n nA R + RNAP + Ufk
⎯⎯→  kf = 2 

(Greive et 
al.,  2008) 

Reaction S2.17 

PSB removal 
+Gyr + SC   Gyrremovek⎯⎯⎯⎯→  kremove = 1 

(Stracy et 
al., 2019; 
Rovinskiy 

et al., 
2012 ; 

Chong et 
al., 2014) 

 

Table S3. Gyrase mRNA fold changes (measured by qPCR) for different concentrations of Rhamnose 
(0, 0.1 and, 0.2 %) and the corresponding Gyrase protein levels relative to the control condition (0 % 

Rhamnose), obtained from the calibration line (Figure 2B). Also shown are the fold changes in Gyrase 

protein levels (calculated using equation vii.1). Finally, it is shown the respective standard errors of 

the mean, calculated using the Delta method (11). Related to Figure 2. 

Rhamnose (%) 
Gyrase mRNA 

fold change 
Relative Gyrase Protein level 

(from calibration line Figure 2B) 
Fold change in Protein 
levels (Equation vii.1) 

0.0 % 1.00 1± 0.09 1 .00 ± 0.15 
0.1 % 1.71 ± 0.20 1.60 ± 0.21 1.71 ± 0.31 
0.2 % 2.97 ± 0.32 2.67 ± 0.33 2.98 ± 0.53 
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Table S4. Average (μ) and standard deviation (σ) of the absolute nucleoid area (pixel) in the control 

condition (0 % Rhamnose) and when subject to Gyrase overexpression (0.2 % Rhamnose). A 2-

sample student t-test for the null hypothesis that the two data sets are from the same distribution was 

not rejected (p-value > 0.01). The sample sizes are 224 and 237 cells for 0 % and 0.2 % Rhamnose 
conditions, respectively. Related to Section 3.3 in main manuscript. 

 

 

 

Table S5. Dissection of the effects of RNAP overexpression on the transcription rate of PLacO3O1 and 
PLac when overexpressing Gyrase. Shown are RNAP fold changes, ω, relative to the control 

(measured by Western blot) and the inverse of the fold change in RNA production rate, z (measured 

by qPCR). Also shown are the expected fold change in RNA production rate in the absence of change 

in [RNAP] (z’, obtained from equation viii.1), and 1( ')r − , the inverse of the RNA production rate of the 

target gene in the absence of indirect effects of Gyrase overexpression on the RNAP concentration. 

Related to Figures 3 and 5. 

 PLacO3O1 PLac 

 0.1 % Rhamnose 0.2 % Rhamnose 0.1 % Rhamnose 0.2 % Rhamnose 

1
refr−  (s) 

1476 1476 2704 2704 

1r−  (s) 1094 861 2223 2037 

  1.05 1.12 1.05 1.12 

y  
1.71 2.98 1.71 2.98 

z  0.74 0.58 0.82 0.75 

'z  0.79 0.67 0.88 0.81 

1( ')r −  (s) 1168 990 2380 2190 

 

 

 

 

  0 % Rhamnose 0.2 % Rhamnose 
μ 421 449 
σ  

105 130 
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Table S6. Estimation of OFF/ON duty cycle ratios for PLacO3O1 and for PLac, based on model fitting, for 

different levels of Gyrase overexpression (0, 0.1 and, 0.2% Rhamnose). Shown are the total OFF/ON 

duty cycle ratio ( /totalOFF ON ), the OFF/ON duty cycle ratio due to neighbouring activity 

( /neighboringOFF ON ) and, the OFF/ON duty cycle ratio due to RNA polymerase activity ( /selfOFF ON ). 

Related to Figure 1 and Section 3.8 in main manuscript. 

 PLacO3O1 PLac 

Duty cycle 0 % 0.1 %  0.2 %  0 % 0.1 %  0.2 %  

1

1

.
.

.
/

1
.

p lock

remunlock
total

k RNAP k
k RNAP k k G

OFF ON

k RNAP


 

+    =  1.00 0.61 0.37 0.72 0.44 0.28 

/ lock p

unlock rem
neighboring

k k RNAP
OFF ON

k k G
 

=
 

  0.04 0.02 0.01 0.04 0.02 0.01 

1

1
.

/

lock

remunlock
self

k
k k G

OFF

k RNAP

ON


 

=  0.96 0.59 0.36 0.68 0.42 0.27 

 

Table S7. Reactions added to the minimal model to introduce variability in Gyrase numbers. Related 
with Figure S8. The empirical distribution in Figure S8C is modelled by reactions (S7.1) and (S7.2), 

provided accurate fitting of the rate constants kp_G and kd_G (their ratio should equal the mean of the 

empirical distribution). Meanwhile, kremove in reaction (S7.3) was tuned so that 1 Gyrase resolves 

approximately 1 positive supercoil (SC+) per second (Stracy et al., 2019) (related to Supplementary 

Section III.3). 

Event Reaction Rate constant (s-1) 

Gyrase production (S7.1) p_Gk
Gyr⎯⎯⎯→  

kp_G =7.43 

 

Gyrase degradation (S7.2) d_Gk
Gyr ⎯⎯⎯→  

kd_G =1 

PSB removal (S7.3) +Gyr + SC   Gyrremovek⎯⎯⎯⎯→  kremove = 0.13 
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Abstract

Closely spaced promoters in tandem formation are abundant in bacteria. We investigated
the evolutionary conservation, biological functions, and the RNA and single-cell protein
expression of genes regulated by tandem promoters in E. coli. We also studied the
sequence (distance between transcription start sites ‘dTSS’, pause sequences, and dis-
tances from oriC) and potential influence of the input transcription factors of these promot-
ers. From this, we propose an analytical model of gene expression based on measured
expression dynamics, where RNAP-promoter occupancy times and dTSS are the key regula-
tors of transcription interference due to TSS occlusion by RNAP at one of the promoters
(when dTSS � 35 bp) and RNAP occupancy of the downstream promoter (when dTSS > 35
bp). Occlusion and downstream promoter occupancy are modeled as linear functions of
occupancy time, while the influence of dTSS is implemented by a continuous step function, fit
to in vivo data on mean single-cell protein numbers of 30 natural genes controlled by tandem
promoters. The best-fitting step is at 35 bp, matching the length of DNA occupied by RNAP
in the open complex formation. This model accurately predicts the squared coefficient of
variation and skewness of the natural single-cell protein numbers as a function of dTSS.
Additional predictions suggest that promoters in tandem formation can cover a wide range
of transcription dynamics within realistic intervals of parameter values. By accurately captur-
ing the dynamics of these promoters, this model can be helpful to predict the dynamics of
new promoters and contribute to the expansion of the repertoire of expression dynamics
available to synthetic genetic constructs.

Author summary
Tandem promoters are common in nature, but investigations on their dynamics have so

far largely relied on synthetic constructs. Thus, their regulation and potentially unique

dynamics remain unexplored. We first performed a comprehensive exploration of the

conservation of genes regulated by these promoters in E. coli and the properties of their
input transcription factors. We then measured protein and RNA levels expressed by 30
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Escherichia coli tandem promoters, to establish an analytical model of the expression

dynamics of genes controlled by such promoters. We show that start site occlusion and

downstream RNAP occupancy can be realistically captured by a model with RNAP bind-

ing affinity, the time length of open complex formation, and the nucleotide distance

between transcription start sites. This study contributes to a better understanding of the

unique dynamics tandem promoters can bring to the dynamics of gene networks and will

assist in their use in synthetic genetic circuits.

Introduction

Closely spaced promoters exist in all branches of life in convergent, divergent, and tandem for-

mations [1–7]. Models of tandem promoters [8–10] have largely been based on measurements

of synthetic constructs [11–13] and predict that such promoter arrangements result in unique

transcription dynamics due to the interference between RNAPs transcribing the promoters

[9,10,14–19].

When an RNAP is committed to form the open complex (OC), a process lasting up to hun-

dreds of seconds [20–22], it occupies approximately 35 base pairs (bp), from the transcription

start site (TSS, position 0) until position -35 [23–25]. If the TSS of a neighbouring promoter is

closer than 35 bp it will not be possible for both promoters to be occupied simultaneously,

since an RNAP occupying one of them will ‘occlude’ the other, preventing it from being

reached [9]. However, if the promoters are more than 35 bp apart, this occlusion does not

occur. Instead, interference will occur when RNAPs elongating from the upstream promoter

collide with an RNAP occupying the downstream promoter [14] (in either closed or open

complex formation), forcing one of the RNAPs to fall-off (both scenarios are likely possible,

and we expect it to differ with, e.g., the binding affinity of the RNAP to the downstream pro-

moter). Meanwhile, models based on empirical parameter values suggest that collisions

between two elongating RNAPs are rare (because events such as pausing or simultaneous initi-

ations from both promoters are rare). Also, even if and when such collisions occur, they are

unlikely to result in fall-offs since the RNAPs are moving at similar speeds and in the same

direction [9,10,26].

Models suggest that both forms of interference decrease the mean RNA production rate

while increasing its noise based on the distance between promoters (dTSS), their strengths [10],
and the time spent between commitment of the RNAP to OC and escape from the promoter

region [27]. These hypotheses have yet to be empirically validated in natural tandem

promoters.

We studied how dTSS and the time spent by RNAPs on the TSSs affect gene expression

dynamics due to interference between the transcription processes of tandem promoters (Fig

1). We consider only the natural tandem promoters that neither overlap with nor have in

between another gene (positionings I and II, which differ in if the promoter regions overlap or

not) (see the other arrangements in Fig A in the S2 Appendix). The numbers of these arrange-

ments in E. coli are shown in Table H in the S3 Appendix. From the measurements of these

genes’ protein levels, we then establish a model that we use to explore the state space of poten-

tial dynamics under the control of tandem promoters (Fig 2 illustrates our workflow).

Results

E. coli has 831 genes controlled by two or more promoters in tandem formation

(RegulonDB and section ‘Selection of natural genes controlled by tandem promoters’
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in the S1 Appendix). However, to study the dynamics of genes controlled by tandem

promoters, we focused on only 102 of them, because their activity is expected to be undis-

turbed by neighboring genes in the DNA (arrangements I and II in Fig 1), for reasons

Fig 1. Interference between tandem promoters with different arrangements relative to each other. (A) Interference by an
RNAP occupying the downstream promoter on the activity of the elongating RNAP from upstream promoter. The TSSs need to be
at least 36 bp apart (the length occupied by an RNAP when in OC, [23,25]) (B) Interference by occlusion of one of the promoter’s
TSS by an RNAP on the TSS of the other promoter. The distance between the TSSs need to be� 35 bp apart. Blue clouds are
RNAPs. Black arrows sit on TSSs and point towards the direction of transcription elongation. Arrangements (I-II) of two
promoters studied in the manuscript in tandem formation are represented. The red rectangles are the protein coding regions. We
studied only the natural tandem promoters that neither overlap with nor have in between another gene (arrangements I and II,
which differ based on whether the promoter regions overlap or not). Other arrangements (not considered in this study) are shown
in Fig A in the S2 Appendix. Figure created with BioRender.com.

https://doi.org/10.1371/journal.pcbi.1009824.g001

Fig 2. Workflow. (I) We identified genes controlled by tandem promoters in Regulon DB. (II) Next, we measured the single-cell protein levels of
those genes with arrangements I and II that are tagged in the YFP strain library [28]. We also measured the mean RNA fold changes of these genes
over time (S1 Appendix, section ‘RNA-seq measurements and data analysis’). (III) We used the single-cell data to tune the model. (IV) Finally, we
used the model to explore the state space of protein expression. Figure created with BioRender.com.

https://doi.org/10.1371/journal.pcbi.1009824.g002
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described in section ‘Selection of natural genes controlled by tandem promoters’ in the S1

Appendix.

Further, these promoters do not have specific short nucleotide sequences capable of affect-

ing RNAP elongation (section ‘Pause sequences’ in the S4 Appendix). Also, the 102 genes

expressed by these promoters are not overrepresented in a particular biological process (sec-

tion ‘Over-representation test’ in the S4 Appendix). From time-lapse RNA-seq data (S1

Appendix, section ‘RNA-seq measurements and data analysis’), we also did not find evidence

that their dynamics are affected by their input transcription factors (TFs) in our measurement

conditions (section ‘Input-output transcription factor relationships’ in the S4 Appendix) nor

by H-NS in a consistent manner (section ‘Regulation by H-NS’ in the S4 Appendix). Finally,

they do not exhibit any particular TF network features (Table C in the S3 Appendix). As such,

neither input TFs nor specific nucleotide sequences are considered in the model below. In

addition to all of the above, we found no correlations between the shortest distance from the

TSS of upstream promoters from the oriC region in the DNA and expression levels (section

‘Relationship with the oriC region’ in the S4 Appendix).

Model of gene expression controlled by tandem promoters

RNAPs bind, slide along, and unbind from a promoter several times until, eventually, one

of them finds the TSS [29–30], commits to OC at the TSS, and initiates transcription

elongation.

Reactions (1A1) are a 4-step (I-IV) model of transcription [20,31]. The forward reaction in

step I in (1A1) models RNAP binding to a free promoter (Pfree), which becomes no longer free

albeit the RNAP might not yet have reached the TSS. This state, pre-finding of the TSS, is here

named Pbound and its occurrence increases with RNAP concentration, [R]. Next, as it perco-
lates the DNA, the RNAP should find and stop at the nearest TSS and form a closed complex

(CC) with the DNA (step II, Reaction 1A1). CCs are unstable, i.e. reversible [22] (reaction

1A2) but, eventually, one of them will commit to OC irreversibly [32], via step III, Reaction

1A1 [21–22]. It follows RNAP escape from the TSS, freeing the promoter (step IV, Reaction

1A1) [33–37]. Then, the RNAP elongates (Relong) until producing a complete RNA (reaction

1A3) and freeing itself.

These set of reactions usually model well stochastic transcription dynamics [20]. However,

if two promoters are closely spaced in tandem formation, they can interfere [38]. Fig 3 shows

sequences of events that can lead to interference between tandem promoters, not accounted

for by the model above.

From Fig 3, if the TSSs are sufficiently close, the occupancy of one TSS by an RNAP will

occlude the other TSS, blocking its kinetics [18]. This is accounted for by reaction 1A5, which

competes with CC formation in reaction 1a1. Its rate constant, kocclusion, is defined in the next

section. In (1A5), ‘u/d’ stands for occlusion of the upstream promoter by an RNAP on the TSS

of the downstream promoter.

Instead, if the TSSs are not sufficiently close, they will still interfere since the elongating

RNAP (Relong) starting from the upstream promoter can collide with RNAPs on the TSS of the

downstream promoter. This can dislodge either RNAP via (reaction 1A4) or (reaction 2A3),

depending on the sequence-dependent binding strength of the RNAP to the TSS [9].

Finally, once reaction 1A1 occurs, either reaction 1A3 or 1A4 occur. To tune their competi-

tion, we introduced the terms ωd and (1- ωd) in their rate constants, with ωd being the fraction

of times that an elongating RNAP from an upstream promoter finds an RNAP occupying the

downstream promoter. Meanwhile, ‘f’ is the fraction of times that the RNAP occupying the

downstream promoter falls-off due to the collision with an elongating RNAP, whereas ‘1-f’ is
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the fraction of times that it is the elongating RNAP that falls-off.
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free!
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Next, we reduced the model and derived its analytical solution. First, since Pcc completion

is expected to be faster than Pbound completion ([10] and references within) we merged them

into a single state, Poccupied, which represents a promoter occupied by an RNAP prior to com-

mitment to OC, whose time length is similar to Pbound.

Fig 3. Events leading to transcriptional interference between tandem promoters. (A) Sequence of events in transcription in isolated promoters.
A similar set of events occurs in tandem promoters, if only one RNAP interacts with them at any given time. (B / C) Interference due to the
occlusion of the downstream / upstream promoter by a bound RNAP, which will impede the incoming RNAP from binding to the TSS. (D)
Interference of the activity of the RNAP incoming from the upstream promoter by the RNAP occupying the downstream promoter. One of these
RNAPs will be dislodged by the collision. Created with BioRender.com.

https://doi.org/10.1371/journal.pcbi.1009824.g003
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Similarly, in standard growth conditions, the occurrence of multiple failures in escaping the

promoter per OC completion should only occur in promoters with the highest binding affinity

to RNAP. Thus, in general promoter escape should be faster than OC [20,32]. We thus merged

OC and promoter escape into one step named ‘events after commitment to OC’, with a rate

constant kafter. The simplified model is thus:

Pu
free!

kubind�½R�

Pu
occupied!

kuafter
Pu
free þ Ru

elong ð1B1Þ

These two steps are not merged since only the first differs with RNAP concentration

[20,26,39]. Further, reports [40–41] indicate that E. coli has ~100–1000 RNAPs free for binding
at any moment but ~4000 genes, suggesting that the number of free RNAPs is a limiting

factor.

Finally, we merge (1A2), (1A5) and (1B1) in one multistep without affecting the model

kinetics:

Pu
free⇄

kubind�½R�

ku=docclusionþkuunbind

Pu
occupied!

kuafter
Pu
free þ Ru

elong ð1C1Þ

Overall, this reduced model of transcription of upstream promoters has a multistep reaction

of transcription initiation (1C1), a reaction of transcription elongation (1A3) and a reaction

for failed elongation due to RNAPs occupying the downstream promoter (1A4).

Regarding RNA production from the downstream promoter, it should either be affected by

occlusion if dTSS � 35, or by RNAPs elongating from the upstream promoter if dTSS> 35 (Fig

3). We thus use reactions (2A1), (2A2), and (2A3) to model these promoters’ kinetics:

Pd
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Finally, one needs to include a reaction for translation (reaction 3), as a first order process

since protein numbers follow RNA numbers linearly (Fig F in the S2 Appendix), and reactions

for RNA and protein decay accounting for degradation and for dilution due to cell division

(reactions 4A and 4B, respectively). TF regulation is not included as noted above (Fig C and

panel A of Fig D in the S2 Appendix).

RNA!
kp
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Transcription interference by occlusion

In a pair of tandem promoters, the kocclusion of one of them should increase with the fraction of

time that the other one is occupied. Further, it should decrease with increasing dTSS between
the two promoters’ TSS. We thus define kocclusion for the upstream (Eq 5A) and downstream

(Eq 5B) promoters, respectively as:

ku=docclusion ¼ kmax
ocl � IðdTSSÞ � od ð5AÞ

kd=uocclusion ¼ kmax
ocl � IðdTSSÞ � ou ð5BÞ

Here, kmax
ocl is the maximum occlusion possible. It occurs when the two TSSs completely

overlap each other (dTSS = 0) and the TSS of the ‘other’ promoter is always occupied. Mean-

while, I(dTSS)models distance-dependent interference.

We tested four models of interference: ‘exponential 1’, ‘exponential 2’, ‘step’, and ‘zero

order’ (Table 1). The first two assume that the effects of occlusion decrease exponentially with

dTSS (first and second order dependency, respectively).

Meanwhile, the ‘Step’ model assumes that interference only occurs precisely in the region

in the DNA occupied by the RNAP when in OC formation. For this, it uses a logistic equation

to build a continuous step function, where L is the length of DNA (in bp) occupied by the

RNAP in OC. As such, L tunes at what dTSS the step occurs, whilem is the steepness of that

step (set to 1 bp-1).

Finally, the ‘Zero order’ model assumes (unrealistically) that interference by occlusion, is

independent of dTSS. Fig G in the S2 Appendix shows how kocclusion differs with dTSS in each

model, for various parameter values.

Finally, ω is the fraction of time that the ‘other’ promoter is occupied. It ranges from 0 (no

occupancy) to 1 (always occupied). It is estimated for upstream and downstream promoters

as:

ou ¼
kubind � ½R�

kuunbind þ kubind � ½R� þ kuafter
ð6AÞ

od ¼
kdbind � ½R�

kdunbind þ kdbind � ½R� þ kdafter
ð6BÞ

Similarly, if kmax
occupy

is the maximum possible interference due to RNAPs occupying the down-

stream promoter, koccupy is defined as:

koccupy ¼ ou � kafter � k
max
occupy � ð1� f Þ ð7Þ

Table 1. Potential models of transcriptional interference due to promoter occlusion considered.

Interference by occlusion I(dTSS) kocclusion
Exponential 1 (“Exp1”) e�ðb1 �dTSSÞ kmax

ocl � e�ðb1 �dTSSÞ � o
Exponential 2 (“Exp2”) e�ðb1 �dTSSþb

2
�d2TSSÞ kmax

ocl � e�ðb1 �dTSSþb
2
�d2TSSÞ � o

Step (“Step”) 1� 1

1þe�m�ðdTSS�LÞ kmax
ocl � 1� 1

1þe�ðdTSS�LÞ

� �
� o, for m = 1 bp-1

Zero order (“ZeroO”) k kmax
ocl � o

https://doi.org/10.1371/journal.pcbi.1009824.t001
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Analytical solution of the moments of the single-cell protein numbers

Next, we derived an analytical solution of the expected mean single-cell protein numbers at

steady state,MP, which is later tuned to fit the empirical data. For any gene, regardless of the

underlying kinetics of transcription, kr is the effective rate of RNA production. Based on the

reactions above, the mean protein numbers in steady state will be (see sections “Analytical

model of mean RNA levels controlled by a single promoter in the absence of a closely spaced

promoter” and “Derivation of mean protein numbers at steady state produced by a pair of tan-

dem promoters” in the S1 Appendix):

MP ¼
kr � kp
krd � kpd

ð8Þ

This equation applies to a pair of tandem promoters as well. In that case, assuming that

kbind of the two tandem promoters is similar, we have:

kr ¼

kbind � ½R� � kafter � ð1� od � f Þ
kocclusion þ kbind � ½R� þ kunbind þ kafter

þ

kbind � ½R� � kafter
kocclusion þ koccupy þ kbind � ½R� þ kunbind þ kafter

0

BBBB@

1

CCCCA
ð9Þ

To derive the other moments, we considered that empirical single-cell protein numbers in

E. coli are well fit by negative binomials [28]. Consequently,Mp and the squared coefficient of

variation CV2
P , should be related as (Equations S28 to S38 in the S1 Appendix):

log10 CV2
P

� �
¼ log10ðC1Þ � log10 MPð Þ; with C1 ¼

kp
kpd þ krd

ð10Þ

This relationship matches empirical data at the genome wide level, except for genes with

high transcription rates [42]. Additionally, we further derived a relationship (Section ‘CV2 and

Skewness of single-cell protein expression of a model tandem promoters’ in the S1 Appendix)

betweenMP and the skewness, SP, of the single-cell distribution of protein numbers:

log10 SPð Þ ¼ log10 C2ð Þ �
1

2
� log10 MPð Þ; with C2 ¼ 2

ffiffiffiffiffi
C1

p
�

1ffiffiffiffiffi
C1

p ð11Þ

Single-cell distributions of protein numbers

To validate the model, we measured by flow-cytometry the single-cell distributions of protein

fluorescence of 30 out of the 102 genes known to be controlled by tandem promoters (with

arrangements I and II). Measurements were made in 1X and 0.5X media (3 replicates per con-

dition) using cells from the YFP strain library (section ‘Strains and Growth Conditions’ in the

S1 Appendix). Data from past studies show that, in these 30 genes, RNA and protein numbers

are well correlated (Fig F in the S2 Appendix) in standard growth conditions. Past studies also

suggest that most of these genes are active during exponential growth (~95% of our 30 genes

selected should be active, according to data in [43] using SEnd-seq technology).

Single-cell distributions of protein expression levels are shown in Fig 4A for one of these

genes as an example. The raw data from all 30 genes (only one replicate) are shown in Fig H in

the S2 Appendix. Finally, the mean, CV2 and skewness for each gene, obtained from the tripli-

cates, are shown in Excel sheets 1 and 2 in the S2 Table. In addition, we also show this mean,

CV2 and skewness after subtracting the first, second, and third moments of the single-cell dis-

tribution of the fluorescence of control cells, which do not express YFP (Sheets 3, 4 in the S2
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Table) (Section ‘Subtraction of background fluorescence from the total protein fluorescence’

in flow-cytometry in the S1 Appendix).

Based on the analysis of the data of these 30 genes, we removed from subsequent analysis

those genes (5 in 1X and 14 in 0.5X) whose mean, variance, or third moment of their protein

fluorescence distributions are lower than in control cells (not expressing YFP), i.e., than cellu-

lar autofluorescence (Sheets 3, 4 in S2 Table). As such, only one gene studied here (in condi-

tion 1X alone) codes for a protein that is associated to membrane-related processes, which

might affect its quantification (section ‘Proteins with membrane-related positionings’ in S4

Appendix). As such, we do not expect this phenomenon to influence our results significantly.

The data from these genes removed from further analysis is shown in Fig F in S2 Appendix

alone, for illustrative purposes.

Fig 4. Single cell protein numbers by microscopy and flow-cytometry. (A) Example single-cell distributions (3 biological replicates) of fluorescence (in
arbitrary units) of cells with a YFP tagged gene controlled by a pair of tandem promoters obtained by flow-cytometry, ‘FC’. (B) Example confocal microscopy
image of cells overlapped by the results of cell segmentation from the corresponding phase contrast image. The two white arrows show the dimensions of the
image, for scaling purposes. (C) Mean single-cell protein fluorescence of 10 genes (Table G in the S3 Appendix) when obtained by FC plotted against when
obtained by microscopy, ‘Mic’. (D) Mean single-cell protein fluorescence (own measurements) plotted against the corresponding mean single-cell protein
numbers reported in [28]. From the equation of the best fitting line without y-intercept (y-intercept = 0), we obtained a scaling factor, sf, equal to 0.09.

https://doi.org/10.1371/journal.pcbi.1009824.g004
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We started by testing the accuracy of the background-subtracted flow-cytometry data by

confronting it with microscopy data (also after background subtraction, see section ‘Micros-

copy and Image Analysis’ in the S1 Appendix). We collected microscopy data on 10 out of the

30 genes (Table G in the S3 Appendix). The microscopy measurements of the mean single-cell

fluorescence expressed by these genes (example image in Fig 4B), were consistent, statistically,

with the corresponding data obtained by flow-cytometry (Fig 4C).

Next, we converted the fluorescence distributions from flow-cytometry (25 genes in 1X and

16 genes in 0.5X) into protein number distributions. In Fig 4D we plotted our measurements

of mean protein fluorescence in 1X against the protein numbers reported in [28] for the same

genes, in order to obtain a scaling factor (sf = 0.09). Using sf, we estimatedMP, CV2
P , and SP of

the distribution of protein numbers expressed by the tandem promoters in (Sheets 5, 6 in S2

Table) (Section ‘Conversion of protein fluorescence to protein numbers’ in S1 Appendix).

To test the robustness of the estimation of the scaling factor, we also estimated a scaling fac-

tor from 10 other genes present in the YFP strain library [28] (listed in Table B in S3 Appen-

dix). These genes were selected as described in the section ‘Selection of natural genes

controlled by single promoters’ in S1 Appendix. Using the data from this new gene cohort

(Panel A of Fig I in S2 Appendix) reported in S3 Table, we estimated a scaling factor of 0.08,

supporting the previous result. Meanwhile, since when merging the data from tandem and sin-

gle promoters, the resulting scaling factor equals 0.09 (Panel B of Fig I in S2 Appendix), we

opted for using 0.09 from here onwards.

We also tested how sensitive the estimated scaling factor is to the removal of data points.

Specifically, for 1000 times, we discarded N randomly selected data points, and estimated the

resulting scaling factor. We then compared, for each N, the mean and the median of the distri-

bution of 1000 scaling factors (Fig J in S2 Appendix). Since the median is not sensitive to outli-

ers, if mean and median are similar, one can conclude that the scaling factor is not biased by a

few data points. Visibly, the mean and the median only start differing for N larger than 6,

which corresponds to nearly 30% of the data.

Log-log relationship between the mean single-cell protein numbers of
tandem promoters and the other moments

We plottedMP against CV2
P and SP in log-log plots, in search for the fitting parameters, ‘C1’

and ‘C2’, to estimate the rate of protein production per RNA (Eq 10). To increase the state

space covered by our measurements, in addition to M9 media (named ‘1X’), we also used

diluted M9 media (named ‘0.5X’), known to cause cells to have lower RNAP concentrations

(Fig 5A) (Section ‘Strains and growth conditions’ in the S1 Appendix), without altering the

division rate (Panels A and B of Fig K in the S2 Appendix). We note that 1X and 0.5X only

refer to the degree of dilution of the original media and not to how much RNAP concentration

and consequently, protein concentrations, were reduced by media dilution. From the same fig-

ures, we attempted stronger dilutions, but no further decreases in RNAP concentration were

observed and the growth rate decreased.

Next, from Fig 5B, most genes (of those expressing tangibly in both media) suffered similar

reductions (well fit by a line) in protein numbers with the media dilution, as expected by the

model of gene expression (Eqs 8 and 9). This linear relationship could also be interpreted as

evidence that the difference in expression of these genes between the two conditions is not

affected by TFs in our measurement conditions. Namely, if TF influences existed, and TF

numbers changed, they would likely be diversely affected by their output genes (weakly and

strongly activated, repressed, etc.) and, thus, our proteins of interest would not have changed

in such similar manners (linearly).
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Meanwhile, as in [42,44], CV2
P decreases linearly withMP (log-log scale), irrespective of

media (R2> 0.8 in all fitted lines), in agreement with the model (Fig 5C). Fitting Eq 10 to the

data, we extracted C1 in each condition. SP also decreases linearly withMP, irrespective of the

media (Fig 5D). Similar to above, Eq 11 was fitted to each data set and C1 and C2 were obtained

(R2> 0.6 for all lines).

Since C1 from Fig 5C and 5D differed slightly (likely due to noise), we instead obtained C1

and C2 values that maximized the mean R2 of both plots. Using ‘fminsearch’ function in

MATLAB [45], we obtained C1 = 72.71 and C2 = 16.94 (R2 of 0.80 and 0.61, respectively) for

Fig 5C and Fig 5D, respectively.

Inference of parameter values and model predictions as a function of dTSS
We next used the model, after fitting, to predict how dTSS and the promoters’ occupancy regu-

late the moments of the single-cell distribution of protein numbers (MP, CV2
P , and SP) under

Fig 5. Relative RNAP concentrations along with the relationships between the moments of the single cell distributions of protein numbers. (A) Relative
RNAP levels measured by flow-cytometry (Section ‘flow-cytometry and data analysis’ in the S1 Appendix) in three media. (B) Scatter plot betweenMP in M9
(1X) and diluted M9 (0.5X) media. Also shown are the best fitting line and standard error and p-value for the null hypothesis that the slope is zero. (C)MP vs
CV2

P and (D)MP vs SP of single-cell protein numbers of genes with tandem promoters in M9 (1X) and M9 diluted (0.5X) media. The lines and their shades are
the best fitting lines and standard errors, respectively. ‘Merge’ stands for data from both 0.5X and 1X conditions.

https://doi.org/10.1371/journal.pcbi.1009824.g005
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the control of tandem promoters. We started by assuming the parameter values from the liter-

ature listed in Table 2 and tuned the remaining parameters.

To set the RNAP numbers in Table 2, we considered that the RNAPs affecting transcription

rates are the free RNAPs in the cell, and that, for doubling times of 30 min in rich medium,

there are ~1000 free RNAPs per cell [41]. Meanwhile, for doubling times of 60 min in minimal

medium, there are ~144 [40]. In both our media, we observed a doubling time of ~115 mins

(Fig 5B). Thus, we expect the free RNAP in 1X to also be ~144/cell or lower. Meanwhile, in

0.5X, we measured the RNAP concentration to be 17% lower than in 1X (Fig 5A) and no mor-

phological changes. Thus, we assume the free RNAP in 0.5X to equal ~120/cell.

Next, we fitted the Eqs (8) and (9) relating dTSS with log10 (MP) in all interference models

(Table 1), using the data onMP in 1X medium (Fig 6A) and the ‘fit’ function of MATLAB. For

this, we set kmax ¼ kmax
occupy ¼ kmax

ocl , for simplicity, as well as realistic bounds for each parameter to

infer. To avoid local minima, we performed 200 searches, each starting from a random initial

point, and selected the one that maximized R2. Results are shown in Table 3.

Next, we inserted all parameter values (empirical and inferred) in Eqs (10) and (11) to pre-

dict CV2
P and SP in 1X medium (Fig 6B and 6C). Also, we inserted the same parameter values

and the estimated RNAP numbers in 0.5X medium in Eqs (8–11) to obtain the analytical solu-

tions forMP, CV2
P and SP for 0.5X medium (Fig 6D,6E and 6F).

From Fig 6, the data is ‘noisy’, which suggests that it is not possible to establish if the models

are significantly different. As such, here we only select the one that best explains the data,

based on the R2 values of the fittings. Table 3 shows the mean R2 forMP, CV2
P , and SP when

confronting the model with the data. Overall, from the R2 values, the step model is the one that

best fits the data. Meanwhile, the ‘ZeroO’ model is the least accurate, which supports the exis-

tence of distinct kinetics when dTSS is smaller or larger than 35 nucleotides, which is the length

of the RNAP when committed to OC on the TSS [23–25].

In summary, the proposed model of expression of genes under the control of a pair of tan-

dem promoters is based on a standard model of transcription of each promoter, which are sub-

ject to interference, either due to occlusion of the TSSs or by RNAP occupying the TSS of the

downstream promoter. The influence of each occurrence of these events is well modeled by

linear functions of TSS occupancy times, while their dependency on dTSS is modeled by a

Table 2. Parameter values imposed identically on all models.

Parameter description Parameter Value References

Inverse of the mean time to complete OC kafter 0.005 s-1 Differs between promoters. Since empirical data lacks, we used the data
from in vivo single RNA measures for Lac-Ara-1 [20].

RNA and protein dilution due to division kdil ¼
lnð2Þ
D

1.005× 10−4 s-1 Legend of Fig H in the S2 Appendix.

RNA degradation krdeg 2.3 × 10−3 s-1 [28]

RNA decay due to dilution from cell
division and due to degradation

krd = krdeg + kdil 2.4 × 10−3 s-1 From row 2.

Protein degradation kpdeg 2.93 × 10−5 s-1 [46], estimates it to be from ~6×10−5 to ~2×10−5. We used the value in
[47], in that interval.

Protein decay due to dilution by cell
division and degradation

kpd = kpdeg
+ kdil

1.3 × 10−4 s-1 From rows 2 and 5.

Fall-off probability of the RNAP occupying
the downstream promoter

f 50% (0.5) Set here (likely sequence-dependent)

Protein production rate constant kp =
C1×(kpd+krd)

0.18 s-1 C1 is estimated here.

Free RNAP per cell [R] 144/cell in 1X and 120/cell
in 0.5X media

See main text.

https://doi.org/10.1371/journal.pcbi.1009824.t002
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continuous step function. If dTSS is larger than 35 bp, effects from the RNAP occupying the

downstream promoter can occur, else occlusion can occur.

We then confronted the analytical solutions of the step model with stochastic simulations

(Section ‘Stochastic simulations for the step inference model’ in the S1 Appendix). We first

assumed various dTSS, but fixed kbind, for simplicity. Visibly,MP, CV2
P , and SP of the stochastic

simulations are well-fitted by the analytical solution, supporting the initial assumption that

CV2
P , and SP follow a negative binomial (Fig M in the S2 Appendix).

However, natural promoters are expected to differ in kbind as they differ in sequence

[48,49]. Thus, we introduced this variability and studied whether the analytical model holds.

To change the variability, we obtained each kbind from gamma distributions (means shown in

Table 3 and CVs in Table I in the S3 Appendix). We chose a gamma distribution since its val-

ues are non-negative and non-integer (such as rate constants). Meanwhile, all parameters of

the step model, aside from kbind, are obtained from Tables 2 and 3. For dTSS � 35 and dTSS>
35, and each CV considered, we sampled 10000 pairs of values of kbind�[R], and calculatedM,

CV2 and S for each of them. Next, we estimated the average and standard deviation of each sta-

tistics. From Fig N in the S2 Appendix, if CV(kbind)<1, the analytical solution is robust. In that

the standard error of the mean is smaller thanMP/3. Notably, for such CV, the strength of the

Fig 6. Empirical data and analytical model of how dTSS influences the single-cell protein numbers of genes controlled by tandem promoters. (A)Mean,
(B) CV2, and (C) S of single protein numbers in the 1Xmedia as a function of dTSS. (D), (E), and (F) show the same for the 0.5Xmedia, respectively. Each red
dot is the mean from 3 biological repeats for a pair of promoters (S2 Table). The dots were also grouped in 3 ‘boxes’ based on their dTSS. In each box, the red
line is the median and the top and bottom are the 3rd and 1st quartiles, respectively. The vertical black bars are the range between minimum andmaximum of
the red dots. InA, all lines are best fits. In B, C,D, E, and F, all lines are model predictions, based on the parameters used to best fit A. The insets show the R2

for each model fit and prediction.

https://doi.org/10.1371/journal.pcbi.1009824.g006
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two paired promoters would have to differ unrealistically by more than 2000%, on average

(Table I in the S3 Appendix). Thus, we find the analytical solution to be reliable.

From our estimation of kp, we further estimated a protein-to-RNA ratio, MP
MRNA

¼ kp
kpd
. From

Eq 8 and Table 2, we find that
kp
kpd

~ 1418 in both media, which agrees with previous estimations

(~1832 in 27]).

Next, we used the fitted model to predict (using Eqs 8 to 11) the influence of promoter

occupancy (ω) on theMP, CV2
P and SP of upstream and downstream promoters. We set dTSS to

20 bp to represent promoters where� 35, and to 100 bp to represent promoters with dTSS>
35. Then, for each cohort, we changed ω from 0.01 to 0.99 (i.e., nearly all possible values). In

addition, we estimated these moments when kocclusion, koccupy, and ω are all set to zero (i.e., the

two promoters do not interfere), for comparison.

From Fig 7, a pair of tandem promoters can produce less proteins than a single promoter

with the same parameter values, if dTSS� 35, which makes occlusion possible. Meanwhile, if

dTSS> 35, tandem promoters can only produce protein numbers in between the numbers pro-

duced by one isolated promoter and the numbers produced by two isolated promoters. In no

case can two interfering tandem promoters produce more than two isolated promoters with

equivalent parameter values. I.e., according to the model, the interference between tandem

promoters cannot enhance production.

Meanwhile, the kinetics of the upstream (Fig 7A and panel A of Fig O in the S2 Appendix)

and downstream promoters (Fig 7B and panel B of Fig O in the S2 Appendix) only differ in

that the downstream promoter is more responsive to ω.
Finally, consider that the model predicts that transcription interference should occur in

tandem promoters, either due to occlusion if dTSS� 35 occupancy or due to occupancy of the

downstream promoter if dTSS> 35. Meanwhile, in single promoters, neither of these phenom-

ena occurs. Thus, on average, two single promoters should produce more RNA and proteins

than a pair of tandem promoters of similar strength. Using the genome wide data from [28] on

Table 3. Parameter values inferred for each model.

Interference model Inferred parameter values Average R2

(M, CV2, S)
1X medium

Average R2

(M, CV2, S)
0.5X medium

Exponential 1 kbind�[R] = 1.09 × 10−2 s-1 × (cell vol)-1

kbind = 7.53 × 10−5 s-1

kunbind = 0.84 s-1

kmax = 677.7 s-1

b1 = 5.08 × 10−2 bp-1

0.21 (Fig 6A–6C) 0.09 (Fig 6D–6F)

Exponential 2 kbind�[R] = 9.71 × 10−3 s-1 × (cell vol)-1

kbind = 6.74 × 10−5 s-1

kunbind = 0.80 s-1

kmax = 554.8 s-1

b1 = 7.92 × 10−8 bp-1

b2 = 1.47 × 10−3 bp-2

0.25 (Fig 6A–6C) 0.12 (Fig 6D–6F)

Step kbind�[R] = 6.62 × 10−3 s-1 × (cell vol)-1

kbind = 4.60 × 10−5 s-1

kunbind = 0.49 s-1

kmax = 313.4 s-1

L = 35.11 bp (by best fitting, which corresponds to 35 bp)

0.35 (Fig 6A–6C) 0.15 (Fig 6D–6F)

zero order kbind�[R] = 4.63 × 10−3 s-1 × (cell vol)-1

kbind = 3.22 × 10−5 s-1

kunbind = 0.57 s-1

kmax = 6.48 s-1

-0.007 (Fig 6A–6C) -0.12 (Fig 6D–6F)

https://doi.org/10.1371/journal.pcbi.1009824.t003
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protein expression levels during exponential growth we estimated the double of the mean

expression level (it equals 183.8) of genes controlled by single promoters (section ‘Selection of

natural genes controlled by single promoters’ in the S1 Appendix). Meanwhile, also using data

from [28], the mean expression level of genes controlled by tandem promoters equals 148 (esti-

mated from the 26 that they have reported on), in agreement with the hypothesis. Nevertheless,

this data is subject to external variables (e.g., TF interference). A definitive test would require

the use of synthetic constructs, lesser affected by external influences.

Regulatory parameters of promoter occupancy and occlusion

Since the occupancy, ω, of each of the tandem promoters is responsible for transcriptional

interference by occlusion and by RNAPs occupying the downstream promoter, we next

explored the biophysical limits of ω. Eqs 6A and 6B define the occupancies of the upstream

and downstream promoters, ωu and ωd, respectively. For simplicity, here we refer to both of

them as ω. Fig 8A shows that ω increases with the rate of RNAP binding (kbind�[R]), but only
within a certain range of (high) values of the time from binding to elongating (k�1

after). I.e.,

RNAPs need to spend a significant time in OC, if they are to cause interference, which is

expected. Similarly, ω changes with k�1
after, but only for high values of kbind�[R]. I.e., if it’s rare for

RNAPs to bind, the occupancy will necessarily be weak.

In detail, from Fig 8A, ω can change significantly within 10−2< kbind×[R]< 10 s-1 and 10−2

< k�1
after < 102 s. For these ranges, we expect RNA production rates (kr, Eqs 5A, 5B, 6B, 7 and 9)

to vary from ~10−5 (if dTSS � 35) and ~10−4 (if dTSS > 35) until 10 s-1. In agreement, in E. coli,
promoters have RNA production rates from ~10−3 to 10−1 s-1 when induced [20–21,39,50–51]

and ~10−4 to 10−6 s-1 when non-fully active [28]. Thus, ω can differ within realistic intervals of

parameter values.

Next, we estimated kocclusion, the rate at which a promoter occludes the other as a function

of dTSS and ω using Eqs 6A and 6B. kmax is shown in Table 3. To model I(dTSS) we used the
step function in Table 1. Overall, kocclusion changes linearly with ω, when and only when dTSS�
35 (Fig 8B).

Fig 7. Mean protein numbers produced as a function of other promoter’s occupancy.MP of the single-cell distribution of the number of proteins produced
(A) by the upstream promoter alone, and (B) by the downstream promoter alone. Results are shown as a function of the fraction of times that the upstream
(0.01� ωu� 0.99) and the downstream (0.01� ωd� 0.99) promoter are occupied by RNAP. The null model is estimated by setting kocclusion, koccupy, and ω to
zero.

https://doi.org/10.1371/journal.pcbi.1009824.g007
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State space of the single cell statistics of protein numbers of tandem
promoters

We next studied how much the single-cell statistics of protein numbers (MP, CV2
P , and SP) of

the upstream, ‘u’, and downstream, ‘d’, promoters changes with ωu, ωd, and dTSS. Here, ωu and

ωd are increased from 0 to 1 by increasing the respective kbind (Eqs 6A and 6B).

From Fig 9A, if dTSS� 35 bp, reducing ωd while also increasing ωu is the most effective way

to increaseMu, since this increases the number of RNAPs transcribing from the upstream pro-

moter that are not hindered by RNAPs occupying the downstream promoter. If dTSS> 35 bp,

the occupancy the downstream promoter, ωd, becomes ineffective.

Oppositely, from Fig 9B, if dTSS� 35 bp, increasing ωd while also decreasing ωd, is the most

effective way to increaseMd since this increases the number of RNAPs transcribing from the

Fig 8. Promoter occupancy ω estimated for the step model. (A) ω as a function of the rate constant for a free RNAP to bind to the unoccupied promoter
(kbind�[R]) and of the time for that RNAP to start elongation after commitment to OC, k�1

after . The horizontal black line at ω = 1, is the maximum fraction of time

that the promoter can be occupied (i.e., the maximum promoter occupancy). (B) kocclusion plotted as a function of ω and dTSS. Since kocclusion increases with ω if
and only if dTSS� 35, it renders the simultaneous occupation of both TSS’s impossible.

https://doi.org/10.1371/journal.pcbi.1009824.g008

Fig 9. Mean protein expression as a function of both promoters’ occupancy. Expected mean protein numbers due to the activity of: (A) the upstream
promoter alone, (B) the downstream promoter alone, and (C) both promoters.MP is shown as a function of the fraction of times that the upstream (0� ωu�
1) and the downstream (0� ωd � 1) promoters are occupied by RNAP, when dTSS> 35 (yellow) and dTSS� 35 (dark green) bp.

https://doi.org/10.1371/journal.pcbi.1009824.g009
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downstream promoter does not interfere by RNAPs elongating from the upstream promoter.

If dTSS > 35 bp, the occupancy the upstream promoter, ωu, becomes ineffective.

Finally, from Fig 9C, regardless of dTSS, for small ωd and ωu, as the occupancies increase,Mt

increases quickly and in a non-linear fashion. However, as both ωd and ωu reach high values,Mt

decreases for further increases, if dTSS� 35 bp. Instead, if dTSS> 35 bp, Mt appears to saturate.

From Fig P in the S2 Appendix, CV2
P and SP behave inversely toMP.

Relevantly, in all cases, the range of predicted protein numbers (Fig 9C) are in line with the

empirical values (~10−1 to 103 proteins per cell) (Fig 4D).

Discussion

E. coli genes controlled by tandem promoters have a relatively high mean conservation level

(0.2, while the average gene has 0.15, with a p-value of 0.009), suggesting that they play particu-

larly relevant biological roles (section ‘Gene Conservation’ in the S1 Appendix). From empiri-

cal data on single-cell protein numbers of 30 E. coli genes controlled by tandem promoters, we

found evidence that their dynamics is subject to RNAP interference between the two promot-

ers. This interference reduces the mean single-cell protein numbers, while increasing its CV2

and skewness, and can be tuned by ω, the promoters’ occupancy by RNAP, and by dTSS. Since
both of these parameters are sequence dependent [21,31] the interference should be evolvable.

Further, since ω of at least some of these genes should be under the influence of their several

input TFs, the interference has the potential to be adaptive.

We proposed models of the dynamics of these genes as a function of ω and dTSS, using empiri-

cally validated parameter values. In our best fitting model, transcription interference is modelled

by a step function of dTSS (instead of gradually changing with dTSS), since the only detectable dif-
ferences in dynamics with changing dTSSwere between tandem promoters with dTSS� 35 and

dTSS> 35 nucleotides (the latter cohort of genes having higher mean expression and lower vari-

ability). We expect that causes this difference tangible is the existence of the OC formation. In

detail, the OC is a long-lasting DNA-RNAP formation that occupies that strict region of DNA at

the promoter region [24,31]. As such, occlusion should share these physical features. Because of

that, when dTSS� 35, an RNAP bound to TSS always occludes the other TSS, significantly reduc-

ing RNA production. Meanwhile, if dTSS> 35, interference occurs when an RNAP elongating

from the upstream promoter is obstructed by an RNAP occupying the downstream promoter.

Meanwhile, contrary to dTSS, if one considers realistic ranges of the other model parameters,

it is possible to predict a very broad range of accessible dynamics for tandem promoter

arrangements. This could explain the observed diversity of single-cell protein numbers as a

function of dTSS (Fig 6). At the evolutionary level, such potentially high range of dynamics may

provide high evolutionary adaptability and thus, it may be one reason why genes controlled by

these promoters are relatively more conserved.

One potentially confounding effect which was not accounted for in this model is the accu-

mulation of supercoiling. Closely spaced promoters may be more sensitive to supercoiling

buildup than single promoters [52–54]. If so, it will be useful to extend the model to include

these effects [26]. Using such model and measurements of expression by tandem promoters

when subject to, e.g. Novobiocin [55], may be of use to infer kinetic parameters of promoter

locking due to positive supercoiling build-up.

Other potential improvements could be expanding the model to tandem arrangements

other than I and II (Fig 1), to include a third form of interference (transcription elongation of

a nearby gene).

One open question is whether placing promoters in tandem formation increases the robust-

ness of downstream gene expression to perturbations (e.g., fluctuations in the concentrations of
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RNAP or TF regulators). A tandem arrangement likely increases the robustness to perturbations

which only influence one of the promoters. Another open question is why several of the 102 tan-

dem promoters with arrangements I and II appeared to behave independently from their input

TFs (according to the RNA-seq data), albeit having more input TFs (1.62 on average) than

expected by chance (the average E. coli gene only has 0.95). As noted above, we hypothesize that
these input TFs may become influential in conditions other than the ones studied here.

Here, we also did not consider any influence from the phenomenon of “RNAP coopera-

tion” [56]. This is based on this being an occurrence in elongation, and we expect interactions

between two elongating RNAPs to rarely affect the interference between tandem promoters

[9]. However, potentially, it could be of relevance in the strongest tandem promoters.

Finally, a valuable future study on tandem promoters will require the use of synthetic tan-

dem promoters (integrated in a specific chromosome location) that systematically differ in

promoter strengths and nucleotide distances. This would allow extracting parameter values

associated to promoter interference to create a more precise model than the one based on the

natural promoters (which is influenced by TFs, etc). Similarly, measuring the strength of indi-

vidual natural promoters would contribute to this effort.

Overall, our model, based on a significant number of natural tandem promoters whose

genes have a wide range of expression levels, should be applicable to the natural tandem pro-

moters not observed here (at least of arrangements I and II), including of other bacteria, and

to be accurate in predicting the dynamics of synthetic promoters in these arrangements.

Currently, predicting how gene expression kinetics change with the promoter sequence

remains challenging. Even single- or double-point mutants of known promoters behave

unpredictably, likely because the individual sequence elements influence the OC and CC in a

combinatorial fashion. Consequently, the present design of synthetic circuits is usually limited

to the use of a few promoters whose dynamics have been extensively characterized (Lac, Tet,

etc.). This severely limits present synthetic engineering.

We suggest that a promising methodology to create new synthetic genes with a wide range

of predictable dynamics is to assemble well-characterized promoters in a tandem formation,

and to tune their target dynamics using our model. Specifically, for a given dynamics, it is pos-

sible to invert the model and find a suitable pair of promoters with known occupancies and

corresponding dTSS (smaller or larger than 35), which achieve these dynamics. A similar strat-

egy was recently proposed in order to achieve strong expression levels [57]. Our results agree

and further expand on this by showing that the mean expression level can also be reduced and

expression variability can further be fine-tuned.

Importantly, this can already be executed, e.g., using a library of individual genes whose

expression can be measured [28]. From this library, we can select any two promoters of inter-

est and arrange them as presented here, in order to obtain a kinetics of expression as close as

possible to a given target. Note that these dynamics have a wide range, from weaker to stronger

than that of either promoter (albeit no stronger than their sum, Fig 9C). Given the number of

natural genes whose expression is already known and given the present accuracy in assembling

specific nucleotide sequences, we expect this method to allow the rapid engineering of genes

with desired dynamics with an enormous range of possible behaviours. As such, these con-

structs could represent a recipe book for the components of gene circuits with predictable

complex kinetics.

Materials andmethods

Using information from RegulonDB v10.5 as of 30th of January 2020 [58], we started by

searching natural genes controlled by two promoters (Section ‘Selection of natural genes
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controlled by tandem promoters’ in the S1 Appendix). Next, we studied their evolutionary

conservation and ontology (Sections ‘Gene conservation’ and ‘Gene Ontology’ in the S1

Appendix) and analysed their local topological features within the TFN of E. coli (Section ‘Net-

work topological properties’ in the S1 Appendix).

RNA-seq measurements were conducted in two points in time (Section ‘RNA-seq measure-

ments and data analysis’ in the S1 Appendix), to obtain fold changes in RNA numbers of genes

controlled by tandem promoters with arrangements I and II, their input TFs, and their output

genes (Fig 1). We used this data to search for relationships between input and output genes.

Next, a model of gene expression was proposed, and reduced to obtain an analytical solu-

tion of the single-cell protein expression statistics of tandem promoters (Sections ‘Derivation

of mean protein numbers at steady state produced by a pair of tandem promoters’ and ‘CV2

and skewness of the distribution of single-cell protein numbers of model tandem promoters’

in the S1 Appendix). This analytical solution was compared to stochastic simulations con-

ducted using the simulator SGNS2. (Section ‘Stochastic simulations for the step inference

model’ in the S1 Appendix).

We collected single-cell flow-cytometry measurements of 30 natural genes controlled by

tandem promoters (Section ‘Flow-cytometry and data analysis’ in the S1 Appendix) to validate

the model. For this, first, from the original data, we subtracted the cellular background fluores-

cence (Section ‘Subtraction of background fluorescence from the total protein fluorescence’ in

the S1 Appendix). Then, we converted the fluorescence intensity into protein numbers (Sec-

tion ‘Conversion of protein fluorescence to protein numbers in the S1 Appendix). From this

we obtained empirical data onM, CV2, and S of the single-cell distributions of protein num-

bers in two media (Sections ‘Media and chemicals’ and ‘Strains and growth conditions’ in the

S1 Appendix). Flow-cytometry measurements were also compared to microscopy data, sup-

ported by image analysis (Section ‘Microscopy and Image analysis’ in the S1 Appendix), for

validation.

Comparing the data from RegulonDB (30.01.2020) used here, with the most recent

(21.07.2021), we found that the numbers of genes controlled by tandem promoters of arrange-

ments I and II differed by ~4% (from 102 to 98). Regarding those whose activity was measured

by flow-cytometry, this difference is ~3% (30 to 31). Globally, 163 TF-gene interactions dif-

fered (~3.4%) while for the 98 genes controlled by tandem promoters of arrangements I and

II, only 10 TF-gene interactions differ (~2.7%). Finally, globally the numbers of TUs differed

by ~1%, promoters by ~0.6%, genes by ~1%, and terminators by ~15% (which did not affect

the genes studied, as they changed by ~4% only). These small differences should not affect our

conclusions.

Finally, a data package is provided in Dryad [59] with flow-cytometry and microscopy data

and codes used. The RNAseq data has been deposited in NCBI’s Gene Expression Omnibus

[60] and are accessible through GEO Series accession number GSE183139 (https://www.ncbi.

nlm.nih.gov/geo/query/acc.cgi?acc=GSE183139).

Dryad DOI

10.5061/dryad.bnzs7h4bs.
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S1 Appendix: Extended Materials and Methods 

Selection of natural genes controlled by tandem promoters  

We define a pair of tandem promoters as two promoters in a head-to-tail formation transcribing the 

same gene, as in [1]. In order to find them in the genome of E. coli, from RegulonDB, we obtained the 

lists of all known transcription units (TUs), promoters (defined as stretches of 60 upstream and 20 

downstream nucleotide sequences from a TSS), gene sequences, TFs, and terminators [2]. 

From the list of TUs (3560), we extracted all genes (510) under the control of two and only two promoters 

in tandem formation with known TSS and DNA strand (information from the promoters’ list). Then, we 

calculated the nucleotide distance between their pair of TSSs (dTSS) and obtained the start and end 

positions of their sequence in the DNA. As a side note, we found additional 321 genes controlled by 

more than two promoters in tandem formation, which are not accounted for as they are not included in 

the model, for simplicity. 

Next, we removed all genes with another gene or promoter sequence (associated to a TU) located in 

the opposing strand anywhere between the start of the upstream promoter and the end of the gene 

sequence (186 out of 510) since their dynamics may be subject to interference from convergent RNAPs 

[1,3,4]  

Out of the remaining 324 genes, only 152 are in the first position of a TU or in a TU with only one gene. 

Since evidence suggests that the existence of multiple genes in a TU influences their transcription 

significantly, due to premature terminations, distance to the promoter etc. [5,6], we opted for keeping 

only those 152 genes. Subsequently, from the list of terminators, we obtained their start and end 

positions and DNA strand and filtered out (9 out of 152) genes with a terminator sequence in between 

the beginning of the upstream promoter and the end of the gene sequence, due to potential enhanced 

premature terminations. Finally, from these, we only considered promoter pairs (102 out of the 143 

genes) such that no gene is coded in the regions containing them or the space in between them (Fig 

1), so that elongation of other genes do not perturb their transcription.  

Finally, of these 102 genes, we measured the expression levels at the single-cell level of 30 of them 

(Table A in S3 Appendix) using a YFP strain library [7]. These genes are of the categories ‘I’ (9 genes) 

and ‘II’ (21 genes) in Fig 1. Their dTSS range from 84 to 173, and from 3 to 73 nucleotides, respectively. 

Selection of natural genes controlled by single promoters  

To select natural genes controlled by single promoters in the genome of E. coli, from RegulonDB, we 

obtained the lists of all known transcription units (TUs), promoters, gene sequences and terminators [2]. 

From the list of TUs (3560), we extracted all genes (1760) under the control of one and only one 

promoter with known TSS and DNA strand (information from the promoters’ list). Next, we filtered out 

all genes with another gene or promoter sequence (associated to a TU) located in the opposing strand 



anywhere between the start of the promoter and the end of the gene sequence (446 out of 1760) since 

their dynamics may be subject to interference from convergent RNAPs [1,3,4] Out of the remaining 

1314 genes, only 649 are in the first position of a TU or in a TU with only one gene and no other 

promoter sequence (associated to another TU) between the promoter and the end of the gene of 

interest. Since evidence suggests that the existence of multiple genes in a TU influences their 

transcription significantly, due to premature terminations, distance to the promoter etc. [5,6], we opted 

for keeping only those 649 genes. Subsequently, from the list of terminators, we obtained their start and 

end positions and DNA strand and filtered out (36 out of 649) genes with a terminator sequence in 

between the promoter and the end of the gene sequence, due to potential enhanced premature 

terminations. Finally, of these 613 genes, we obtained data on the expression levels of 126 genes from 

[7], which we used to compare expression levels of genes controlled by tandem promoters and genes 

controlled by single promoters. 

Meanwhile, for purposes of validating the scaling factor between protein fluorescence and numbers, of 

these 613 genes, we measured the expression levels at the single-cell level of 10 of them, randomly 

selected (Table B in S3 Appendix) [7]. 

Gene Conservation 

From a list of 5443 reference bacterial genomes [8], we used the Rentrez package [9] to obtain which 

genes are present in each genome. Next, we removed those genomes without gene entries (1310). 

Using the remaining genomes, we estimated the evolutionary conservation of each gene in the genome 

of MG1655 (GCF_000005845.2_ASM584v2), including those controlled by tandem promoters, by the 

ratio between the number of genomes where the gene is present, and the total number of genomes 

considered. Fig Q in S2 Appendix shows the conservation levels as a function of dTSS of the tandem 

promoters controlling the genes’ expression. 

Gene Ontology (GO) 

For gene ontology representations, we performed overrepresentation tests using the PANTHER 

Classification System [10], which finds statically significant overrepresentations using Fisher’s exact 

tests. For p-values < α (here set to 0.05), the null hypothesis that there are no associations between 

the gene cohort and the corresponding GO of the biological process is rejected, which we interpret as 

the gene cohort being associated with corresponding GO of the biological process.  

Network topological properties 

By ‘network topological property’ we refer to some feature of a gene that is related to how that gene is 

integrated with the network formed by TFs linking genes. We used Cytoscape [11] to extract these 

features for the genes controlled by tandem promoters from the known transcription factor (TF) network 



of E. coli, using information from RegulonDB v10.5 on all known transcription factors (TFs) and their 

binding sites [2].  

Next, for the two cohorts of genes with dTSS larger or not than 35 bps, based on definitions in [12], we 

calculated (Table C in S3 Appendix) the mean and standard error of each cohort’s average shortest 

path length (minimum number of edges between pairs of genes), clustering coefficient (fraction of input 

nodes to a node that are also linked), eccentricity (maximum non-infinite shortest path length between 

the node and another node in the network), edge count (number of edges/nodes that are connected to 

the node), indegree (number of incoming edges), neighbourhood connectivity (average connectivity of 

all nearest neighbours), and outdegree (number of outgoing edges).  

For each feature, we also obtained a p-value, which is the probability that the genes of the cohort have 

a smaller mean than the mean from all genes of E. coli. This probability is estimated from 105 cohorts 

assembled from random samples from all genes with replacement, using a non-parametric bootstrap 

method. The sample size is equal to the size of the cohort being compared with. 

Media and chemicals 

Measurements were performed in Luria-Bertani (LB) and M9 media (standard and diluted). The 

chemicals, such as tryptone, sodium chloride, agarose, MEM amino acids (50X), MEM Vitamin solution 

(100X), Glucose and antibiotic chloramphenicol, etc. were purchased from Sigma Aldrich. Yeast extract 

was purchased from Lab M (Topley House, Bury, Lancashire, UK). The components of LB medium 

were 10 g tryptone, 10 g NaCl, and 5 g yeast extract in 1000 mL distilled water. For M9 medium, the 

components were 1x M9 Salts, 2 mM MgSO4, 0.1 mM CaCl2; 5x M9 Salts with 34 g/L Na2HPO4, 15 

g/L KH2PO4, 2.5 g/L NaCl, 5 g/L NH4Cl supplemented with 100X vitamins, 0.2% Casamino acids and 

0.4% glucose. We also used ‘0.5X’ and ‘0.25X’ media by diluting the M9 medium to 1:1 and to 1:3 

respectively, using autoclaved distilled water [13-16]. 

Strains and growth conditions 

To measure RNA polymerase (RNAP) levels at different medium, we used the RL1314 strain with RpoC 

endogenously tagged with GFP (generously provided by Robert Landick), which was engineered from 

the W3110 strain (used here to measure background fluorescence).  

To measure single-cell protein levels of genes controlled by tandem promoters, we used genes 

endogenously tagged with the YFP coding sequence from the YFP fusion library [7]. These were 

purchased from the E. coli genetic stock center (CGSC) of Yale University, U.S.A. (Table B in S3 

Appendix), which has wild type MG1655 cells as the reference genome (and thus was used to measure 

cellular background fluorescence). Measurements of protein levels using this library are expected to be 

precise for a wide range of expression levels, given evidence for strong correlation in single gene 

expression levels when measured by RNA-fish, RNA-seq, mass spectrometry and flow cytometry (taken 

using the YFP library) [7]. The lesser accurate estimations occur for the weakest expressing genes 



[7][17], due to their values being near the level of cellular autofluorescence. For this reason as well, we 

do not consider all of the 30 genes in our analysis as described in the Results section. 

From a glycerol stock (-80°C), cells were streaked on LB agar plates with the appropriate antibiotics 

and incubated at 37°C overnight. From the plates, a single colony was picked, inoculated in LB medium 

and supplemented with appropriate antibiotics and incubated at 30°C overnight with shaking at 250 rpm. 

Next, overnight cultures were diluted into freshly prepared tailored media (see ‘Media and Chemicals’), 

with appropriate antibiotics with an O.D600 of 0.03 (Optical Density, 600 nm; Ultrospec 10, Amersham 

biosciences, UK) and allowed to grow at 30°C with shaking at 250 rpm until reaching the mid-

exponential phase (O.D600 ~0.4-0.5). At this stage, measurements of protein levels were conducted 

using flow-cytometry and/or microscopy. 

Growth curves 

Growth curves were measured by O.D600 using a spectrophotometer (Ultrospec 10; GE Healthcare). 

From the overnight culture, cells were diluted (1:10000) into the respective fresh media and allowed to 

grow while shaking (250 rpm). O.D.’s were recorded for 450 min. every 30 min. We performed 3 

biological replicates for each condition. We found negligible variability between replicates. The results 

shown are the averages and standard error of the mean. 

Microscopy and image analysis 

When reaching the mid-exponential growth phase, cells were pelleted by centrifugation (10000 rpm for 

1 min), and the supernatant was discarded. The pellet was re-suspended in 100 µL of the remaining 

medium Next, 3 µL of cells were placed in between 2% agarose gel pad and a coverslip and imaged 

using a confocal microscopy with a 100X objective. The fluorescence was measured with a 488 nm 

laser and a 514/30 nm emission filter. Phase-contrast images were simultaneously acquired for 

purposes of segmentation and to assess health, morphology, and physiology. 

Using the software CellAging [18], from phase contrast images, we segmented cells semi-automatically, 

correcting errors manually. Next, phase-contrast and corresponding fluorescence images were aligned 

to extract single-cell fluorescence intensities (example image in Fig 4B). We then performed 

background subtraction, i.e., from each cell’s total fluorescence we subtracted the mean fluorescence 

of control cells, not expressing YFP. 

RNA-seq measurements and data analysis  

We searched for correlations between the LFCs over time of genes controlled by tandem promoters 

(‘Tg’) and the LFCs over time of their output genes (‘Og’) as well as their input genes (‘Ig’).  

Given known rates of RNA and protein production and degradation in E. coli [7, 19-22], we expect 

changes in RNA numbers to take at least 60 min. on average, to propagate to protein numbers. Thus, 



we performed RNA-seq of cells in exponential growth phase at moments ‘0 min’, and then 20 and 180 

mins. later. We then calculated LFCs between 0 and 20 min, and between 0 and 180 min.  

Specifically, to assess if LFCs in Ig propagate to Tg, we compared changes in Ig between moments 0 

and 20, with changes in Tg between moments 0 and 180 min. Similarly, to assess LFCs in Tg propagate 

to Og, we compared changes in Tg between moments 0 and 20, with changes in Og between moments 

0 and 180 min. Results are shown in Panels A and B of Fig D in S2 Appendix. 

Sample preparation 

For RNA-seq experiments, single colonies of K12 MG1655 cells were picked from LB Agar plates and 

inoculated into 5 ml of LB medium. Cultures were grown overnight with shaking at 250 rpm. Next, these 

cultures were diluted to O.D600 of 0.05 in fresh LB medium and incubated, with a 250 rpm agitation. 

RNA-seq was performed over time (0, 20 and 180 min). Total RNA from 3 independent biological 

replicates in each medium was extracted using RNeasy kit (Qiagen). RNA was treated twice with DNase 

(Turbo DNA-free kit, Ambion) and quantified using Qubit 2.0 Fluorometer RNA assay (Invitrogen, 

Carlsbad, CA, USA). Total RNA amounts were determined by gel electrophoresis, using a 1% agarose 

gel stained with SYBR safe (Invitrogen). RNA was detected using UV with a Chemidoc XRS imager 

(Biorad).  

Sequencing was performed by GENEWIZ, Inc. (Leipzig, Germany). The RNA integrity number (RIN) 

was obtained with the Agilent 4200 TapeStation (Agilent Technologies, Palo Alto, CA, USA). Ribosomal 

RNA depletion was performed using Ribo-Zero Gold Kit (Bacterial probe) (Illumina, San Diego, CA, 

USA). RNA-seq libraries were constructed using NEBNext Ultra RNA Library Prep Kit (NEB, Ipswich, 

MA, USA). Sequencing libraries were multiplexed and clustered on 1 lane of a flow-cell. Samples were 

sequenced using a single-index, 2x150 bp paired-end (PE) configuration on an Illumina HiSeq 

instrument.  Image analysis and base calling were conducted with HiSeq Control Software (HCS).  Raw 

sequence data (.bcl files) were converted into fastq files and de-multiplexed using Illumina bcl2fastq 

v.2.20. One mismatch was allowed for index sequence identification. 

Data analysis 

RNA-seq data analysis pipeline was: i) RNA sequencing reads were trimmed with Trimmomatic [23] 

v.0.39 to remove possible adapter sequences and nucleotides with poor quality. ii) Trimmed reads were 

mapped to the reference genome, E. coli MG1655 (NC_000913.3), using the using the STAR aligner 

v.2.5.2b, which outputs BAM files [24]. iii) Then, ‘featureCounts’ from the Rsubread R package v.1.34.7 

was used to calculate unique gene hit counts [25]. iv) These counts were used for the differential 

expression analysis. Genes with less than 5 counts in more than 3 samples, and genes whose mean 

counts are less than 10 were removed from further analysis. We used the DESeq2 R package v.1.24.0 

[26] to compare gene expression between groups of samples and calculate p-values and log2 of fold 

changes using Wald tests (function nbinomWaldTest). P-values were adjusted for multiple hypotheses 

testing (Benjamini–Hochberg, BH procedure, [27]). 



Flow-cytometry and data analysis 

We measured single-cell fluorescence using a ACEA NovoCyte Flow Cytometer (ACEA Biosciences 

Inc., San Diego, USA). Upon reaching the mid-exponential phase (OD~0.4-0.5), cells were diluted 

(1:10000) into 1 mL of phosphate buffer saline (PBS) solution and vortexed for 5 s. For a single run, 

50000 events were collected at a flow rate of 14 µL/minute and a core diameter of 7.7 mm using the 

Novo Express software using a blue laser (488 nm) for excitation. We obtained the height of the 

fluorescein isothiocyanate channel (FITC-H) (530/30 nm filter). A PMT voltage of 600 volts was set for 

FITC. To avoid background signal from particles smaller than bacteria, the detection threshold was set 

to 5000 for FSC-H analyses. Three biological replicates were performed per condition.  

We applied unsupervised gating [28] to the flow-cytometry data, setting the fraction of single-cell events 

used in the analysis, α, to 0.99. We proved to be enough to remove non-cell events due to debris, 

doublets, fragments, cell clumps, and other undesired events. Reducing α did not change the results 

qualitatively.  

To remove outliers from the flow-cytometry distributions, we applied secondary gating. In detail, we 

sorted the data based on FITC-H values and calculated the difference between consecutive samples. 

Then, we obtained the indices of those differing by more than 10000 (approximately 10 times the mean 

fluorescent level observed). Next, we obtained the minimum of those indices to define the upper bound. 

Finally, values above this index were considered an outlier and discarded. In all measurements, never 

more than 10000 events were discarded, thus, more than 40000 were used for the analysis. 

Subtraction of background fluorescence from total protein 
fluorescence in flow-cytometry 

First, we collected mean background fluorescence from distributions of cells not carrying YFP. Then we 

measured the distributions of fluorescence of cells carrying the protein tagged with YFP. Having this, 

the protein fluorescence ‘g’ of a gene is obtained by subtracting mean background fluorescence ‘bg’ 

from the (total ‘T’) measured fluorescence. For the mean (M) protein fluorescence from a cell population, 

we write: 

( ) ( ) ( )M g M T M bg= −         (1) 

Similarly, the variance ‘Var’ is obtained by: 

( ) ( ) ( )= −Var g Var T Var bg        (2) 

The CV2 of the distribution protein fluorescence of a gene after background subtraction is: 
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Finally, the third moment of protein fluorescence and the skewness after background subtraction are 

given by: 

( )3 3 3( ) ( )  = −g T bg         (4) 
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g
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After background subtraction, any genes with negative means, variance or third moment, will not be 

included in the data (except in Fig F in S2 Appendix for illustrative purposes). 

Conversion of protein fluorescence into protein numbers 

To convert protein fluorescence into protein numbers, we made a correlation plot between the mean 

protein fluorescence measured in our lab (after background subtraction) and the mean protein numbers 

reported in [7] for the same genes. We fitted a line to the data points by forcing the intercept with the Y 

axis to be at zero. The slope of the fitted line is used as a scaling factor (~0.09) with an R2 value of 0.68 

(Fig 4D). For protein fluorescence to protein numbers correction only the mean gets changed whereas 

the normalised moments CV2 and S remain unchanged. 

Analytical model of mean RNA levels controlled by a single 
promoter in the absence of a closely spaced promoter 

From Reactions 1c1 and 1a4 in the main manuscript, for an isolated promoter, one would have: 
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Since necessarily:  
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From equations 9 and 10: 
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Note that, by definition (main manuscript, equations 6a and 6b), the fraction of time that an RNAP is 

bound to the promoter, ω, should equal Poccupied in (12). Meanwhile, at steady state, Relongbecomes: 
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From equations 12 and 14: 
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At steady state, the mean RNA numbers, MRNA, is: 
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From equations 15 and 16s: 
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From S18, the RNA numbers at steady state do not depend on kelong. 

Derivation of mean protein numbers at steady state 
produced by a pair of tandem promoters 

For the upstream promoter, from (1c1), (1a3), and (1a4) in the main manuscript, at steady state: 
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elong elong d rd

d RNA
R k f RNA k

dt
=   −  −  =    (19) 

From this and equation 6b in the main manuscript: 
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Meanwhile, for the downstream promoter, from reactions (2a1), (2a2), and (2a3) in the main manuscript, 

at steady state: 
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Having this, since at steady state the RNA numbers produced by a pair of tandem promoters should 

equal the sum of RNA numbers from the upstream (S20) and downstream (S22) promoters, we have: 
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Thus, the mean protein numbers is: 
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If the upstream and downstream promoters have similar strengths, i.e., if d u
bind bindk k , 

d u
unbind unbindk k , and d u

after afterk k , we can expect that:  =d u ,
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equation above becomes: 
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Here, the symbols “u” and “d” are removed, as they no longer imply potentially different amounts. Having 

this, let kr be the effective transcription rate constant of a pair of tandem proteins. It should equal:  
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Thus, from equation 25 and 26: 
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CV2 and skewness of the distribution of single-cell protein 
numbers of model tandem promoters 

The distributions of protein numbers in E. coli cells, can, in general, be well approximated by a Gamma 

or by a negative binomial distribution [7]. We assume here a negative binomial distribution. For a given 

number of events, if r is the number of failures, p is the probability of success per event, and an ‘event’ 

is an attempt to produce a protein, then the mean, variance, and skewness of the single-cell distribution 

of protein numbers should equal: 
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The relationship between the mean, CV2 could be written as: 
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Substituting (S28) and (S29) in (S31) 
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Rewriting the above equation by assuming a scaling factor C1 as: 
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Taking log10 on both sides 
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From [17], C1 is approximated as  
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 =  are the lifetimes of proteins and RNAs, respectively. The above equation is 

rewritten as: 
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From (S28) and (S30), the relationship between the mean, skewness could be written as: 
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The equation can be rewritten assuming constant C2 as: 
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Taking log10 on both sides 
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= − P PS C M      (42) 



The constants C1 and C2 are related as follows. From equation 33:  

1
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Inserting S43 in S40: 
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The equation can be rewritten as 
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1
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         (45) 

Stochastic simulations for the step inference model 

Stochastic simulations of the models were done using the stochastic gene network simulator SGNS2 

[29]. These stochastic models were compared to the analytical solutions to assess how much variability 

can there be in  bindk R  without the analytical solution deviating too much.  

First, to compare analytical and stochastic solutions, we set dTSS between 0 and 180 with an increment 

of 30. For each dTSS, we calculated the occlusion rate constant (kocclusion) for upstream and downstream 

promoters (Equations 5a and 5b in the main manuscript). The other parameters are listed in Tables 2 

and 3 in the main manuscript. To obtain protein numbers at steady state, we have set the simulation 

time to 105 seconds and performed 1000 runs per condition. From these runs, for each condition, we 

calculated the mean, CV2 and skewness, along with their standard errors using bootstrapping (104 

resampling with replacement). Additional runs would slightly decrease the deviation between the two 

solutions. 
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S2 Appendix: Supporting Figures 

Fig A. Other arrangements of tandem promoters in E. coli. Unlike the arrangements I and II in Fig 

1 in the main manuscript, the arrangements here (III-XI) allow for overlaps with or in between other 

gene(s). The red, green, and blue rectangles are DNA regions coding for RNA. These arrangements 

are not considered in this study. Figure created with BioRender.com. 



 

Fig B. Local alignment scores. Local alignment scores between known pause sequences and the 

sequences in between the tandem promoter regions (grey bars). Also shown by red circles are the 

alignment scores between each pause sequence and randomly generated sequences with the same 

dTSS as the natural genes. The minimum alignment score to be considered significant is shown by a 

dashed black line. Finally, the blue vertical dashed line at dTSS = 35 bp shows the separation between 

genes subject to occlusion or not. 



 

 

Fig C. Correlation of the moments of the single-cell protein numbers between genes and their 
input TFs. Scatter plots between the moments of the single-cell protein numbers (in log10 scale) of 
genes regulated by tandem promoters (‘Tandem’) and their input TFs. (A) Mean, (B) CV2, and (C) 
Skewness. The blue line is the best linear fit, and its shadow is the standard error of the fit. The p-value, 
P is the probability that the slope of the line equals 0. If P < 0.05, there is a statistically significant 
correlation. The genes used in these results are listed in Table E in S3 Appendix. The axes differ widely 
in scales between the figures to facilitate visualization of the relationships. 

Fig D. Correlation of RNA fold changes of genes and their input TFs. Correlation plots between 

the LFCs of the RNA numbers of genes controlled by tandem promoters with their input and output 

genes. (A) LFCs (from 0 to 20 min) of 29 genes expressing input TFs plotted against the corresponding 
LFCs (from 0 to 180 min) of the genes controlled by tandem promoters. (B) LFCs (from 0 to 20 min) of 

genes controlled by tandem promoters plotted against the corresponding LFCs of their output genes 

(from 0 to 180 min). A total of 43 TF-gene interactions were analysed. RNA-seq measurements 

described in section “RNA-seq Measurements and Analysis in S1 Appendix”. The black line is the best 

linear fit and the grey shadow area is the standard error of the fit. The blue horizontal lines inside the 

boxes are the median, the top of the boxes are the 3rd quartile (Q3) and the bottom of the boxes are 

the first quartile (Q1). The error bars at the top and bottom range from (Q3+1.5*IQR) to (Q1-1.5*IQR), 



with an interquartile range: IQR = Q3 – Q1. The three box plots correspond to the data points with LFCs 

< 0, LFC between 0 and 0.5, and LFC > 0.5. Related to Table E and F in S3 Appendix. 

 

 

Fig E. Relationship between expression levels of the genes controlled by tandem promoters and 
the distance in nucleotides (bp) from the upstream promoter and the Oric region in the DNA. 
Data from 25 genes for the 1X condition. Also shown in a linear fit and the corresponding 1 standard 

error of the fit (shadow area). The p-value, P, is the probability that the slope of the line equals 0. 

 

 
Fig F. Correlation plot between the mean single-cell RNA levels (MRNA) and the mean single-cell 
protein numbers (MP). Both data are obtained from Ref. [28] in main manuscript and are processed to 
include only genes controlled by tandem promoters (classes I and II, Table H in S3 Appendix). The line 
is the best linear fit to the data, and its shadow area is the standard error of the fit. The p-value, P is the 
probability that the slope of the line equals 0. Since P < 0.05, we conclude that MRNA and MP are 
significantly correlated. The black balls correspond to 4 genes that were not considered when fitting the 
line, due to being outliners. In our own data, cells carrying these same 4 genes exhibited a fluorescence 
that was equal or lower than the cellular background fluorescence in either 1X or 0.5X media.  
 



 

Fig G. Models of transcription interference. Models of transcription interference between RNAPs in 

tandem promoters as a function of the dTSS between them. (A) ‘Exponential 1’ as a function for different 

values of ‘b1’. (B) ‘Exponential 2’ as a function at different values of ‘b2. (C) Continuous ‘step-like’ 

function for different values of ‘L’ (which is the dTSS at which the step occurs). (D) Zero order polynomial 

for different values of 
max
oclk . See Table 1 in the main manuscript for the definitions of these models and 

variables within. 

 



 
Fig H. Protein florescence distributions. Protein florescence distributions of genes controlled by 
tandem promoters measured by flow-cytometry. Each protein is tagged with a YFP (YFP strain library). 
Only 1 of 3 biological replicates is shown per gene. (A) M9 medium (1X). (B) Diluted M9 medium (0.5X). 
‘MG1655’ are control cells, not carrying YFP. Protein fluorescence is shown in arbitrary units. 

 



 

Fig I. Estimation of scaling factors using data from genes controlled by single promoters. A) 
Mean single-cell protein fluorescence (own measurements of genes controlled by single 
promoters) plotted against the corresponding mean single-cell protein numbers reported in 
[28]. From the equation of the best fitting line without y-intercept (y-intercept = 0), we obtained 
a scaling factor, sf, equal to 0.08. B) Same as (A) but the own measurements are of both single 
promoters and tandem promoters, merged. From the equation of the best fitting line without y-
intercept (y-intercept = 0), we obtained a scaling factor, sf, equal to 0.09. 

 

 
Fig J. Sensitivity test. Mean and median of scaling factor varies as a function of number of data points 

randomly dropped. 



 

Fig K. Growth curves and doubling times. A. Optical density (OD600) curves of E. coli MG1655 cells 

grown in 0.25X,0.5X and 1X media (section ‘Media and Chemicals’ in S1 Appendix). B. From these 

curves, the doubling time was estimated to be ~112 min in 0.5X and ~118 min in 1X. We used 115 min 

doubling time in the models. The estimation is made using the formula 
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 , with t2 and t1 being the end and start times (in minutes), 

respectively. They are marked by two vertical dashed black lines. The error bars denote the standard 

error of the mean. Ref. [28] in main manuscript reported ~150 min using 96 well-plates in the same 

conditions. The fact that we used culture tubes may explain the difference. 

 

 

Fig L. Mean R2 of the step interference model. Mean R2 of the step interference model to the 1X data 

in Fig 6A, 6B, and 6C, as a function of L (dTSS at which the step of the step function occurs). The Mean 



R2 is visibly maximized at L = 35, which marked by a grey dashed line. Relates to Fig 6 in the main 

manuscript. 

Fig M. Confronting the solutions of the analytical and stochastic model. (A) log10 of mean protein 

numbers, (B) log10 of CV2 of protein numbers and (C) log10 of Skewness of protein numbers as a function 

of dTSS. The blue line is the analytical solution of the step model. The blue dots are the mean results of 

stochastic simulations of the step model. The parameters used are shown in Tables 2 and 3 in the main 

manuscript. See Section ‘Stochastic simulations for the step interference model’ in S1 Appendix. 



 



 

Fig N. Solutions of the analytical model for different levels of variability of  bindk R . (Top) 

Mean, (Middle) CV2 and (Bottom) S of single-cell protein numbers produced by tandem promoters when 

dTSS ≤ 35 (left) and dTSS > 35 (right). The green bar is the analytical solution with 

 ( ) 0bindCV k R = . The other bars are from analytical solutions for various degrees of variability 

of  bindk R  of each promoter. 

 

Fig O. Variability and skewness in single-cell protein numbers produced from an upstream and 

from a downstream promoter as a function of promoter occupancy of the other promoter. 2
PCV  

and SP of the single-cell distribution of the number of proteins produced (A1 and A2) by the upstream 

promoter alone, and (B1 and B2) by the downstream promoter alone. Results are shown as a function 

of the fraction of times that the upstream (0.01 ≤ ωu ≤ 0.99) and the downstream (0.01 ≤ ωd ≤ 0.99) 

promoter are occupied by RNAP. The null model is estimated by setting kocclusion, ksitting, and ω to zero.  

 



 

 

Fig P. Variability and skewness in single-cell protein numbers as a function of promoter 
occupancy. Expected variability (CV2) and skewness (S) of the single cell distribution of protein 

numbers due to the activity of, respectively: (A1 and A2) the upstream promoter alone, (B1 and B2) the 

downstream promoter alone, and (C1 and C2) both promoters. Shown is CV2, S as a function of the 

fraction of times that the upstream (0 ≤ ωu ≤ 1) and the downstream (0 ≤ ωd  ≤ 1) promoters are occupied 

by RNAP, when dTSS > 35 (yellow) and dTSS ≤ 35 (dark green) bp. 

 

 

 

 
 



Fig Q. Gene conservation levels. (A) Correlation between dTSS (bp) of the pairs of tandem promoters 

and the evolutionary conservation level of the gene that they express. The line shown is the best linear 

fit to the data, and its shadow is the standard error of the fit. (B) Box plot of the gene conservation levels 

of the cohorts of genes with dTSS > 35 and with dTSS ≤ 35, along with genes other than those in tandem 

formation. The horizontal black line inside each box marks the median, the top of the box shows the 3rd 

quartile (Q3), and the bottom of the box shows the first quartile (Q1) of each gene cohort. The error bar 

above the box marks the range of values within (Q3+1.5*IQR), while the error bar below the bottom 

shows the range of values within (Q1-1.5*IQR). Here, IQR = Q3 – Q1.   

 



S3 Appendix: Supporting Tables  

Table A. List of genes controlled by tandem promoters.  

S. No 
Configuration (see 

Fig 1 main 
manuscript) 

Gene Promoters (upstream/ 
downstream) 

Distance between 
TSS’s (bp) 

1 I aspS aspSp1/aspSp 84 

2 I bolA bolAp2/bolAp1 85 

3 I cspI cspIp/cspIp2 100 

4 I glmU glmUp2/glmUp1 103 

5 I gltA gltAp1/gltAp2 97 
6 I hchA hchAp2/hchAp 150 
7 I ispU ispUp1/ispUp2 117 
8 I tig tigp1/tigp3 129 
9 I  nuoA nuoAp1/nuoAp2 173 

10 II acnB acnBp/acnBp2 45 
11 II bhsA bhsAp9/bhsAp 14 
12 II cirA cirAp2/cirAp1 13 
13 II csgD csgDp1/csgDp2 9 
14 II cspA cspAp1/cspAp2 51 
15 II dapB dapBp2/dapBp1 55 
16 II fabI fabIp/fabIp1 3 
17 II fadR fadRp/fadRp2 11 
18 II fkpA fkpAp1/fkpAp2 26 
19 II gpmA gpmAp2/gpmAp 38 
20 II lysU lysUp1/lysUp2 8 
21 II mfd mfdp1/mfdp2 36 
22 II osmC osmCp1/osmCp2 10 
23 II pfkA pfkAp2/pfkAp1 48 
24 II pfkB pfkBp2/pfkBp1 28 
25 II phoH phoHp1/phoHp2 73 
26 II serC serCp2/serCp 16 
27 II sohB sohBp1/sohBp2 17 
28 II ucpA ucpAp2/ucpAp1 7 
29 II ugpB ugpBp2/ugpBp1 48 
30 II xdhA xdhAp/xdhAp2 8 



List of genes controlled by tandem promoters whose single-cell protein numbers were measured by 

flow-cytometry using cells of the YFP strain library. Also shown are their promoters in tandem formation, 

their configuration, and the distance in base pairs (bp) between their TSSs. 

Table B. List of strains of the YFP strain library observed by flow-cytometry. 
 

S. No. Strain name  Genotype Source 

1 acnB 
[SX1900] 

F-, acnB791-YFP(::cat), Δ(argF-lac)169, gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13455) 

2 argP 
[SX1436] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], argP794-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12991) 

3 aspS 
[SX1044] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], aspS793-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12599) 

4 bhsA 
[SX1979] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], bhsA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13534) 

5 bolA 
[SX1087] 

F-, Δ(argF-lac)169, bolA791-YFP(::cat), gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12642) 

6 cirA 
[SX1509] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], cirA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13064) 

7 csgD 
[SX1465] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], csgD791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13020) 

8 cspA 
[SX1097] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, cspA791-YFP(::cat), rph-1 

Yale CGSC 
(CGSC # 
12652) 

9 cspI 
[SX1106] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], cspI797-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12661) 

10 dapB 
[SX1910] 

F-, dapB792-YFP(::cat), Δ(argF-lac)169, gal-
490, Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13465) 

11 fabD 
[SX2002] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], fabD793-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13557) 

12 fabH 
[SX1474] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], fabH795-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13029) 

13 fabI 
[SX1038] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], fabI796-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12593) 

14 fadR 
[SX1521] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], fadR795-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13076) 

15 fkpA 
[SX2015] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, fkpA791-YFP(::cat), rph-1 

Yale CGSC 
(CGSC # 
13570) 

16 fur [SX1916] F-, Δ(argF-lac)169, fur-791-YFP(::cat), gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13471) 



17 glmU 
[SX1004] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, glmU792-YFP(::cat) 

Yale CGSC 
(CGSC # 
12559) 

18 gltA 
[SX1925] 

F-, Δ(argF-lac)169, gltA791-YFP(::cat), gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13480) 

19 gpmA 
[SX1553] 

F-, Δ(argF-lac)169, gpmA791-YFP(::cat), gal-
490, Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13108) 

20 hchA 
[SX1988] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], hchA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13243) 

21 ispU 
[SX1052] 

F-, ispU796-YFP(::cat), Δ(argF-lac)169, gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12607) 

22 lysU 
[SX1127] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, lysU793-YFP(::cat) 

Yale CGSC 
(CGSC # 
12682) 

23 mfd 
[SX1072] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], mfd-791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12627) 

24 mreB 
[SX1466] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], mreB791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13021) 

25 nagC 
[SX1561] 

F-, Δ(argF-lac)169, nagC791-YFP(::cat), gal-490, 
Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, 
rph-1 

Yale CGSC 
(CGSC # 
13116) 

26 nlpA 
[SX1615] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, nlpA791-YFP(::cat) 

Yale CGSC 
(CGSC # 
13170) 

27 nuoA 
[SX1772] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], nuoA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13327) 

28 osmC 
[SX1758] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], osmC791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13313) 

29 pepD 
[SX1530] 

F-, pepD792-YFP(::cat), Δ(argF-lac)169, gal-490, 
Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, 
rph-1 

Yale CGSC 
(CGSC #13085) 

30 pfkA 
[SX1349] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, pfkA791-YFP(::cat) 

Yale CGSC 
(CGSC # 
12904) 

31 pfkB 
[SX1761] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], pfkB792-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13316) 

32 phoH 
[SX1752] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], phoH791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13307) 

33 serC 
[SX1390] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], serC791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12945) 

34 sohB 
[SX1707] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], sohB791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13262) 

35 tig 
[SX1140] 

F-, Δ(argF-lac)169, tig-791-YFP(::cat), gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12695) 



36 ucpA 
[SX1211] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], ucpA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12766) 

37 ugpB 
[SX1574] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, ugpB791-YFP(::cat), rph-1 

Yale CGSC 
(CGSC # 
13129) 

38 wrbA 
[SX1718] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], wrbA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13273) 

39 xdhA 
[SX1671] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], xdhA792-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13226) 

40 yccJ 
[SX1975] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yccJ791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13530) 

41 yccT 
[SX1368] 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yccT792-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
12923) 

42 
aldA 

[SX1901] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], aldA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13456) 

43 
elaB 

[SX1695] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], elaB792-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13250) 

44 
feoA 

[SX1781] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, feoA791-YFP(::cat), rph-1 

Yale CGSC 
(CGSC # 
13336) 

45 
gcvT 

[SX1674] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gcvT792-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13229) 

46 
glpD 

[SX1550] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, glpD792-YFP(::cat), rph-1 

Yale CGSC 
(CGSC # 
13105) 

47 
pepN 

[SX1519] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], pepN794-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13074) 

48 
wrbA 

[SX1718] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], wrbA791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13273) 

49 
ybeL 

[SX1822] 
 

F-, Δ(argF-lac)169, ybeL794-YFP(::cat), gal-490, Δ(modF-
ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13377) 

50 
ydfG 

[SX1986] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], ydfG791-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 
13541) 

51 
yjbQ 

[SX1859] 
 

F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, yjbQ792-YFP(::cat) 

Yale CGSC 
(CGSC # 
13414) 

 

Table C. Average ‘network’ properties of genes with 1 or more TFs.  

Network 
properties 

Genes controlled by tandem 
promoters with dTSS ≤ 35 

Genes controlled by 
tandem promoters 
with dTSS > 35 

All promoters 
of genes with 1 
or more TF 
interactions 



Mean ± 
SEM 

Random set from 
all genes  
Mean ±SEM (p-
value) 

Mean 
± SEM  

Random set 
from all genes 
Mean ±SEM 
(p-value) 

Mean ± SEM 

Average 
Shortest 
PathLength 

0.31 ± 0.16 0.17 ± 0.11 (0.23) 0.13 ± 
0.05 

0.17±0.08 
(0.60) 

0.17 ±0.01 

Clustering 
Coefficient 

0.09 ± 0.03 0.11 ± 0.03 (0.68) 0.10 ± 
0.03 

0.11 ± 0.03 
(0.62) 

0.11 ± 4.34×10-3 

Eccentricity 0.56±0.31 0.25 ± 0.20 (0.22) 0.15 ± 
0.06 

0.26 ± 0.16 
(0.73) 

0.26 ± 0.03 

Edge Count 5±1.64 4.64 ± 3.4 (0. 33) 3.3 ± 
0.83 

4.64 ± 2.73 
(0.67) 

4.63 ± 0.43 

Indegree 2.33±0.48 2.32 ± 0.34 (0.52) 2.02 ± 
0.17 

2.31 ± 
0.27(0.83) 

2.32 ± 0.04 

Neighborhood 
Connectivity 

161.76 ± 
29.09 

131.95 ± 21.74 (0.20) 134.63 
± 15.1 

131.87 ± 17.36 
(0. 44) 

131.91 ± 2.74 

Outdegree 2.66 ± 1.34 2.33 ± 3.4 (0.30) 1.28 ± 
0.83 

2.31 ± 2.71 (0. 
59) 

2.32 ± 0.43 

Shown are the network properties for genes controlled by tandem promoters at a distance dTSS ≤ 35 
bp and at a distance dTSS > 35 bp. For comparison, we show the same properties, when averaged 
from all genes of E. coli’s TF network. Genes without TF’s are not considered. Note that all p-values 
are larger than 0.05. 

 

Table D: Genes controlled by tandem promoters without input TFs.  

S. No. Gene  Availability in the YFP strain library  
1 ampH   
2 ansP   
3 aroK   
4 aspS ✓ 
5 bepA   
6 cfa   
7 cobU   
8 crfC   
9 degQ   

10 fkpA ✓ 
11 ispU ✓ 
12 lpp   
13 mepS   
14 mfd ✓ 
15 narU   



16 opgG   
17 panD   
18 pfkB ✓ 
19 serW   
20 tig ✓ 
21 ucpA ✓ 
22 xapR   
23 ybgI   
24 ygiM   
25 yheO   
26 yobF   

Genes controlled by tandem promoters without input TFs. Those genes whose proteins are tagged 
with YFP in the YFP strain library are marked with the symbol ‘✓’. 
 

Table E. Genes controlled by tandem promoters regulated by one and only one input TF.  

  Tandem 
promoter’s genes  

Availability in YFP 
strain library Input TF  Availability in YFP 

strain library 

1 argR   argR   
2 cvpA   purR   
3 cysK   cysB ✓ 
4 dapB ✓ argP ✓ 
5 fabI ✓ fadR ✓ 
6 fadR ✓ fadR ✓ 
7 fliL   flhdC   
8 ftnB   cpxR ✓ 
9 glgS   crp   

10 glk   cra   
11 glmU ✓  nagC ✓ 
12 gpmA ✓ fur ✓ 
13 hchA ✓ h-ns   
14 ibaG   mlrA ✓  
15 iraP   csgD ✓ 
16 leuL   leuO   
17 livK   lrp   
18 lysU  ✓ lrp   
19 mqsR   mqsA   
20 ompA   crp   
21 ompX   fnr   
22 osmB   rcsB ✓ 
23 pfkA  ✓ cra   



24 phoH  ✓ phoB   
25 potF   ntrC   
26 slyB   phoP   
27 sohB  ✓ crp   
28 wza   rcsaB   
29 xdhA  ✓ fnr   
30 ydbK  ✓ soxS   
31 yeaG   ntrc   
32 yhbT   csgD ✓ 
33 yqjA   cpxR ✓ 

When the proteins of these genes and of their input TFs can be measured using strains of the YFP 
strain library, they are flagged with the symbol ‘✓’. 

Table F. Genes controlled by, and only by, a TF expressed by tandem promoters. 

  
Genes controlled 
by tandem 
promoters 

Availability in 
YFP strain 
library 

Genes regulated by the protein 
expressed by the gene 
controlled by tandem promoters 

Availability in 
YFP strain 
library 

1 argR   argA  ✓ 
2 argR   argB   
3 argR   argC   
4 argR   argE  ✓ 
5 argR   argF   
6 argR   argH   
7 argR   argI   
8 argR   argR   
9 argR   artI   

10 argR   artJ   
11 argR   artM   
12 argR   artP  ✓ 
13 argR   artQ   
14 argR   lysO   
15 bolA ✓ ampC   
16 bolA ✓  dacC   
17 bolA ✓ mreB ✓ 
18 bolA ✓  mreC   
19 bolA ✓ mreD   
20 csgD ✓ dgcC   
21 csgD ✓ iraP   
22 csgD ✓ nlpA ✓ 
23 csgD ✓ pepD ✓ 
24 csgD ✓ wrbA ✓ 
25 csgD ✓ yccJ ✓ 
26 csgD ✓ yccT ✓ 



27 csgD ✓ yhbS   
28 csgD ✓  yhbT   
29 evgA   frc   
30 evgA   oxc  ✓ 
31 evgA   yegR ✓ 
32 evgA   yegZ   
33 evgA   yfdE   
34 evgA   yfdV   
35 evgA   yfdX   
36 fadR ✓  accA   
37 fadR ✓ accD   
38 fadR ✓ fabD ✓ 
39 fadR ✓ fabG   
40 fadR ✓ fabH ✓ 
41 fadR ✓ fabI ✓ 
42 fadR ✓ fadM   
43 fadR ✓ fadR ✓ 
44 xapR   xapA   
45 xapR   xapB   

 

Table G. Protein levels and dTSS of 10 genes as measured by Microscopy and Image Analysis.  

Gene TSS distance (dTSS) Mean single-cell protein level 
(Microscopy) 

xdhA 8 0.04 
csgD 9 0.64 
serC 16 0.24 
sohB 17 0.37 
pfkA 48 2.8 
dapB 55 0.57 
aspS 84 1.72 
gltA 97 3.02 
hchA 150 0.74 
nuoA 173 2.04 

Related to Fig 4C in the main manuscript. 

Table H. Number of genes controlled by a pair of tandem promoters in each configuration.  

Configuration Number (in 
RegulonDB) 

Present in the YFP strain library 
(measured here by flow-cytometry) 

I 40 9(9) 

II 62 21(21) 

III 7 3 



IV 4 1 

V 6 2 

VI 0 0 

VII 3 1 

VIII 2 2 

IX 4 1 

X 0 0 

XI 9 2 
Other 6 0 

Related to Fig 1 in the main manuscript and Fig A in S2 Appendix. 

Table I. Coefficient of variation, CV, of the gamma distribution.  

CV  
(  bindk R ) 
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bind
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bind

k R
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k R

   −
  

    
 

 
 

 
100%
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bind
d
bind

u
bind

k R
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k R
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k R

   −
  

    
 

 
 
 

 

0.01 7.52 × 101 1.14 % 
0.1 7.64 × 10-4 1.16 × 101 % 
0.25 1.86 × 10-3 2.98 × 101 % 
0.5 3.63 × 10-3 7.33 × 101 % 
0.75 5.27 × 10-3 1.99 × 102 % 

1 6.62 × 10-3 2.05 × 103 % 
1.25 7.81 × 10-3 5.15 × 104 % 
1.5 8.66 × 10-3 1.95 × 107 % 
1.75 9.41 × 10-3 6.19 × 1012 % 
2.0 9.89 × 10-3 1.48 × 1015 % 
2.25 1.04 × 10-2 1.77 × 1017 % 
2.5 1.10 × 10-2 6.60 × 1018 % 
2.75 1.12 × 10-2 4.00 × 1024 % 
3.0 1.20 × 10-2 6.03 × 1030 % 

Coefficient of variation, CV, of the gamma distribution from which  bindk R  of each promoter in 

tandem configuration is sampled from. Also shown is the resulting expected mean absolute difference 

in  bindk R between the upstream and downstream promoters. Furthermore, the last column 

shows how much larger (in percentage) is one of the  bindk R  values compared to the other. 

Table J. Location of the tandem promoters relative to the oriC. 



Genes controlled 
by tandem 
promoters 

Distance between 
the upstream TSS 

and the oriC 
aspS 1975043 
bolA 3471395 
cspI 2286932 
glmU 10418 
gltA 3170977 
hchA 1890114 
ispU 3730960 
nuoA 1520409 

tig 3470751 
acnB 3794225 
bhsA 2756725 
cirA 1678802 
csgD 2822400 
cspA 205855 
dapB 3897456 
fabI 2574623 
fadR 2690839 
fkpA 448219 

gpmA 3138074 
lysU 428830 
mfd 2751716 

osmC 2369148 
pfkA 181499 
pfkB 2119421 
phoH 2840879 
serC 2968165 
sohB 2596460 
ucpA 1381073 
ugpB 333318 
xdhA 925487 

 

 

 

 

 

 



S4 Appendix: Supplementary Results 

Pause sequences 

We investigated if the nucleotide sequence of and in between the natural tandem promoters is coding 

for specific sequences known to perturb RNAP elongation. There are several events that compete with 

stepwise elongation. However, arrest, misincorporation and editing, pyrophosphorolysis, and premature 

termination are too rare in optimal growth conditions (rate constants listed in [1]) to be influential in 

several genes, and/or are not sequence dependent. Only sequences known to enhance transcriptional 

pausing [2] could fit both of these requirements. In E. coli, the mean rate of non-sequence specific 

pauses is 1 per 100 base pairs. These last 3 s on average [3-4]. However, a few sequences can 

enhance pausing frequency and/or duration (up to 15 or more seconds) [5] via various mechanically 

processes, which explains their variability in half-life and frequency of occurrence. For example, ‘his’ 

pauses occur when the assembling RNA forms a hairpin-like loop, while ‘ops’ pauses do not require it. 

Likely because of it, his pauses have longer half-life [6]. We searched in (and in between) the sequences 

of the 102 pairs of tandem promoters for the 14 sequences (each 12 nucleotides long) known to 

enhance pausing [7] (section ‘Sequences prone to causes transcriptional pauses’ in S1 Appendix) but 

found none. Thus, sequence-dependent transcriptional pausing should not be a common phenomenon 

in the tandem promoters of arrangements I and II. Even when allowing for 3 or less mistakes (sequence 

gaps, misalignments, duplicates, etc.), we only found 5 matches in the 30 of the 102 tandem promoter 

pairs studied with protein measurements below (Fig B in the S2 Appendix, note the 5 bars crossing the 

threshold). 

Over-representation test  

We performed an over-representation test to search for biological functions (as defined in [8,9] that are 

overrepresented by genes controlled by tandem promoters (using PANTHER 14 [10]). While based on 

a Fisher test, some biological processes appear to be overrepresented in our genes of interest (e.g., 

regulation of catabolic processes), none of them were significant to ‘FDR correction’ (FDR < 0.05, [10]. 

As such, we failed to identify a biological process significantly associated to genes controlled by tandem 

promoters (S1 Table). 

Input-output transcription factor relationships 

From time-lapse RNA-seq data, we assessed if the 102 genes controlled by tandem promoters 

(arrangements I and II, Fig 1) are affected by their input TFs. To facilitate this, we considered only those 

that have one and only input TF. I.e., we did not consider the 26 genes that do not have known input 

TFs (Table D in S3 Appendix), neither the 43 genes that have more than one input TF, making the 

detection of input-output relationships problematic. As such, of the 102, we considered only 33 genes 

(Table E in S3 Appendix). In these, we did not observe influences from input TFs (Fig C, Panel A in Fig 



D in the S2 Appendix). Finally, and similarly, we observed genes whose only input TF is expressed by 

tandem promoters (Table F in S3 Appendix). Again, we found no correlation (Panel B in Fig D in the S2 

Appendix). Note that, while we did not find influences from TF interactions in the conditions of our 

measurements, we expect these interactions to become active in other conditions (e.g., stress 

conditions).  

Proteins with membrane-related positionings 

From RegulonDB [11], of the 30 genes measured by flow-cytometry (Table A in S3 Appendix), only 3 

are known to be related to membrane transportation and binding: bhsA, which is an outer membrane 

protein that is involved in copper permeability, stress resistance and biofilm formation, cirA, which is 

also an outer membrane transporter, and ugpB which is a periplasmic binding protein. Such membrane 

localizations could affect their quantification by YFP fusion, potentially by enhancing effects from avidity 

due to weakened diffusion. 

However, none of these proteins significantly affect our results since, first, cirA and ugpB were removed 

from our analysis of the 1X condition, after preprocessing (gating, background subtraction and protein 

number conversion) (marked in red in S2 Table). Meanwhile, all three genes were removed from our 

analysis of the 0.5X condition after preprocessing (marked in red in S2 Table). Specifically, their removal 

was due to lack of expression above background autofluorescence. 

Relationship with the OriC region 

From EcoCyc [12], the OriC region has a length of 232 base pairs and is located in positions 3 925 744 

and 3 925 975 in the DNA of E. coli. We calculated the shortest distance between the TSS of the 

upstream promoter and the Oric region. These positions in the DNA are shown in Table J in the S3 

Appendix. Meanwhile, the corresponding protein expression levels of these genes in the 1X condition 

are shown in the S2 Table. Finally, we show a Fig E in the S2 Appendix of these distances from OriC 

plotted again log10 Mp which shows that the two quantities do not correlate statistically. 

Regulation by H-NS 

From RegulonDB [11], we investigated how many of the 102 genes controlled by tandem promoters 

(arrangements I and II) and how many of 30 of them observed by flow-cytometry are expected to be 

regulated by H-NS. 

Of the 102 genes, 14 are regulated by H-NS (14%). Meanwhile, of the 30 genes, 5 are regulated by H-

NS (17%). From this, we conclude that H-NS is not consistently a master regulator of these genes. 

Nevertheless, of 4698 genes in E. coli, only 4 % are regulated by H-NS. This is significantly lower than 

in the case of the genes controlled by tandem promoters (p-value < 0.05 based on a Fisher test). As 



such, one could argue that H-NS regulation does occur higher than expected by chance. Future studies 

of the dynamics of those genes during environmental changes may thus be of interest.  
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Abstract  

Adaptation to cold shock (CS) is a key survival skill of gut bacteria of warm-blooded animals. In E. 

coli, this skill emerges from a complex transcriptional program of multiple, timely-ordered shifts in 

gene expression. We identified short-term, cold shock repressed (CSR) genes by RNA-seq and 

provide evidence that their variability in evolutionary fitness is low and that their responsiveness to 

cold emanates from intrinsic features. Given that their single-cell variability in protein numbers 

increases after CS, we hypothesized that the responsiveness of a large portion of CSR genes is 

triggered by the high propensity for transcription locking due to positive supercoiling buildup (PSB). 

We then proposed a model of this phenomenon and, in support, show that nearly half of CSR genes 

are highly responsive to Gyrase inhibition. Also, their response strengths to CS and Gyrase inhibition 

correlate and most CSR genes increase their single-cell variability in protein numbers. Further, during 

CS, the cells’ nucleoid density increases (in agreement with increased numbers of positive supercoils), 

their energy levels become depleted (while the resolving of positive supercoils is ATP dependent), 

and the colocalization of Gyrases and the nucleoid increases (in agreement with increased time length 

for resolving supercoils). We conclude that high sensitivity to PSB is at the core of the short-term, 

cold shock responsive transcriptional program of E. coli and propose that this gene feature may be 

useful for providing temperature sensitivity to chromosome-integrated synthetic circuits. 

Keywords 
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1. Introduction  

E. coli is widely found in the gut of warm-blooded animals in all natural habitats. It usually 

propagates to new hosts when the original host excretes (or perishes) [Phadtare et al., 1999]. For this, 

it becomes airborne until encountering new hosts. Thus, it will face (sometimes extreme) temperature 

downshifts. To cope with these, it has evolved a complex transcriptional program involving many 

genes [Jones et al., 1987; Phadtare et al., 2004]. Their responses are likely subject to regulatory 

mechanisms yet to be decoded, which are responsible for the implementation of physiological 

changes that enhance the chances of survival.  

As other prokaryotes, E. coli halts cell division and undergoes an "acclimation phase", during which 

changes occur at a multi-scale level, from heterogeneous changes in the kinetics of transcription 

[Oliveira et al., 2016; Charlebois et al., 2018] and translation [Giuliodori et al., 2004; Farewell and 

Neidhardt, 1998; Phadtare et al., 1999; Keto-Timonen 2016; Madrid et al., 2002], up to decreasing in 

membrane fluidity [Mansilla et al., 2004; Yamanaka 1999] and increasing cytoplasmic viscosity 

[Oliveira et al 2016; Parry et al, 2014]. 

Measurements of transcriptomes at non-optimal temperatures revealed broad responses by specific 

gene cohorts [Phadtare et al., 2004; Arsène et al., 2000]. During cold shock (CS), a small gene cohort 

has a fast, transient response, another has a long-term response, while most other genes (including 

essential genes) remain stable [Phadtare et al., 2004]. This diversity of single-gene responses may be 

explained by the likely existence of multiple causes for their alterations in expression rates during CS. 

For example, studies using synthetic gene constructs suggest that temperature can affect the kinetics 

of rate-limiting steps in transcription initiation, such as the closed and open complex formations 

[Oliveira et al., 2016], and such effects can differ between promoters [Oliveira et al., 2019]. Other 

studies showed that temperature affects chromosomal DNA compaction [Goldstein et al., 1984, 

López-García et al., 2000], which is associated with supercoiling buildup [Stuger et al., 2002; Holmes 

et al., 2000]. Changing supercoiling buildup levels can cause genome-wide disturbances in gene 

expression [Travers et al., 2005; Dorman, 2006; Dorman et al., 2016; Peter et al., 2004]. Other 

influences may be indirect, e.g., temperature affects energy-dependent events, such as interactions 

between nucleoid-associated proteins (NAPs) and chromosomal DNA [Amit et al., 2003] which affect 

DNA topology, and thus transcription kinetics [Pruss et al., 1989; Liu et al., 1987; Ma et al., 2013]. 
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Changes in DNA supercoiling may be a quick, efficient means to tune gene expression during stresses, 

including osmotic shifts [Cheung et al., 2003], oxidative stress [Weinstein-Fischer et al., 2000] and 

starvation [Drlica et al., 1992]. Many promoters of stress-inducible genes (such as virulence genes in 

pathogenic bacteria) are sensitive to changes in DNA supercoiling [Dorman, 1995; Dorman 1996]. 

Thus, it is possible that temperature-dependent changes in DNA superhelical density may be 

responsible for the responsiveness of some cold shock repressed (CSR) genes. 

In agreement, a recent study [Oliveira et al, 2019] tracked RNA production at the molecular level by 

synthetic variants of the Lac promoter. It was shown that, at low temperatures, RNA production 

kinetics is weaker and noisier when the gene is chromosome integrated than when it is plasmid borne 

(in plasmids, supercoiling buildup should be much slower due to the annihilation of positive and 

negative supercoils [Liu et al., 1987]). They also showed the same phenomenon under Gyrase or 

Topoisomerase I repression, as well as in energy-depleted cells. Finally, by integrating data from 

[Phadtare et al., 2004] and [Peter et al., 2004] they hypothesized that CSR genes may exhibit atypical 

supercoiling-sensitivity. 

Here, we subjected E. coli cells to CS and identified CSR genes by RNA-seq. We then investigated 

their common features and their transcription factor (TF) regulation during CS (Figure 1, step 1). Next, 

we used a YFP fusion library [Taniguchi et al., 2010] to measure CS effects on the single-cell protein 

levels of 30 CSR genes (Figure 1, step 2). Afterwards, we performed RNA-seq, under Gyrase 

inhibition, to detect positive supercoiling sensitive (PSS) genes and then identify which genes are both 

CSR and PSS (Figure 1, step 3). We further collected biophysical data on the chromosome structure 

and cell energy levels, to support the hypothesis that high supercoiling sensitivity (SS) may provide 

genes with enhanced short-term CS responsiveness (Figure 1, step 4). Finally, we proposed an 

analytical model of the dynamics of short-term CSR genes with high PSS (Figure 1, step 5).  
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Figure 1: Workflow illustration. (1) Identification of short-term CSR genes from RNA-seq data and analysis 

of their functionality, sequences and, regulation by their direct input TFs and by global transcription regulators 

(e.g., RNAP). (2) Single-cell protein measurements of 30 CSR genes using a YFP fusion library in optimal and 

CS conditions. (3) Identification of PSS genes by RNA-seq following Gyrase inhibition. (4) Spectrophotometry 

and microscopy measurements of biophysical parameters such as ATP levels, cell size, and overlap between the 

nucleoid and Gyrase. (5) Analytical model of short-term CSR due to CS-enhanced locking of promoters due to 

PSB. 

 

2. Material and Methods 

2.1 Bacterial strains, growth conditions, and gene expression measurements 

We used E. coli K-12 MG1655 for RNA and protein measurements, since it is the control strain of the 

YFP fusion library (Supplementary Table S1) [Taniguchi, et al. 2010]. From a glycerol stock (at -

80°C), cells were streaked on LB agar plates and incubated at 37°C overnight. The next day, a single 

colony was picked from the plate, inoculated in fresh LB medium supplemented with antibiotics (34 

μg/mL chloramphenicol for YFP tagged strains) and incubated at 30°C overnight with shaking at 250 

RPM. Overnight culture cells were then diluted into fresh M9 media, supplemented with 0.4 % 

glucose, amino acids, and vitamin solutions, until reaching 0.03 OD (Optical Density at 600 nm 

measured by Ultrospec 10, Amersham biosciences, UK) and allowed to grow at 30°C with aeration 

until reaching the mid-exponential phase of growth (OD of 0.3). At this moment, the temperature was 
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downshifted (Innova® 40 incubator, New Brunswick Scientific, USA) and cells were incubated for 

another 180 mins. Cold-shock conditions are imposed by placing cells at 10-15°C [Phadtare et al., 

2004]. Culture temperatures were monitored using a thermometer. 

For measurements under Gyrase inhibition (Figure 6D), the antibiotic Novobiocin was added (50 

μg/mL) upon reaching the OD ~0.3. This did not disturb the growth rate (Supplementary Figure S6). 

To measure RpoS, we used a MGmCherry (rpoS:mCherry) strain  (kind gift from James Locke 

[Patange et al., 2018]), where the rpoS gene codes for σ38, which is endogenously tagged with 

mCherry. For intracellular ATP measurements, we used the QUEEN 2m, a kind gift from Hiromi 

Imamura [Yaginuma et al., 2014] (Supplementary Table S1 for details). 

Since all strains used contain the gene acrA, 50 μg/mL of Novobiocin is not expected to affect cell 

division rate [Ma et al., 1995]. We further verified this by measuring growth rates by OD600. In 

agreement, growth rates only increase for 200 µg/ml or higher (Supplementary Figure S6). 

We measured RNA and protein expression levels by RNA-seq (Supplementary Section I) and by 

Flow-cytometry (Supplementary Section II), respectively. We used pulse width data from flow-

cytometry as a proxy for cell volume [Bahrudeen MNM et al., 2019; Cunningham et al., 1990; 

Traganos et al., 1984], which assisted the estimation of protein concentrations. We verified these 

results using microscopy data and image analysis (Supplementary Section III).  

Finally, we measured the regions occupied by Gyrase and RNAP, using strains from the YFP fusion 

library, as described in Supplementary Section III. 

2.2. Nucleoid visualization by DAPI 

To study the effect of cold shock on nucleoid size (Figure 7A), cells were fixed with 3.7% 

formaldehyde in phosphate-buffered saline (PBS, pH 7.4) for 30 min at room temperature, followed 

by washing with PBS to remove excess formaldehyde. The pellets were suspended in PBS, and DAPI 

(4′,6-diamidino-2-phenylindole) (2 μg/mL) was added to the suspension to stain the nucleoid. After 

incubating for 20 min in the dark, cells were centrifuged and washed twice with PBS to remove 

excess DAPI. Cells were then re-suspended in PBS and 3 μL of these cells were placed on a 1% 

agarose gel pad for microscopy [Chazotte et al., 2011].  

2.3. Cellular ATP levels  

QUEEN-2m cells (Supplementary Table S1) were grown as described in Methods Section 2.1. We 

tracked ATP levels (Supplementary Figure S11) using a Biotek Synergy HTX Multi-Mode Reader 

(spectrophotometer). The solution was excited at 400 nm and emission was recorded at 513 nm. 

Similarly, the solution was re-excited at 494 nm and emission was recorded at 513 nm. The ratio of 
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513 nm emission intensity at these 2 excitation wavelengths, denoted as “400ex/494ex”, is used to 

quantify cellular ATP concentration as proposed in [Yaginuma H et al., 2014]. 

2.4. Stochastic Model of cold shock response 

We used stochastic simulations to estimate the expected noise in gene expression (as measured by the 

squared coefficient of variation, CV2, of gene expression levels in individual cells), assuming the 

models described in Figure 6A. Simulations were performed using SGNSim [Ribeiro et al., 2007], 

whose dynamics follows the Stochastic Simulation Algorithm [Gillespie, 1976; Gillespie, 1977]. The 

time length of each simulation was 106s, which sufficed to avoid fluctuations due to sources other 

than noise in gene expression [Häkkinen et al., 2016]. The results [ Figure 6B] were collected from 

100 runs for each model, which sufficed to obtain consistent results. Finally, at the start of each run, 

in addition to the parameter values in Supplementary Table S8, it was set that there is 1 promoter in 

the system. In Model 1.3 (Figure 6A), the promoter was initially in the “ON” state.   

2.5. Information from RegulonDB  

Our data was extracted from RegulonDB v10.9. The data includes information on TF interactions, 

operon organization, and nucleotide sequence. 

3. Results 

3.1 Cell morphology, physiology, and master transcription regulators 

during cold shock 

Having subject cells to CS (Methods Section 2.1), we first studied physiological and morphological 

effects. Once at 15⁰C or lower temperatures, cells no longer divided (Figure 2A). Meanwhile, their 

size was not affected, according to microscopy (Supplementary Figure S7B) and flow-cytometry 

(Figure 2C, Supplementary Section II) data. Nevertheless, these cells are not likely to be shifting to 

stationary growth, since RpoS concentrations remain low (Supplementary Figure S15) [Lange, 1991; 

Jishage et al 1996] (Methods Section 2.1), when compared to cells in optimal conditions and to cells 

in the stationary growth phase (Figure 2B).  

Next, we examined potential short-term effects of CS on the concentrations of the master regulators of 

transcription, since if they change, it could influence the dynamics of CSR genes. In detail, we 

observed RNA polymerase (RNAp) by tracking a YFP tagged β subunit, which is the product of the 

rpoB gene (Supplementary Table S1). We also observed the two subunits of Gyrase (GyrA and GyrB) 

and of Topoisomerase I (TopA and TopB) using a YFP fusion library [Taniguchi et al., 2010], since 

they are the master regulators of DNA supercoiling levels [Gellert et al., 1976; Wang, et al., 1971]. As 
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such, they heterogeneously influence transcription at a genome-wide level. Further, evidence suggests 

that the efficiency of Gyrase and Topoisomerase is temperature sensitive [Drlica 1992; Wang et al., 

1985; Oliveira et al., 2019].  

Neither of these global regulators showed concentration changes during 80 mins after CS (Figure 2D), 

while the RNA-seq measurements reported below to identify CSR genes were performed 20 min after 

CS. As such, short-term CS responsiveness, is not expected to be activated by changes in the 

concentrations of these master transcription regulators.  

 

Figure 2. Effects of temperature shifts on cellular morphology, physiology, and global transcriptional 

regulators. (A) Growth curves at 10°C, 15°C, 20°C, 25°C, and 30°C following a temperature shift, set to be 

minute 0. (B) Mean RpoS concentration during CS and optimal conditions after 180 min, and during stationary 

growth (i.e., after 700 min). (C) Pulse width over time following temperature shifts (Methods Section 2.1). (D) 

Mean concentration of GyrA, GyrB, TopA, TopB and RpoB proteins over time after shifting temperature to 

15°C. The vertical error bars are the standard error of the mean (SEM) from 3 biological repeats.   
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3.2 Identification of short-term CSR genes 

We performed RNA-seq measurements (Supplementary Section I) at 0, 20, 80, and 180 min after 

shifting temperature to 15°C and under optimal (control) temperature (Methods Section 2.1). 

We classified single-gene responses to CS as ‘short-term’ when they occur prior to influence from 

direct input TFs or global regulators, or from cell division. As such, based on cell doubling times 

(Figure 2A) and on known rates of transcription and translation in E. coli (see e.g. [Bernstein et al., 

2002; Taniguchi et al., 2010]) we expect the changes in RNA numbers at 20 min. after the CS to be 

short-term, while subsequent changes at 80 and 180 min are here classified as being mid-term and 

long-term changes, respectively. 

To identify short-term CSR genes, we obtained the RNA log2 fold changes (LFCCS) at 20 mins after 

shifting to cold shock. We also obtained control LFCs (LFCCTRL) after the same time interval when 

not shifting temperature. 

We classified a gene as ‘CSR’ when its LFCCS < 0 (with p-value < 0.05), provided that its 

corresponding LFCCTRL ≥ 0 (with p-value < 0.05) as this enhances the chance that the repression at CS 

was due to the CS. We found that 381 genes (Supplementary File X2) respected these conditions and, 

using the YFP fusion library [Taniguchi et al., 2010], one can measure the proteins levels of 124 of 

them. 

From these 124, we selected genes that: i) have high expression under optimal conditions (resulting in 

higher fluorescence than cell backgrounds) and; ii) LFCCS < - 0.23, i.e., their RNA levels were 

reduced by 15% or more, relative to the same RNA in the control condition, to ensure significant 

downregulation during CS at the protein level. We found 30 of the 124 genes respected these 

conditions and, thus, we selected them for single-cell fluorescence measurements in the control and 

CS conditions.  

Finally, we selected 6 of these 30 genes and additionally collected single-cell, time-lapse flow-

cytometry data on their dynamics. Taken together, their expression levels cover the state space of 

protein expression levels of the 30 CSR genes. 

3.3 Ontology and evolutionary fitness of short-term CSR genes 

We investigated the ontology [Ashburner et al., 2000; Gene Ontology Consortium, 2021] of CSR 

genes to identify the most affected biological processes. From an over-representation test 
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(Supplementary Section XVI), we compared the number of CSR genes related to specific biological 

processes (quantified by the fold enrichment) with the expected number, given genome-wide numbers.  

The significantly over-represented biological processes are listed in Table S11. Visibly, of 30 major 

biological processes in E. coli considered in GO studies [Ashburner et al. 2000; Gene Ontology 

Consortium, 2021], CSR genes are mainly associated with metabolism and response to external 

stimulus (Supplementary Figure S14). This agrees with reports that genes involved in metabolism are 

commonly affected during CS, which reduces growth rate and the rate of glycolysis [Gadgil et al., 

2005; Andersen et al., 1980; Phadtare et al 2004]. 

Next, we studied the evolutionary fitness of the responsive genes (Supplementary section XVII). 

Interestingly, while their average fitness is the same as expected by chance, their fitness variability is 

smaller than in same-sized cohorts of randomly selected genes (Figure 3A). This is not because they 

are over-represented in two functional groups, since the fitness variability of random cohorts with the 

same distribution of gene functions (164 genes related to metabolism, 41 genes responsive to stimulus, 

36 genes in both groups, and 140 with other functions) also have statistically distinguishable fitness 

variability from CSR genes. Given that the fitness is positively correlated to the evolutionary 

conservation (Supplementary Section XVII), we hypothesize that their evolutionary ages are likely to 

be more similar than expected by chance as is the fitness. 

In addition to ontology and fitness, we also investigated the potential influences on CS responsiveness 

from TFs (Supplementary Section XVIII) and promoters’ AT richness (Supplementary Section XIX). 

However, we failed to find any relationships. 

3.4 Short-term responses of CSR genes can be partially explained by 

operon organization 

Genes in the same operon commonly exhibit co-expression [Jacob, F. and Monod, J, 1961; Sabatti et 

al, 2002]. To verify if this influences the composition of the identified population of CSR genes, we 

confronted the positionings of CSR genes in the same operons with correlations in their dynamics.  

Of the 381 CSR genes, 169 are not in operon structures (according to RegulonDB [Santos-Zavaleta A 

et al., 2019]), while the remaining 212 are organized in a total of 111 operons (Figure 3B, 

Supplementary File X3). As expected, the LFCCSR of pairs of the CSR genes in the same operon are 

(similarly) correlated in both optimal and CS conditions (Figures 3C and 3D). 

We confronted these data with a null model that assumes the same distribution of genes per operon as 

in Figure 3B, but with the genes composing those operons being randomly selected from the set of 

genes in operons. The random pairs showed no dynamic correlation (Figures 3C and 3D). We 
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conclude that the operons’ organization might partially explain the numbers of CSR genes of E. coli, 

i.e., some genes might be CSR because they are located downstream a CSR gene in the same operon. 

Nevertheless, there are 60 operons with only 1 CSR gene (Figure 3B). Thus, for a gene to be CSR, it 

does not suffice to be in the same operon as a CSR gene. 

 

Figure 3. Characterization of CSR genes. (A) Bar plot of the variability, CV2, of the fitness of all genes of E. 

coli’s genome (dark blue), CSR cohort (light blue), randomly selected cohort (light green) and a randomly 

selected cohort with the same size and same biological function (purple bar). The inset shows the mean fitness 

(in %) for each cohort. (B) Distribution of CSR genes in operons (C) Scatter plot between the | LFCCS| of pairs 

of CSR genes in the same operon during CS. (D) |LFCCTRL| of CSR genes upstream in the operon plotted against 

the |LFCCTRL| of CSR genes downstream in the same operon at optimal temperatures. 

 

3.5 The scaling between noise and mean of single-cell CSR protein numbers 

is temperature dependent 
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Given that the short-term response of CSR genes was uncorrelated with their input TFs dynamics 

(Supplementary Section XVIII), individual gene features are more likely to be responsible for their 

repression during cold shock. We expect that, by repressing gene expression at the transcription level, 

these mechanisms will affect how noise and mean expression relate [Peccoud et al., 1995; Golding et 

al., 2005; Taniguchi et al., 2010]. To investigate this, we studied the single-cell distributions in protein 

numbers of 30 CSR genes (Methods Section 2.1, Supplementary Table S1, Supplementary File X1). 

To quantify single-cell protein numbers, we first corrected the statistical moments of the distributions 

to account for cell auto-fluorescence (Supplementary Section IV). Then, we plotted the mean 

expression levels in optimal conditions against the corresponding protein numbers reported in 

[Taniguchi et al., 2010] (Supplementary Figure S3). Given the best fitting line, from here onwards we 

convert protein expression levels into protein numbers using a scaling factor of 0.1. Meanwhile, we 

did not find correlations between protein levels and cell size (Supplementary Figure S11A), in 

agreement with the lack of change in cell size with CS (Figure 2C and Supplementary Figure S7) 

implying that cell size is not affecting single-cell expression levels. Finally, as expected from the 

mechanical coupling between transcription and translation in E. coli (Miller et al., 1970), the changes 

with CS in these 30 protein numbers correlated to the changes in the corresponding RNA numbers 

(Supplementary Figure S11B, Supplementary section XI), indicating that protein levels can be used to 

study the effects of regulatory mechanisms of transcription. 

We thus plotted the mean single-cell protein numbers of CSR genes, M, against the corresponding 

noise, as measured by CV2, for each gene and best fitted the data by Ordinary Least Squares (OLS) 

with the function [Bar-Even et al., 2006; Taniguchi et al., 2010]: 

CV2=Ω/M      (eq. 5.1) 

where Ω is a constant and M are mean protein numbers (estimated in Supplementary Figure S3). 

From Figure 4A, the inverse proportionality between CV2 and M, previously observed in optimal 

conditions [Bar-Even et al., 2006; Taniguchi et al., 2010; Newman et al., 2006], is valid during CS, 

but CV2 becomes higher for the same M (Ω ~26% higher than in optimal conditions). Meanwhile, 

since Ω does not change from 120 min to 180 min after the cold shock, changes likely occurred prior 

to 120 min (Supplementary Figure S2).  

To further investigate how Ω changed following CS, we measured single-cell distributions of protein 

levels of 6 genes each 20 min for 140 min following the temperature shifts. These genes (aldA, feoA, 

manY, ndk, pepN, tktB) have mean protein levels that cover the state space of M of the 30 CSR genes. 

For each time moment, we extracted the corresponding Ω that best fits the data (Figure 4B, 

Supplementary Figure S4). Visibly, Ω increases with time during CS, but not at optimal temperatures 

(Supplementary Figure S16).  
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Namely, at T ≤ 15 ⁰C, 40 min after CS, there is a sharp increase in Ω, while at T > 15 ⁰C, Ω remains 

constant. In detail, for CS temperatures (10 °C, 12 °C and 15 °C), the data is best fit by a sigmoid 

curve (R2= 0.96) of the type ( )00.11 x x

L
e−  −+

, where L is the curve’s maximum value and x0 is the value 

of the sigmoid midpoint (we also attempted to fit polynomials up to the several order, but none fitted 

better). Meanwhile, for the set of control temperatures, the data is best fit by a first order polynomial 

(R2= 0.91). 

Overall, we suggest that, as CS is applied, a step emerges in transcription that is responsible for the 

strong repression of CSR genes, which not only reduces expression levels of CSR genes, but it also 

increases the scaling factor between noise and mean of protein numbers. 

 

Figure 4. Relationship between CV2 and mean protein numbers over time, at different temperatures. Blue 

corresponds to cold shock conditions, while green corresponds to optimal conditions. (A) Squared coefficient of 

variation (CV2) versus mean protein numbers of 30 CSR genes (Supplementary file X1). Data at 120 and 180 

min was merged as they did not differ (Supplementary Figure S2). We performed a 2-sample t-test to test the 

null hypothesis that there is no difference between Ω at 30°C and 15°C. The test rejected the null hypothesis 

with a p-value of 0.02. (B) Box plot of Ω over time at ‘control’ and ‘cold shock’ temperatures. The red line in 

the box is the median and the top and bottom of the box are one standard deviation (STD) above and below the 

median, respectively. For control and cold-shock temperatures, we fit the best fitting function. We performed an 

F-test on the regression model, which tests for the hypothesis that the 0 order polynomial fits significantly better 

than a 1st order polynomial. The test did not reject the null hypothesis that the best fit line is a horizontal line (p-

value of 0.06). The lines correspond to the best-fit functions that maximize R2.  

 

Finally, from [Taniguchi et al., 2010], most protein number distributions in optimal conditions are 

well described by a Γ distribution. In these, both (eq. 5.1) is valid, as well the skewness can also be 

written as a function of M (Derivation in Supplementary Section Va) as follows:  
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2S
M

=              (eq. 5.2) 

Given the Ω values above, we estimated S using (eq. 5.2) and compared to the empirical values of S 

in cold shock and control conditions (Figure 5A-B). We find that the two correlate linearly (see also 

Supplementary Figure S5), above the noise floor, which was estimated using the data in Figure 4A 

(Supplementary Figure S10, Supplementary Section XIV). This suggests that the effects of CS 

propagate up to the third moment of the single-cell distribution of protein numbers. 

 

Figure 5. Correlation between empirical and predicted skewness. (A) CS temperatures (15°C, 12°C and 

10°C).  Skewness is predicted using equation 5.2 and the empirical values of Ω (Section 3.5). (B) Control 

temperatures (30°C, 25°C and 20°C). Meanwhile, empirical data on skewness is extracted from single-cell 

distributions obtained by flow-cytometry (Supplementary File X1) after being corrected for background noise. 

Blue dashed line is the estimated lower bound (Supplementary Section XIV). Grey circles are data points 

excluded from the fitting due to being below or crossing the noise floor. 

 

3.6 An ON-OFF model can explain the short-term dynamics of CSR genes 

From past studies [Taniguchi et al., 2010], E. coli transcription in optimal conditions can be well 

modeled as a one-step process (reaction 1.1 in Figure 6A). Using this reaction, along with reactions 

for translation (reaction 2 in Figure 6A) and RNA and protein decay due to degradation and dilution 

in cell division (reactions 3 and 4, respectively), one can model the dynamics of RNA and protein 

numbers in single-cells.  Using this model, we derived an analytical solution for Ω (Supplementary 

Section Vb):  

2

1 2

1 k
 

 = +
+

     (eq. 6.1) 

where k2 is the translation rate, and λ1 and λ2 are the RNA and protein decay, respectively. Given this, 

and since λ1 >> λ2 [Koch and Levy, 1955; Taniguchi et al., 2010], Ω would then necessarily be 

controlled by (k2 / λ1). Because of it, this model cannot explain the selection of the CSR gene cohort 

during CS.  
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First, we observed that the selection of this cohort occurs quickly, at the transcription level (Results 

Section 3.2), which excludes changes in k2 as the main cause for the selection. In support, we 

observed that changes in RNA and protein numbers in CS are correlated (Supplementary Figure S11B) 

and thus, no particularly relevant regulation is expected to be occurring during translation. Finally, we 

failed to find any statistically significant differences in the RBS sequence of the RNAs coded by the 

CSR genes and randomly selected genes (Supplementary Figure S8, see also Supplementary Section 

VIII), in what regards their Shine-Dalgarno (Table S9) as well as their start codon sequences (Table 

S10). 

 

Second, RNA degradation in E. coli does not correlate with RNA sequence, abundance, or metabolic 

function [Bernstein et al., 2002; Chen et al., 2015; Deutcher et al., 2006], nor with cell responses to 

acute events [Bernstein et al., 2002]. Thus, we do not expect that changes in λ1 of CSR genes 

contributes to their selective responsiveness to CS. 

 

We thus hypothesized that another mechanism, not present in the one-step model, ought to be 

responsible for the selective responsiveness of CSR genes, which includes the non-linear shift in the 

relationship between mean and noise (Figure 4B). We thus considered the emergence of an additional 

rate-limiting step in transcription initiation. A similar phenomenon has been reported [Buc and 

McClure, 1985] to occur on a synthetic promoter when shifting to temperatures lower than 20 ⁰C. 

Also, it has been reported that tuning the supercoiled state of the DNA template can oppose this effect 

[Buc and McClure, 1985].  

 

If the origin of the reduction in transcription rates is supercoiling buildup, then it can be accounted for 

by an ON-OFF process (e.g., by replacing reaction 1.1 by reactions 1.3, Figure 6A) [Chong et al., 

2014; Palma et al., 2020; Oliveira et al., 2016]. Else, if the reduction results from the slowdown of the 

forward kinetics of transcription initiation, e.g., due to an isomerization process preceding open 

complex formation (Buc and McClure, 1985), then it can be modeled by two forward, rate-limiting 

steps in RNA production (e.g., by replacing reaction 1.1 by reactions 1.2, Figure 6A). 

 

To determine which model is more realistic, we estimated their noise (CV2) for the same mean 

expression level. In detail, we tuned the three models so that they match in mean expression, by 

enforcing the relationships shown in the inset of Figure 6A between the rate constants (specific 

parameter values in Supplementary Table S8). Next, we performed stochastic simulations (Methods 

Section 2.4) and found that the ON-OFF model is the only one with higher noise than the one-step 

model and, thus, fits better the increase in Ω, at low temperatures (Figure 6B) meaning that, in CS, 

CV2 is higher than at optimal temperatures (for the same mean expression levels). 
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Figure 6. Nature of the short-term cold shock responses. (A) Three models were considered, differing in the 

reaction of transcription (reaction 1.1 for a one rate-limiting step model, reactions 1.2 for a two rate-limiting 

steps model, and reactions 1.3 for an ON-OFF model). All models include the same reactions for translation and 

RNA and protein decay (reactions 2, 3, and 4, respectively). The inset shows the conditions that the rate 

constants of the models must respect to impose identical mean protein numbers between them. (B) CV2 of 

protein numbers (relative to the one step model), as predicted by each model, assuming the parameter values in 

Table S8. Vertical error bars are the SEM. (C) Scatter plots of |LFCNOVO| after subjecting cells to 50 µg/mL 

Novobiocin (relative to a control condition, absent of Novobiocin) versus the |LFCCS| of mRNAs 20 min after 

shifting to 15°C (Methods Section 2.1).  The Temperature RNAseq data has 4328 genes, while the Novobiocin 

dataset has 3948 genes. Common to both datasets are 3915 genes (grey circles). From the 3915 genes found, the 

blue circles correspond to 367 CSR. To the data, we fitted by OLS the best fit line (grey line and blue line, 

respectively). As a null model, we randomized the |LFC| for grey circles and fit by OLS the best-fit line between 

the correlation of the random pairs (dashed grey line). For each fit, we performed a likelihood ratio test between 

the zero-order polynomial and higher-order polynomials. P-values < 0.05 reject the null hypothesis that the best 

fit line is a horizontal line. (D) Effects of Novobiocin over time on Ω, which is best fit by a sigmoid function 

( ( )00.11 x x

L
e−  −+

), where L is the curve’s maximum value and x0 is the value of x of the midpoint of the sigmoid 

function. The red curve corresponds to the best-fit curve (that maximize R2). Measurements are performed by 

flow cytometer every 20 min, for 140 min. For each time point, we fit the function CV2=Ω/P [Bar-Even et al., 
2006; Taniguchi et al., 2010].  
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3.7 Response strength to cold shock is correlated with Positive Supercoiling 

sensitivity  

We next explored the hypothesis that short-term responses to CS emerge from positive supercoiling 

sensitivity. For this, we performed RNA-seq after subjecting cells to 50 μg/mL Novobiocin, which 

inhibits Gyrase [Gellert et al., 1976; Mizuuchi et al., 1978] (Methods Section 2.1) and, thus, would 

cause a similar effect as CS if the hypothesis holds true.  

From Figure 6C, the response strengths of CSR genes to Novobiocin are positively correlated to their 

response strengths to CS (blue balls in Figure 6C, p-value < 0.05), which supports the hypothesis. 

Further, CSR genes are more sensitive to Novobiocin than the average gene, i.e., have stronger 

responses, which further supports that they are more PSS. 

On the other hand, it could instead be because their original expression in the control condition was 

relatively high, when compared to the average gene. To test this, we compared the response strength 

to Novobiocin of genes that are not CSR but, have similar expression levels in optimal conditions. We 

selected random cohorts with the same number of genes as the CSR cohort and the same average 

expression level in the optimal condition. We found that the best fitting line between their responses 

to CS and Novobiocin (Figure 6C) has a smaller slope than the line for CSR genes (and the two slopes 

can be statistically distinguished). We conclude that it is not their high expression level that explains 

why CSR genes are also PSS. 

Given the above, we hypothesized that PSS is a key underlying mechanism of the short-term 

transcriptional program of cold shock responsiveness. To find if CSR genes are also PSS, we 

considered the genes whose responses to CS were stronger. To select them, we set a threshold 

between weak and strong at |LFCCS| = 0.8 (Supplementary Figure S19) since, below it, several p-

values are close to the significance level (Supplementary Section I).  

Next, to investigate if genes with strong CSR also have high PSS, we also needed to classify genes as 

having ‘high’ |LFCNOVO|. For this, we considered that the inclination of the best fitting lines in Figure 

6C likely differ with perturbation strengths (e.g., adding more than 50 μg/mL Novobiocin would 

cause stronger LFCs [Palma et al., 2020]). Since, on average, the response strength of CSR genes to 

15 ⁰C was twice as strong as their response to 50 μg/mL Novobiocin, we classified responses of 

|LFCNOVO| > 0.4 as ‘strong’ (if their p-value < 0.05). Given this, 1215 out of 3948 genes of E. coli 

(~31%) were classified as having a strong response to Novobiocin. 

Given the classifications, of the 381 genes classified as CSR, 201 are strongly responsive to CS. Of 

these, we considered only 190, since the other 11 failed to obey the filtering criteria iii, in step I.b. in 
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Supplementary Section I. Of the 190, 92 are strongly responsive to Novobiocin. Thus, approximately 

50% of the CSR genes are also PSS, which is higher than expected by random chance. 

Given this, we hypothesized that high sensitivity to PSB is at the core of the short-term, cold shock 

responsive transcriptional program of E. coli. Nevertheless, we also conclude that PSB is not the only 

means by which genes can be part of the cohort of quickly repressed genes during cold shocks. 

Finally, it is worth noting that, 1215 out of 3948 genes of E. coli exhibited |LFCNOVO| > 0.4 (p-value < 

0.05), but only 92 of them were CSR. Thus, being PSS is not sufficient to be strongly, short-term CSR. 

Given this, from in vivo single-cell, time lapse protein data (Methods section 2.1), we studied the 

dynamics of the 6 genes used to produce Figure 4B and investigated if their CS responsiveness is due 

to their PSS. In detail, if during CS, a rate-limiting step emerges in their dynamics (reaction 1.3 in the 

ON-OFF model in Figure 6A), we expect that the noise for a given mean expression level should be 

higher than during optimal conditions. For this, we further measured 4 additional CSR genes because 

they, in addition to pepN and ndk of the 6 genes, are the only ones out of the 381 CSR genes that: i) 

do not have any known input TFs and, thus, even in optimal conditions, should be less influenced by 

the TF network of E. coli; ii) their expression levels in control conditions are above background noise, 

and; iii) they are not integrated in a position of an operon structure other than the first one 

downstream the promoter. 

Results in Supplementary Figure S18 show that, in accordance with the predictions, there is a 

decrease in mean protein levels during CS and Gyrase inhibition. Only two genes, pepN and feoA, 

exhibit increased levels, contrary to the model, after 60 and 100 mins following the addition of 

Novobiocin, respectively. This is, potentially, due to mid- and long-term phenomena (also 

respectively) occurring as part of the cellular response program to cold. For example, feoA has 4 input 

TFs, while pepN is closely spaced to another gene, ssuB, in a convergent configuration. Also, ssuB 

has no transcription termination site. As such, it can perturb pepN’s expression, e.g., by first 

repressing and then stopping doing so, when under the effects of Novobiocin. 

Meanwhile, the overall ratio between noise and mean following Gyrase inhibition (Figure 6D) fits 

well a sigmoid, as it did when subjecting cells to CS (Figure 4B). The main difference between 

Figures 4B and 6D is that it takes less 20 min for the shift to occur following Novobiocin addition. 

This might be due to the slowing down of metabolic events during cold.   

Finally, we note that the similarity in the mean changes in Ω is not used as criteria to support that the 

underlying mechanism is the same, because we tuned the Novobiocin levels to make the average 

strong of the perturbations similar. 

3.8 The overlap between Gyrase and Nucleoid during CS increases 
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If the ON-OFF Model (Figure 6A) is in accordance with the process of gene expression during CS 

and, if Gyrases are responsible for removing promoters from their OFF state due to PSB [Chong et al, 

2014], one would expect Gyrases to be more present in the DNA region during CS. Instead, if it was 

the two-step model (Figure 6A) that best described CS effects, then the RNAP would take longer to 

complete transcription initiation events and thus, would spend longer time at the DNA region. 

To verify this, we measured by microscopy (Supplementary section III), prior to and during CS, the 

cell areas occupied by GyrA and RpoB, respectively. We also assessed how these areas overlapped 

with the area occupied by the nucleoid, observed by DAPI staining (Methods section 2.2), since 

temperature is known to perturb chromosomal DNA compaction [Goldstein et al., 1984; López-

García et al., 2000].  

Soon after cells enter CS, the nucleoid area decreases for the entire period of our gene expression 

measurements (Figure 7A). Since past studies observed a similar phenomenon when inhibiting Gyrase 

[Palma et al., 2020] and since the nucleoid area is a good proxy for nucleoid density [Gray et al., 

2019], whose increase is a common effect of PSB [Eriksson et al., 2002], we hypothesize that Gyrase 

duty cycles increase during CS. In agreement, the overlap between the Gyrase and nucleoid regions 

increase during CS (Figure 7D, see example cells), even though the ‘Gyrase region’ decreased in size 

relative to the nucleoid region (Figure 7B.1 and B.2). Contrary to this, the overlap between the RNAP 

and nucleoid region does not increase during CS (Figure 7E, see example cell), even though the 

‘RNAP region’ increased in size relative to the nucleoid region (Figure 7C.1 and C.2) which is in line 

with reduced number of available promoters for transcription initiation.  

Overall, these results support the hypothesis that the ON-OFF model explains the underlying 

mechanism of a large number of short-term CS responsive genes.  
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Figure 7. Model Study of biophysical parameters affected by cold shock; (A) Nucleoid area relative to cell 

area over time following CS, measured using ‘SCIP’ [Martins et al., 2018]. More than 500 cells analyzed per 

condition. (B.1) Size of YFP tagged GyrA relative to nucleoid size in optimal temperature. (B.2) Size of YFP 

tagged GyrA relative to nucleoid size after cold shock. (C.1) Size of YFP tagged RpoB (px) relative to nucleoid 

size (px) in optimal temperature. (C.2) Size of YFP tagged RpoB relative to nucleoid size after cold shock. (D) 

Relative overlapping between GyrA and the nucleoid in optimal and cold shock temperatures (Relative overlap 

is calculated as ( )
overlap

GyrA nucleoid

R
R   R / 2+

, where R is “size of the region occupied by”). (E) Relative 

overlapping between the RpoB and nucleoid in optimal and cold shock temperatures. Also shown, example 

microscopy images of the same cell, with the nucleoid stained with DAPI and the GyrA/RpoB proteins tagged 

with YFP in optimal and cold shock temperatures, respectively. More than 400 cells analyzed per condition. 

Vertical error bars correspond to the standard error of the mean. Size is defined by number of pixels. 
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3.9 Cellular energy levels decrease during cold shock   

Gyrase ability to remove supercoils is ATP dependent [Rovinskiy et al., 2012; Gubaev et al., 2016]. 

Also, Gyrase numbers did not increase during CS (Figure 2D). As such, a decrease in ATP levels 

could contribute to make PSB an ‘efficient’ mechanism underlying CSR genes. To study this, we 

measured ATP levels in the control and CS conditions (Methods section 2.3). These levels quickly 

decrease during CS (Supplementary Figure S13). This furthers supports the ON-OFF Model, as it 

suggests that the average time to escape OFF states increases in CS. 

3.10 Relative Ω as a function of OFF-ON rates 

From above, we expect CS to alter how Ω is regulated due to the emergence of an ON-OFF step 

controlling transcription. We estimated the expected ratio between values of Ω at cold and optimal 

conditions assuming ON-OFF and one-step models (Figure 6A), respectively (Supplementary Section 

V.e.). From there: 

1
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k k
k k

−

+ −





  
 +  + 

            (eq. 10.1) 

Equation 10.1 informs on how the ratio 
15 30/C C    is expected to be affected by the rate constants 

controlling the ON-OFF steps, k+ and k- (Reactions 1.3 in Figure 6A), and the transcription activity 

from active promoters, k1. 

We do not expect k1 to be a major regulator of this ratio, since this rate constant is present in the one-

step model, which was unable to mimic the measurements. Meanwhile, of the two remaining events 

controlling promoter activity (Reactions 1.3, Figure 6A) only promoter escape from the OFF state 

(regulated by k+ ) is energy consuming [Gubaev et al., 2016]. Thus, this event is expected to be most 

decelerated one during CS. We therefore hypothesized that k+ is the most temperature sensitive 

parameter in equation 10.1. 

We therefore investigated the relationship between k+ and temperature. We explored four temperature 

sensitive models of k+ which were fitted to the empirical data from Figure 4B. Models and best fitting 

parameter values are shown in Supplementary Table S12, while results of the fitting are shown in 

Supplementary Figure S12. From the R2 values, the best fitting model assumes that k+ changes over 

time following an exponential function. 

4. Discussion  
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We identified a large number of short-term CSR genes and studied what causes their quick repression 

in CS. A few of them are likely responsive due to being in an operon with upstream CSR genes, but 

the majority appear to be independently responsive to CS. Interestingly, following CS, CSR genes 

rapidly decrease expression level, while their noise relative to the mean expression increases. This 

increase in noise is consistent with the emergence of transient locking events of transcription. Since a 

similar phenomenon was observed following Gyrase inhibition [Chong et al., 2014; Palma et al., 2020] 

and because we observed here that a large number of CSR genes is also highly sensitive to PSB, we 

hypothesized that the responsiveness of a large number of CSR genes emerges from their PSB 

responsiveness. Meanwhile, we observed that Gyrase converges to the nucleoid and that cell energy 

decreases during CS, suggesting that the number of promoters locked due to PSB increases during CS. 

We therefore proposed a model of the responsiveness of CSR genes based on their temperature 

sensitive PSB. 

To our knowledge, temperature sensitive PSB is the first identified physical mechanism of how an E. 

coli gene can be CS responsive, and evidence suggests that it is present in nearly half of E. coli’s CSR 

genes. This finding, first hypothesized in [Oliveira et al., 2019], opens an avenue for the engineering 

of future synthetic, temperature sensitive and temperature resistant gene regulatory circuits, whose 

functioning could be tuned by the adaptive regulation of Gyrase activity. Further, we expect that it 

will contribute to learning how the short- and long-term transcriptional programs of E. coli responsive 

to CS have evolved. 

Nevertheless, we found that not all short-term CSR genes (~ 50% of them) are responsive to PSB. As 

such, there must be other mechanisms by which genes become short-term CSR. Similarly, we also 

observed that not all genes responsive to PSB are also short-term CSR, implying that being responsive 

to PSB does not suffice to be CSR. Finally, it also remains unclear how PSB percolates genes in the 

same operon in a manner that, while some genes downstream a CSR gene are also CSR, many are not. 

Given this, much study is still needed to identify the various possible set of features that can make a 

gene CSR. Potentially, genes could be CSR by CS-based locking of their rate-limiting steps during 

transcription initiation, as reported for a synthetic promoter [Buc and McClure, 1985]. This could 

explain how, in 4 out of the 30 genes measured at the protein level, noise did not increase although the 

mean levels decreased. However, we do not expect this to be common in most CSR genes, since the 

size of the cellular region occupied by RNAP during CS increased. Finally, it may be that, in some 

genes, their RNA or proteins have increased decay rates during CS, rather than altered production 

rates. 

Bacterial transcriptional programs of cold shock responsiveness are critical survival skills that affect a 

wide range of vital Human activities [Phadtare et al., 2004]. It should be possible to perturb this 

ability by introducing it in the cells’ synthetic circuits, with a temperature sensitivity based on the PSS 
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of its component genes. By interfering with CSR genes that rely on PSB, from our results, we expect 

that half of the transcriptional program of short-term response would be affected. As such, this is a 

viable strategy with potentially great rewards. For example, if we could activate natural bacterial CS 

transcriptional programs in the absence of cold, we would be able to slow down infections and food 

spoilage. We would also be able to enhance natural bacterial programs in low-temperature bioreactors 

(e.g., responsible for fermentation in the dairy industry), making them more cost-efficient. Meanwhile, 

if we could deactivate it when desired, we would be able to enhance bio fertilization and plant 

resistance to bacteria, among others.  
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See supplementary file attached. 
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Supplementary Methods 

I. RNA-Seq experiments and analysis 

I.a) Sample preparation 

We shifted the temperature for cells in the mid-exponential growth phase (OD=0.3) to 15°C (here 

named minute 0) and collected cells from three independent colonies, as well as after 20, 80 and, 180 

minutes, respectively. The same was done with cell colonies not subjected to the temperature shift, for 

purposes of control. Meanwhile, when subjecting cells to the antibiotic Novobiocin (50 μg/mL), the 

cells were only collected 120 minutes after the treatment, to reduce cell-to-cell diversity due to e.g., 

different absorption times, as in [Chong et al., 2014].  

After collecting the samples, 5 ml of the culture was immediately treated with a double volume (10 

mL) of RNA protect bacteria reagent (Qiagen, Germany) for 5 minutes at room temperature, to 

prevent RNA degradation. Next, treated cells were pelleted and frozen at -80°C overnight. The next 

morning, total RNA was extracted using the RNeasy kit (Qiagen, Germany). 

I.b) Sequencing  

Extracted RNA was treated twice with DNase (Turbo DNA-free kit, Ambion, USA) and quantified 

using Qubit 2.0 Fluorometer RNA assay (Invitrogen, Carlsbad, CA, USA). The total RNA quality was 

determined using a 1% agarose gel stained with SYBR Safe (Invitrogen, Carlsbad, CA, USA), where 

RNA was detected using UV in a Chemidoc XRS imager (Biorad, USA). RNA integrity was 

measured by the Agilent 4200 TapeStation (Agilent Technologies, Palo Alto, CA, USA).  

RNA library preparations, sequencing, and quality control analysis of sequenced data were 

conducted at GENEWIZ, Inc. (Leipzig, Germany). In detail, ribosomal RNA depletion was performed 

using Ribo-Zero Gold Kits (Bacteria probe) (Illumina, San Diego, CA, USA), while the RNA 

sequencing library was prepared using the NEBNext Ultra RNA Library Prep Kit.     

The sequencing libraries were multiplexed and clustered on one lane of a Flowcell, which was 

loaded on an Illumina HiSeq 4000 instrument (after cold shock) or on an Illumina NovaSeq 6000 

instrument (after Gyrase inhibition). In both instruments, the samples were sequenced using a single-

index 2x150 Paired-End (PE) configuration.  Image analysis and base calling were conducted by the 

HiSeq Control Software (Illumina HiSeq) and by the NovaSeq Control Software v1.7 (Illumina 

NovaSeq). The raw sequence data (.bcl files) was converted into “fastq” files and de-multiplexed 

using Illumina bsl2fastq v.2.20. One mismatch was allowed for index sequence identification. 

I.c) RNA-seq data analysis pipeline 



i) RNA sequencing reads were trimmed to remove possible adapter sequences and nucleotides with 

poor quality using Trimmomatic [Bolger et al., 2014] v.0.36. ii) Trimmed reads were mapped to the 

reference genome, E. coli MG1655 (NC_000913.3), using the STAR aligner v.2.5.2b (after cold 

shock) or the Bowtie2 aligner v.2.3.5.1 (after Gyrase inhibition), generating BAM files [Dobin et al., 

2013; Langmead et al., 2012]. iii) Unique gene hit counts were calculated with ‘featureCounts’ from 

the Rsubread R package (v.1.34.7) [Liao et al., 2019]. Genes with less than 5 counts in more than 3 

samples, and genes whose mean counts were smaller than 10 were removed from further analysis. iv) 

The read counts were used for downstream differential expression analysis. The DESeq2 R package 

(v.1.24.0) [Love, et al., 2014] was used to calculate log2 of fold changes (LFC) of RNA levels 

between group of samples and calculate p-values using Wald tests (function ‘nbinomWaldTest’). We 

also calculated relative abundances of mRNA in a given condition  using the Transcripts Per Million 

(TPM) normalization [Li et al., 2011]. 

Finally, the sequencing platforms for the cold shock experiment and for the Novobiocin 

experiment differ for logistical reasons (similarly, the aligners differ). Consequently, we avoided 

quantitative comparisons between genes responses (e.g., between specific numbers). Our conclusions 

are based on qualitative comparisons (i.e., we checked if the changes in the two perturbations are 

linearly correlated or not). 

II. Flow cytometry and data analysis 

We measured cells fluorescence using an ACEA NovoCyte Flow Cytometer (ACEA Biosciences Inc., 

San Diego, USA). Cells were diluted (1:10000) into 1 mL of Phosphate buffer saline (PBS) solution, 

vortexed for 10 seconds. In each condition, 3 biological replicates were obtained. In each replicate, we 

collected data from 50 000 cells. The flow rate was set to 14 µL/minute. The data was collected by the 

Novo Express software (ACEA Biosciences Inc.). 

For detecting YFP, we used a blue laser (488 nm) for excitation and the fluorescein isothiocyanate 

detection channel (FITC-H) (530/30 nm filter) for emission, with a core diameter of 7.7 μM and a 

PMT voltage of 600. For detecting mCherry, we used the PE-Texas Red fluorescence detection 

channel (615/20 nm) for emission, with a PMT voltage of 584. 

The lower bound for the detection threshold in FSC-H was set to 5000 to remove interference from 

particles. We also removed the 1% highest FITC-H values. Further, to remove abnormal cells, we 

then used an iterative procedure to discard outliers, which are those points whose vertical distance 

from the best-fit function is larger than 1 [Bar-Even et al., 2006]. The process always converged in 1 

to 2 iterations. Finally, we searched for additional abnormal measurements at the single gene level in 

the 3 repeats, but we did not find any.  



III. Microscopy and image analysis 

Cells were pelleted and re-suspended in ~100 µL of the remaining media. Three microliters of cell 

suspension were placed on a 2% agarose gel pad made up of M9 medium and kept in between the 

round microscope slide and a coverslip. It took ~5 min to move cells from the incubator to the 

microscope and start the observation. This includes the assembly of the microscope imaging chamber 

containing the slides and cells. Cells were visualized by confocal microscopy with a 100x objective. 

Phase-contrast images were taken by an external phase-contrast system. YFP tagged strain was 

visualized by a 488 nm laser and a 514/30 emission filter, while DAPI stained nucleoids were 

visualized by a 405 nm laser and a 447/60 emission filter. Phase contrast and confocal images were 

taken simultaneously.  

Analysis of the microscopy images was performed using the CellAging software [Häkkinen et al., 

2013], for segmenting cells from phase contrast images, and the SCIP software [Martins et al.,  2018] 

to segment nucleoids and characterize the spatial distribution of fluorescently (YFP) tagged GyrA and 

RpoB (both from the YFP fusion library).  

IV. Correction for cellular auto-fluorescence in Flow Cytometry data 

When assessing the single-cell distributions of protein expression levels measured by flow-cytometry, 

we corrected for the cell auto-fluorescence [Bahrudeen et al., 2019; Galbusera et al., 2020]. For this, 

we first measured by flow-cytometry the auto-fluorescence of control cells (i.e., absent of YFP 

fusions). Next, we corrected the mean fluorescence measured by flow cytometer by applying equation 

IV.1 [Galbusera et al., 2020]: 

p T cellM M M= −
          (IV.1) 

Here, pM  is the mean cell fluorescence due to YFP presence alone, after subtracting the cell auto-

fluorescence. Meanwhile, TM  is the mean cell fluorescence measured by flow cytometry, while 

cellM is the mean cell auto-fluorescence. Similarly, to correct the variance σ2, we apply equation IV.2 

[Galbusera et al., 2020]:  

2 2 2
p T cell  = −

          (IV.2) 

From equations IV.1 and IV.2 one can derive equation IV.3, to estimate the corrected squared 

coefficient of variation, 2
pCV , of the single-cell distribution of protein expression levels: 
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p

p
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=   
            (IV.3) 

For correcting the skewness (S) of the distribution we apply equation (IV.4) as in [Bahrudeen et al., 

2019]: 

3 3
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T T cell cell

p
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S SS  


 − 
=          (IV.4) 

V. Derivations 

Va. Squared coefficient of variation and skewness assuming a Γ distribution of single-cell 

protein numbers 

From [Taniguchi et al., 2010], most single-cell distributions of protein numbers in E. coli are well 

described by a Γ distribution.  If that holds, the first three moments of single-cell distributions of 

protein numbers should be given by: 

M k=            (Va.1) 

2 2k =            (Va.2) 

2S
k

=
               (Va.3) 

where M, 2, S, k and θ are the mean, variance, skewness, shape parameter, and scale parameter of a 

Γ distribution, respectively. From equations V.1 and V.2: 

2
2

2CV
M M
 

= =                        (Va.4) 

This relationship was empirically validated in [Bar-Even et al., 2006][ Taniguchi et al., 2010]. Finally, 

from equation V.1 and V.3: 

2 2 2S
k M M





= = =          (Va.5) 

V.b Derivation of Ω assuming the 1-step model 

The steady state solutions for mean RNA and protein numbers, assuming the one step Model 

(reactions 1.1, 2, 3, and 4 in Figure 6), are given by, respectively [Taniguchi et al., 2010]: 
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Meanwhile, the variance of the single-cell protein numbers is given by [Taniguchi et al., 2010]: 
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From (Vb.2) and (Vb.3): 
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Here, we define the constant Ω as: 
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Ω           (Vb.6) 

This result is in line with past results in [Bar-Even et al., 2006]. Also, given (Va.4), we expect  = Ω. 

As such, we refer to this constant as Ω. 

V.c Derivation of the squared coefficient of variation assuming the 1-step model  

Assuming Model 1.1 in Figure 6, from (Vb.2), (Vb.4), and (V.5): 
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V.d Derivation of the Squared Coefficient of Variation assuming the ON-OFF model  

Assuming the ON-OFF model (Model 1.3 in Figure 6), the mean RNA and protein numbers in single 

cells at steady state are, respectively: 
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Meanwhile, the variance is [Taniguchi et al., 2010]: 
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From equations Vd.3 and Vd.3: 

2 2 1.3 1 2

1 2 1 2

1 ( )1 1 1
( )( )P

P

k k k k kCV
M k k k k k k

 
   

+ + −

+ − + − + −

    + + +
=  + + −     + + + + + +   

   (Vd.4) 

From Vd.4 and Va.4, Ω should equal: 
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V.e Changes in Ω due to cold shock 

To estimate the change in Ω due to shifting to CS we considered that, prior to cold shock, the CS 

responsive genes due to sensitivity to PSB are not significantly affected by locking due to PSB (since 

they are relatively highly expressing in optimal growth conditions). As such, their dynamics in 

optimal conditions should be well modeled by Model 1.1 in Fig 6A in the main manuscript. On the 

other hand, when subject to CS, we expect that frequent locking due to PSB will be the main 

responsible for their negative response. Thus, the appropriate model during CS should be Model 1.3 

in Fig 6A in the main manuscript. 

Thus, given the results in supplementary sections V.b and V.d, the change in Ω when shifting to cold 

shock should equal: 

2 1 1 2

1 2 1 2

2

1 2

15

30

(15 ) (( ) (15 ) (15 ))1 1 1
(15 ) (15 ) (( ) (15 ))(( ) (15 ))

(30 )1
(30 ) (30 )

C

C

k C k k k k C C
C C k k k k C k k C

k C
C C

 
   

 

+ + −

+ − + − + −



    + +  + 
+ + −     +  + + +  + +     =

  
+  +  

    (Ve.1) 

Next, consider that, from Table S7, 2

1 2

k
 +

= 14.9, which is much larger than 1. Thus, for simplicity, 

we replace  2

1 2

1k
 

 
+ + 

 by 2

1 2

k
 +

. Further, we consider that, in E. coli, RNA degradation rates 

are much higher than protein degradation rates, i.e., 1 >> 2  (Table S7). Given this, we also replace 

( )1 2 +  by 1 . Consequently: 
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This, by derivation, can be simplified to: 
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We note that we expect that the term 1
2

.
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 is the one containing the most temperature 

sensitive rate constants, given that model 1 in Figure 6 includes the other rates constants (k2 and λ1) 

and could not explain the dynamics following cold shock for the reasons listed in section 3.6 in the 

main manuscript. 

VI: Effects of cell division on Ω 

At temperatures above cold shock (30°C, 25°C and 20°C), the cells exhibited significant doubling 

times (Figure 2A). Meanwhile, at CS they did not divide (Figure 2A).  

Cell division can increase single-cell variability in protein numbers, provided asymmetries in the 

partitioning of RNA and protein numbers between sister cells (for a review, see [Baptista et al., 2020]). 

This difference between the conditions, could affect the comparison of the contribution of noise in 

gene expression in optimal and CS conditions. 

We thus estimated the effects of cell division on Ω at temperatures above cold shock (30°C, 25°C and 

20°C) if the division rate at 30°C, 20°C and 25°C was null.  

Since we are considering temperatures above cold shock (30°C, 25°C and 20°C), we assume the 1-

step model (model 1.1 in Figure 6). Next, we assume that 1 2  , since, in general RNA degrades 

much faster than proteins [Taniguchi et al., 2010]. Given this, from Equation V.b.6 in supplementary 

section V.b: 
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Next, from [Bernstein et al., 2002], we assume that, on average 1 =0.004s-1. Also, we measured the 

mean cell division rate at 30°C-20°C to be 241 min-1 (Figure 2A). This inverse should correspond to 

the protein and RNA dilution rates due to cell division and it equals: d =7×10-5 s-1. As such: 
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Given this, if cells were not dividing in optimal conditions, Ω would be 3% higher. This is within the 

90% confidence interval of the green line in Figure 4B. Thus, we do not include cell division in the 

models.  

VII: Promoter sequence logos 

Promoter sequence logos were created using WebLogo [Crooks et al., 2004]. From positions -25 to -1 

of each promoter, it counts in how many promoters is each nucleotide present. Then, it piles up the 

nucleotides (A, C, T, G), sorted from the rarest in the bottom to the most frequent in the top. 

The height of each nucleotide letter in the plot, in each position, equals the frequency multiplied by 

the total information at that position. That total information is quantified by the difference between 

the maximum uncertainty at any position (log2(n), where n = 4 is the number of possible codons) and 

the uncertainty given the frequencies found, also quantified by Shannon’s information: 
4

2 1 2log log ( )i i in f f=−  . Given this, we expect that DNA with more conserved positions will have 

more ‘bits’ (Schneider and Stephens, 1990). 

VIII: RBS and start codon sequences of CSR genes 

RNA translation rates are controlled by the rate at which ribosomes are recruited to the ribosome 

binding site (RBS) region of the RNA, along with the rate at which they then initiate translation. The 

recruitment rate differs with the RBS sequence [Ringquist S et al., 1992] and the genome wide 

consensus sequence of RBSs is “5'-AGGAGG-3'”, being named the Shine-Dalgarno (SD) sequence 

[Saito et al., 2020]. 

Meanwhile, the rate of translation initiation is influenced by the start codon upstream the RBS. In E. 

coli, 83% of the start codons have the sequence AUG (3542/4284), 14% (612) the sequence GUG, 3% 

(103) the sequence UUG [Blattner, 1977] and a couple the sequence AUU [Sacerdot et al., 1982; 

Missiakas et al.,1993].  

We obtained the mean and standard deviation of the distributions of the p-distances (Supplementary 

Section X) of the RNAs coded by CSR genes to the SD (Table S9) and to each of the 4 start codons 



sequences (Table S10) and studied if they differ significantly from the mean and standard deviation of 

p-distances of the genome wide distribution. Finally, since the distance (in number of nucleotides) 

between the SD sequence and the start codon can affect translation initiation rates [Saito et al., 2020], 

we also compared them as above.  

From Supplementary Figure S8, not only the consensus levels of the two cohorts are the same (bit 

values of 0.5 between positions -10 and -15 and 1 in the region -1 to -3), but the distances between 

them are, in both cohorts, 5 nucleotides. 

To support, we also compared the sequence logos of the 25 nucleotides upstream of the start codons 

[Wenfa, 2019] (Supplementary Figure S9) of CSR genes and the genome wide distribution. Again, we 

find little differences between the logos in Fig. S9A and S9B. 

IX: Estimation of the average transcription rate of CSR genes during optimal growth conditions 

From [Taniguchi et al., 2010], the mean RNA numbers (as measured by FISH) of a CSR gene during 

optimal growth is 0.35 per cell. Given the 1-step model (model 1.1 in Figure 6), which is applied 

during optimal growth, the mean number of RNAs per cell in steady state is given by: 

1 1RNAk M =              (VIII.1) 

Assuming 1 =0.004 s-1 [Bersntein et al., 2002; Selinger et al., 2003], k1 is estimated to be 1.4×10-3 s-1. 

X: P-distances  

We calculated the p-distance between a promoter sequence and the consensus sequence (sequence 

composed of the most common nucleotide for each position of the sequence). The p-distance is the 

fraction of nucleotides of the promoter sequence that differ from the consensus sequence. Thus, it 

ranges from [0,1], where 0 corresponds to identical sequences and 1 to sequences whose nucleotides 

differ in every position. For genes with more than one promoter, we obtained the average of the p-

distance of each promoter.  

XI: Correlation between RNA and protein numbers  

RNA and protein numbers are expected to be positively correlated in bacteria, since transcription and 

translation are mechanically bound [Dahan, O. et al., 2011; Yanofsky, C. et al., 1981; Proshkin, S. et 

al., 2010] and because most gene expression regulation occurs during transcription initiation [Alberts, 

B. et al., 2008].  

To assess if this holds true during cold-shock, we searched for correlations between LFC’s 

(Supplementary section I), as measured by RNA-seq at 20 and 80 min after the temperature shift, and 



the corresponding LFC’s in protein numbers, measured by flow-cytometry (Supplementary section II) 

at 120 min and 180 min after the temperature shift. The lag of 100 minutes between RNA and protein 

measurements should suffice for changes in numbers of the former to propagate to the latter. The list 

of genes tested is shown in Table S1. Results in Figure S11B show that changes in RNA and protein 

numbers are correlated during CS. 

XII: Quantifying ATP using spectrophotometry 

To quantify the fluorescence from GFP tagged ATP inside cells, we use the method in [Yaginuma et 

al.,  2014]. First, the total cell fluorescence at excitation wavelength λ is given by: 

.m bg pF F f C f C   = +  +         (XI.1) 

F stands for total fluorescence and C for the number of cells. Meanwhile, Fm stands for media 

fluorescence, fbg for single-cell fluorescence background and fp for single-cell protein fluorescence (in 

our case, λ equals 400 nm in one case and 494 nm in the other). 

Meanwhile, the total cell fluorescence (without ATP sensors) is: 

c m bgF F f C  = +           (XI.3) 

The subtraction of (XI.1) from (XI.3) corrects for media and cell background autofluorescence: 

.c pF F f C  − =          (XI.5) 

Given this, the fluorescence from ATP-GFP from a cell is estimated by: 
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XIII: Analysis of the AT and CG content of the promoters 

From Regulon DB, we obtained the lists of all 8791 promoters and of all 3700 transcription units 

(TUs) [Santos-Zavaleta et al., 2019]. We then filtered the promoter list to contain only the 2355 

promoters associated to TUs, and subsequently discarded 93 promoters with unknown sequence. The 

resulting list was comprised of 2262 promoters, each with a sequence spanning from 60 nucleotides 

upstream the transcription start site (TSS) to 20 nucleotides downstream (i.e., from positions -60 to 

+20, with the TSS assumed to be in the position +1). 

Next, for each promoter, we extracted the sequences from positions -60 to -35, positions -35 to -10, 

and positions -10 to +1 (the -35 to -10 being the sequence that most influence the RNAP binding  



[deHaseth et al.,  1998], while the others were used for comparison). Similarly, we also extracted the 

same sequences of 443 CSR genes with known promoter sequences. Finally, for each set of sequences, 

we calculated the fractions of A, C, G and T. Finally, the AT (or GC) content of each promoter was 

calculated by summing the fractions of A and T (or C and G, respectively). 

XIV. Estimation of a lower bound of skewness  

Supplementary Figure S10, informs on a lower bound for noise (CV2 ~ 0.38) since noise and mean are 

no longer correlated below that value. Based on this lower bound, we estimated a lower bound of 

skewness. From the equations in Table S6, one can write: 

2S CV=               (XIII.1) 

We estimate a lower bound for the skewness to equal ~1,23, in agreement with the data (Figure 5), in 

that below that value, the predicted and empirical skewness do not correlate. 

XV. Null models and statistical tests 

In general, to create null-models of how variable X affects variable Y, we performed random 

sampling without replacement of both X and Y datapoints. The number of samplings and the sampling 

size (number of samples in each sampling) are set to the maximum array size allowed by MATLAB 

(~45980  45980, 15.8GB). The number of samplings (K) is set to 100 and the size is set according to 

Max_size/K where Max_size = 45980/2. Next, for both X and Y, we combine the sampled datapoints 

in a vector (sample_X, sample_Y) and calculate the correlation between sample_X and sample_Y by 

linear regression fitting using Ordinary Least Squares.  

We obtained a p-value of the fitted regression lines from t-tests with the null hypothesis that the line is 

horizontal.  

We further evaluated the null hypothesis that slopes and intercepts of the best fitting lines of empirical 

and null-model data are equal. We performed the ANCOVA test [McDonald, 2009], which evaluates 

the significance of an F-test under the null hypothesis that both slopes and intercepts are equal. To 

correct for over-representation of datapoints in these tests, we corrected the degrees of freedom to be 

(size_XY – C), where size_XY is the number of datapoints and C is the number of parameters. For the 

linear regression fitting, C equals to 2 (intercept and slope of best fitting line). For the ANCOVA test, 

C equals to 4 (intercept and slope of one best fitting line and the difference of these between both 

best-fitting lines). 

XVI. Gene ontology (GO) analysis  



To study the GO representation [Ashburner et al., 2000; Gene Ontology Consortium, 2021] of CSR 

genes, we performed an overrepresentation test using the PANTHER Classification System [Mi et al., 

2019]. This test finds statistically significant overrepresentations using Fisher’s exact test, which 

rejects the null hypothesis that there are no associations between the genes’ cohort and the 

corresponding GO of the biological process for p-values < 0.05. This p-value is corrected for the False 

Discovery Rate (FDR) using the Benjamini-Hochberg procedure [Benjamini and Hochberg, 1995].  

XVII. Analysis of gene fitness 

From 4133 reference bacterial DNAs with listed genes [Xavier et al., 2021], we used the Rentrez 

package [Winter et al., 2017] to count in how many of these genomes one finds each gene of MG1655 

(GCF_000005845.2_ASM584v2). We use these numbers (divided by the total number of genomes) as 

a measure of the evolutionary fitness of each gene, which in bacteria can propagate in the biosphere 

by cell division or by horizontal gene transfer. In detail, we calculated the mean and CV2 of gene 

fitness of CSR genes as well as for all genes in the genome, along with their standard errors using 

bootstrapping (104 resampling with replacement). For mixed genes cohort, we calculated the same 

along with their standard errors using bootstrapping (104 resampling with replacement) but here each 

sample consists of genes from different groups of sampled at different sizes. 

XVIII. Short-term responses to CS cannot be explained by Transcription Factor interactions 

We studied if the dynamics of CSR genes during CS is influenced by their direct input TFs. 

According to Regulon DB [Santos-Zavaleta A et al., 2019], the 4698 genes of E. coli have a total of 

4590 TF interactions between them. Our RNA-seq data informs on the LFCCS of most genes (4328), 

which have 4435 TF interactions between them. These genes include all 381 CSR genes identified. 

Also included are 733 TF interactions between them (Supplementary File X3). 

Given the time length of protein assembly and maturation [Balleza et al., 2018; Hebisch et. al., 2013; 

Maurizi, 1992], we expect a time delay from the moment RNAs change until the moment the 

corresponding TFs change. Once this happens, we expect a short time delay until their output genes’ 

RNA numbers to change in response [Bernstein et al., 2002]. Thereby, we searched for correlations 

between RNA numbers of genes coding for a TF in a given time moment, and the RNA numbers in a 

future moment of genes whose promoters are known outputs of that TF (information of the TF-

promoter interactions was obtained from Regulon DB). 

From the time-lapse RNA-seq data (Supplementary Section I), neither the mid- nor the long-term 

responses of CSR genes (at 80 and 180 min after CS, respectively) are correlated with the short-term 

changes (20 min after CS) in the numbers of the RNAs coding for their input TFs. 



It is worth noting that, although CSR genes do not show influence from their TFs, there is a visible 

propagation of information in the TFN during CS. Namely, on average, non-CSR genes exhibited 

correlated dynamics with their input TFs (Supplementary Figures S17). As such, the lack of 

correlation during CS is a feature of CSR genes, rather than genome wide. We observed the same at 

optimal temperatures (Supplementary Figure S17). Potentially, these interactions will be active under 

conditions not studied here.  

Finally, we searched for (but failed to find) correlations between the short-term responses to CS of 

global transcription regulators (Supplementary Table S5 and Supplementary Figure S1). 

XIX. Short-term responses of CSR genes cannot be explained by the promoters’ AT richness  

For CSR genes to exhibit strong repression upon CS, they necessarily were strongly expressing in 

optimal conditions. This is confirmed in Supplementary Figures S20A (and agrees with data in 

[Taniguchi et al., 2010]).  

Meanwhile, AT-rich promoters are more strongly expressed than GC rich promoters [Liu et al., 2004] 

in optimal conditions. This could imply that CSR promoters are AT-rich. We thus confronted the AT 

richness (Supplementary section XIII) of promoter sequences with their short-term response strengths 

to CS (Supplementary Figures S20B). While we find a genome-wide correlation, that correlation does 

not exist in the CSR gene cohort (Supplementary Figures S20B inset). We conclude that AT richness 

is not involved in short-term responsiveness to CS.  



Supplementary Figures 

 

Figure S1: Signal propagation after cold shock. Correlation plots of the |LFCCS| between input and 

output genes with a transcription factor pathlength of 1. (A) Correlation during CS between output 

genes at 80min vs input genes at 20min of all pairs of genes input-output (blue dots) and of pairs 

where the input is a global regulator (dark red dots). (B) Correlation during CS between output genes 

at 180min vs input genes at 20 min of all pairs of genes input-output (blue dots) and of pairs where 

the input is a global regulator (dark red dots). To the red circles, we fitted by OLS the best fit line. 

Null models were generated as described in Supplementary Section XV. For each time point, we did 

an ANOVA test to test for the null hypothesis that the red and black line are not statistically 

distinguishable. P-values are presented in Supplementary Table S4.  For each plot fitted line we 

performed a likelihood ratio test between the zero-order polynomial and higher order polynomials. P-

values < 0.05 reject the null hypothesis that the best fit line is a horizontal line. Shadow areas are 68% 

confidence bounds.   

 

Figure S2: Squared Coefficient of variation (CV2) as a function of Mean Protein Fluorescence level. 

(A) CV2 versus mean protein fluorescence level measured by the FITC-H channel of the flow 

cytometer at 15 °C, 0 min, 120 min and 180 min. To the data we fit the best-fit function CV2= Ω /P 

[Bar-Even et al., 2006; Taniguchi et al., 2010], where Ω is a constant (values for each curve are 



shown in the insets) and P is the mean protein numbers.  We performed a 2-sample t-test to check for 

the null hypothesis that there is no difference between the Ω values at 120min and 180min. The test 

does not reject the null hypothesis with a p-value of 0.43.  

 

Figure S3: Our measured mean protein fluorescences (Supplementary section II) are plotted against 

the corresponding protein numbers reported in [Taniguchi et al., 2010] in the same growth conditions. 

The best fitting line of the type y=mx has a statistical significant slope m = 0.10 and its R2=0.56. We 

performed a F-test on the regression model, which tests for the hypothesis that the 0 order polynomial 

fits significantly better than a 1st order polynomial. The test rejected the null hypothesis (p-value > 10-

6).  

 

Figure S4: (A) For temperature we fit the best fitting function. Data >= 20°C is best fit by a 1st order 

polynomial while data < 20°C is best fit by a sigmoid function (function given by ( )00.11 x x

L
e−  −+

, 

where L is the curve’s maximum value and x0 is the x value of the sigmoid midpoint). (B) Average 

best fitting functions for data below 20°C and above or equal to 20°C. The dark blue and green lines 

correspond to the best fit curves (that maximize R2), for the 15°C-10°C dataset and for the 30°C -

20°C dataset, respectively. (C) Box plot of Ω as a function of time for temperature set (Control and 

CS). The red line in the box is the median and the top and bottom of the box are one STD above and 

below the median, respectively. For control and cold-shock temperatures, we fit the best fitting 

function.  



 

Figure S5: Correlation between empirical and predicted skewness for 30°C, 25°C, 20°C, 15°C, 

12°C, 10°C. Predicted skewness is estimated from the Ω estimated from the relationship CV2 

vs M (Supplementary section XIV) from empirical Flow cytometry data while the empirical 

skewness is the skewness of  the empirical distributions obtained by Flow cytometry. For all 

fittings R2 is > 0.8.  

 

Figure S6: E. coli K-12 MG1655 cell growth doubling time versus various concentrations of 

Novobiocin in M9 medium supplemented with 0.4% glucose, amino acids, and vitamins at 30 ⁰C. The 

doubling time was measured by the initial OD600nm value, the final OD600 nm value and the time interval 

in between.  



 

Figure S7: Microscopy measurements of cell size (px) of E. coli cells expressing the manY 

gene endogenously tagged with YFP coding sequence at different temperatures (10 °C, 15 °C, 

20 °C, 25 °C and 30 °C). (A) Probability density function (PDF) of the distribution of cell size, 

180 min after the temperature shift. (B) Mean cell size (px) as a function of temperature. 

Vertical error bars correspond to the standard deviation. (C) Squared coefficient of variation as 

a function of temperature. Vertical error bars were calculated by bootstrapping (standard 

deviation of 500 resamples of 20 cells each).  

 

 

Figure S8: Sequence logos of the RBS sequence from the SD to the start codon for (A) 179 genes and 

(B) and the 31 CS genes of those 179. Data from RegulonBD. The last nucleotide of the start codon is 

placed in the position -1. Also, the nucleotides positions decrease in the upstream direction.  

 

 

 



 

Figure S9: Sequence logo of the RBS sequence ranging from the SD sequence to the start codon for 

all 4357 genes (A) and 377 CS genes (B) in the other list. The nucleotide upstream of the start codon 

of the gene is assumed to have the position -1 and the position of a nucleotide decreases as it is 

located more upstream.  

 

Figure S10: Squared coefficient of variation versus mean protein numbers. For mean protein number 

< 150 the protein expression noise is inversely proportional to the mean with a lower noise limit (blue 

dashed line), corresponding to intrinsic noise [Taniguchi et al., 2010]. For mean protein number >150 

noise becomes independent of the mean with a lower bound of ~0.38 (red dashed line).  

 

Figure S11: (A) Correlation plot between the pulse width and protein expression levels, measured by 

flow cytometer (Supplementary Section II). Values are relative to 0 min. Black dashed line is the null 



model (Supplementary Section XV), the two lines are not statistical distinguishable (p-value = 0.15). 

(B) Correlation plot of the |LFCCS| of mRNAs (measured by RNAseq at 15 °C, at time 20 min and 80 

min after the temperature shift) and protein expression levels (measured by flow cytometry at 15 °C, 

120 min and 180 min after (with a gap of 100 min [Startceva et al., 2019]) the temperature shift). We 

fit the first-order polynomial to the data points by ordinary least-squares and performed an F-test on 

the regression model, which tests for the hypothesis that the 0 order polynomial fits significantly 

better than a 1st order polynomial. The test rejected the null hypothesis (p-value = 0.0002). Black 

dashed line is the null model, the two lines are statistical distinguishable (p-value = 0.01) 

(Supplementary Section XV). This is consistent with the cell division times (~150 min in M9 media). 

As such, we expect phenotypic consequences from the cold-shock response at the RNA level to be 

propagated into the proteins produced in the same period [Newman, et al., 2006; Vogel, et al., 2012; 

Liu, et al., 2016].  

 

Figure S12: (A) Model fitting given a specific function for k+ changes (linear, step and exponential 

function). Black dots are the empirical data for CS temperatures and error bars are the standard error. 

(B-D) Changes in k+ over time assuming a linear, step and exponential function, respectively.  In A, B, 

C, D, all lines are best fitting curves for respective model predictions. Table S12 shows the R2 for 

each model fit and prediction.  Due to low R2 when fitting the empirical data the fitting of quadratic 

type function is not shown.  

 

 

 

 



 
Figure S13:  Relative ATP concentration measured (Methods Section 2.4) using the QUEEN-2m 

sensor [Yaginuma et al., 2014], with 3 replicates per condition. Detailed description of correction for 

autofluorescence and cell division is in (Supplementary Section XII).  

 

 

Figure S14: Graph of overrepresented gene ontology terms and their ancestors for CSR genes 

(Supplementary Section XVI). The more general biological processes are connected to specific 

ontology terms by an arrow pointing to the latter. The ontologies that have the ancestor "metabolic 

process" and the ones with the ancestor "response to stimulus" are marked separately.  

 



 

Figure S15: Mean concentration of RpoS (σ38), relative to 0 min, measured every 20 min in both 

optimal (30 °C) and cold temperature (15 °C), by flow cytometer.  

 

 

Figure S16: CV2 versus mean protein numbers measured by flow cytometer during optimal and CS 

temperatures, every 20 min for 120 min, respectively.  To each time moment we fit the function CV2 

= Ω /M [Bar-Even et al., 2006; Taniguchi et al., 2010]. Fittings are shown for each time moment. 

Each time moment data comes triplicates from 6 genes (aldA, feoA, many, ndk, pepN, tktB). (A-B 

inset). Data points along with best-fit curves are shown.  

 

 



Figure S17. (A) Scatter plot between |LFCCS| of TF output genes at 80 min and corresponding TF 

input genes at 20 min in optimal conditions. (B) and (C) Scatter plots between |LFCCS| of output gene 

at 80 min and 180 min, respectively, and the corresponding TF input genes at 20 min during CS. Grey 

circles are all pairs of genes (4435 pairs) (Supplementary section XVIII). Blue circles (733) are of 

pairs of input-output TF genes for which the output is a CSR gene. We fitted by ordinary least-

squares a best-fit line (grey and blue lines, respectively). Dashed lines are the null models 

(Supplementary Section XV). For each best fit line (grey and blue line) and correspondent null model 

(black and dark blue dashed line, respectively), we performed an ANCOVA test for the null 

hypothesis that the two lines are not statistical distinguishable (Supplementary Section XV). P-values 

< 0.05 reject the null hypothesis. P-values for each test are in Table S2 and Table S3, respectively. 

Shadow regions are 68% confidence bounds.  

 

 

Figure S18: (A) Change in relative mean protein numbers of 6 CSR genes over time following CS. 

(B) Change in relative mean protein numbers of 10 CSR genes over time following Gyrase inhibition 

by Novobiocin. Related with Section 3.7 of the main manuscript.  

 



 

Figure S19: Scatter plot between |LFCCS| and p-values of the CSR genes from the RNA-seq data.  

 

Figure S20: (A) Relative RNA expression levels of all genes in the RNAseq (4041) and of the CSR 

genes alone (378) at optimal temperature. Inset data from  [Taniguchi et al., 2010]. (B) Correlation 

between the genes’ AT richness and their response to CS (|LFCCS|) 20 min after CS. The inset shows 

the same plot when considering only CSR genes. 

 

 

 

 

 

 



Supplementary Tables 

Table S1: List of YFP-fusion strains [Taniguchi et al., 2010] used in this study. 

S. 
No. 

Strain 
name 

Genotype Source 

1 MG1655 λ-, rph-1 Yale CGSC 
(CGSC # 6300) 

2 MGmCherry Same as MG1655, with rpoS::mCherry, chromosomally 
integrated, replacing rpoS 

Gift of James 
Locke [Patange 
2018]   

3 SX1047 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gyrA791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12602) 

4 SX1056 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, gyrB792-
YFP(::cat) 

Yale CGSC 
(CGSC # 12611) 

5 SX1020 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], topA791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12575) 

6 SX1440 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], topB792-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12995) 

7 SX1051 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, rpoB791-
YFP(::cat) 

Yale CGSC 
(CGSC # 12606) 

8 SX1397 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], clpA791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12952) 

9 SX1519 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], pepN794-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13074) 

10 SX1812 F-, yaeH791-YFP(::cat), Δ(argF-lac)169, gal-
490, Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13367) 

11 SX1986 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], ydfG791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13541) 

12 SX1882 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yqjD791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13437) 

13 SX1394 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], ndk-791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12949) 

14 SX1989 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yeeX793-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13544) 

15 SX1505 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yciI793-YFP(::cat), IN(rrnD-rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13060) 

16 SX1695 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], elaB792-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13250) 

17 SX1950 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 Yale CGSC 



Δ(cro-bioA)], putP792-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

(CGSC # 13505) 

18 SX1550 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, glpD792-YFP(::cat), rph-
1 

Yale CGSC 
(CGSC # 13105) 

19 SX1674 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gcvT792-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13229) 

20 SX1919 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gcvP791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13474) 

21 SX1917 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gabD791-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13472) 

22 SX1901 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], aldA791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13456) 

23 SX1488 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, tnaA791-
YFP(::cat) 

Yale CGSC 
(CGSC # 13043) 

24 SX1284 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], gatZ794-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12839) 

25 SX1763 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], manY793-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13318) 

26 SX1416 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], pgk-791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 12971) 

27 SX1087 F-, Δ(argF-lac)169, bolA791-YFP(::cat), gal-
490, Δ(modF-ybhJ)803, λ[cI857 Δ(cro-bioA)], IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 12642) 

28 SX1526 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], katE791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13081) 

29 SX1771 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], nuoE794-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13326) 

30 SX1954 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], tktB792-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13509) 

31 SX1859 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, yjbQ792-
YFP(::cat) 

Yale CGSC 
(CGSC # 13414) 

32 SX1781 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, feoA791-YFP(::cat), rph-
1 

Yale CGSC 
(CGSC # 13336) 

33 SX1718 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], wrbA791-YFP(::cat), IN(rrnD-
rrnE)1, rph-1 

Yale CGSC 
(CGSC # 13273) 

34 SX1975 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], yccJ791-YFP(::cat), IN(rrnD-rrnE)1, rph-
1 

Yale CGSC 
(CGSC # 13530) 

35 SX1085 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 Yale CGSC 



Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, tpiA791-
YFP(::cat) 

(CGSC # 12640) 

36 SX1349 F-, Δ(argF-lac)169, gal-490, Δ(modF-ybhJ)803, λ[cI857 
Δ(cro-bioA)], IN(rrnD-rrnE)1, rph-1, pfkA791-
YFP(::cat) 

Yale CGSC 
(CGSC # 12904) 

37 BW25993 pRSET B_QUEEN-2m_AMPR  Gift from Hiromi 
Imamura 
[Yaginuma et al., 
2014] 

 

Table S2: For each condition we did an ANCOVA test to test for the null hypothesis that the grey and 

black line are not statistically distinguishable. P-values are presented below. For conditions that did 

not reject the null hypothesis (p-values > 0.05).  

CS Optimal 

  80 min 180 min 80 min 

20 min 0.028   0.0077 2.1×10-04 

 

Table S3: For each condition we did an ANCOVA test to test for the null hypothesis that the light 

blue and dark blue line are not statistically distinguishable. P-values are presented below. For 

conditions that did not reject the null hypothesis (p-values > 0.05).  

CS Optimal 

  80 min 180 min 80 min 

20 min 0.15 0.096 0.52 

 

Table S4 For each condition we did an ANOVA test (Supplementary Section XV) to test for the null 

hypothesis that the red and dark red lines are not statistically distinguishable. P-values are presented 

below. For conditions that did not reject the null hypothesis (p-values > 0.05).  

CS 
  80 min 180 min 
20 min 0.3625 0.1817 
 

Table S5: List of global regulators (GR) known to regulate 30 or more genes. 

S.No GR No. Genes regulated Genes that code the GR 
1 CRP 574 crp 
2 FNR 310 fnr 
3 IHF 258 ihfA; ihfB 
4 Fis 239 fis 



5 H-NS 194 hns 
6 ArcA 184 arcA 
7 NarL 138 narL 
8 Fur 131 fur 
9 Lrp 110 lrp 

10 NsrR 84 nsrR 
11 Cra 82 cra 
12 FlhDC 82 flhD; flhC 
13 CpxR 71 cpxR 
14 NarP 66 narP 
15 PhoB 66 phoB 
16 LexA 61 lexA 
17 PhoP 59 phoP 
18 NtrC 56 glnG 
19 MarA 46 marA 
20 ModE 46 modE 
21 SoxS 42 soxS 
22 PdhR 41 pdhR 
23 NagC 39 nagC 
24 ArgR 38 argR 
25 OxyR 35 oxyR 
26 SlyA 34 slyA 
27 IscR 32 iscR 
28 CysB 31 cysB 
29 PurR 31 purR 
30 FhlA 30 fhlA 

 

Table S6: Equations of Squared Coefficient of Variation (CV2) and skewness (S) as a function 

of Ω and the mean protein numbers (M). Also present is the derivation of CV2 and S as a 

function of the model parameters. Step-by-step derivation in shown in Supplementary Section 
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Table S7: Reference parameter values assuming the one-step and the ON-OFF models. Given 

that Lac is considered to be a strong promoter, combining these parameter values should result 

in relatively high RNA and protein numbers. 

Rate 
Constant Description Values (s-

1) References 

k+ Promoter unlocking 7×10-4 
For the native Lac promoter 

[Chong et al., 2014; Palma et al., 
2020] 

k- Promoter locking 0.0012 
For the native Lac promoter 

[Stracy et al., 2019; Palma et al., 
2020] 

k1 Transcription rate 8.3×10-4 
to 0.02 

Average expressing native genes 
[Prajapat et al., 2018] 

k2 Translation rate 0.04 to 
0.06 

Average expressing native genes 
[Bremer et al., 1996]    

λ1 RNA degradation 0.004 Average RNA degradation rates 
[Bernstein et al., 2002] 

λ2 
Protein decay (degradation and 

dilution in cell division) 2.93×10-5 
Average protein degradation rates 
[Koch and Levy 1955; Taniguchi 

et al., 2010] 
 

Table S8: Set of parameter values use to investigate the noise levels of each model: 1-step model 

(Model 1 in Figure 8), 2-step model (Model in figure S8) and ON-OFF model (Model 2 in Figure 8) 

Rate 
Constant 

 One rate-limiting step 
model  

Two rate-limiting step 
model ON-OFF model  

k1 (s-1) 0.002 0.004 0.0057 
k+(s-1)     0.0018 
k-(s-1)     0.0033 
ki(s-1)   0.004   
k2(s-1) 0.23 0.23 0.23 
λ1(s-1) 0.004 0.004 0.004 
λ2(s-1) 2.9×10-5 2.9×10-5 2.9×10-5 

 

Table S9: p-distances to the consensus SD sequence (AGGAGG) [Saito et al., 2020]. The sequences 

were extracted from the available ones in RegulonDB. Shown are the mean and standard deviation of 

the p-distances of all genes (179 genes), of the 31 genes of those 179 that were found to CSR, and of 

1000 cohorts of 31 genes assembled by random selection from the 179 genes. 



  Consensus SD sequence 
(‘AGGAGG’) (Mean ± STD) 

Genome wide p-distance (179 genes) ± STD 0.57 ± 0.22 
p-distance of CSR genes (31 genes) ± STD 0.48 ± 0.20 
p-distance of randomly selected genes (31 genes) 0.54 ± 0.20 

 

Table S10: p-distances of the start codon sequences of CSR genes to the most frequent start codon 

sequences (ATG; GTG; TTG; ATT; CTG) [Blattner et al., 1977; Sacerdot et al., 1982; Missiakas et 

al.,1993]. Sequences extracted from Regulon DB. Shown are the mean and standard deviation of the 

p-distances of all genes (179 genes), of the 31 genes of those 179 that were found to CSR, and of 

1000 cohorts of 31 genes assembled by random selection from the 179 genes. 

  ATG GTG TTG ATT CTG 
Average start codon sequence (N=179) ± STD (Regulon 
DB) 

0.49 ± 
0.22 

0.64 ± 
0.34 

0.61 ± 
0.29 

0.47 ± 
0.18 

0.63 ± 
0.31 

Average start codon sequence of CS genes (N=31) ± 
STD 

0.59 ± 
0.47 

0.71 ± 
0.34 

0.66 ± 
0.29 

0.52 ± 
0.17 

0.67 ± 
0.30 

Average start codon sequence of random cohort (31) ± 
STD 

0.53 ± 
0.49 

0.63 ± 
0.35 

0.59 ± 
0.28 

0.52 ± 
0.17 

0.63 ± 
0.31 

 

Table S11: Over-represented biological process according to the Gene Ontology (GO) 

Overrepresentation Test (Supplementary Section XVI) with Fisher’s exact test with FDR correction. 

For each GO biological process it is shown the number of genes related to it, in the E. coli genome 

(out of the 4390 genes); the number of genes related in the CSR cohort (out of the 376 recognized 

genes by GO); the number of genes expected to be present in a cohort of the size of the CSR cohort; 

and finally, the fold-enrichment. 

Biological 
Processes GO biological process complete 

No. 
Genes in 

E. coli 
genome 

No. 
Genes 
in CS 
cohort 

Expected 
No. 

Genes in 
CS 

cohort 

Fold 
Enrichment 

Metabolic 
process 
(GO: 

0008152) 

Glycerol metabolic process (GO:0006071) 20 12 1,71 7,01 

Nitrogen cycle metabolic process (GO:0071941) 25 13 2,14 6,07 

Organic hydroxy compound catabolic process (GO:1901616) 52 16 4,45 3,59 

Generation of precursor metabolites and energy (GO:0006091) 210 60 17,99 3,34 

Organic acid catabolic process (GO:0016054) 191 35 16,36 2,14 

Carbohydrate metabolic process (GO:0005975) 389 61 33,32 1,83 

Organic acid metabolic process (GO:0006082) 542 77 46,42 1,66 

Response 
to 

stimulus 
Response to stress (GO:0006950) 556 74 47,62 1,55 



(GO: 
0050896) Cellular response to toxic substance (GO:0097237) 28 10 2,4 4,17 

 

Table S12: Best fitting parameter values for model functions of k+ as a function of temperature. 

Function 
type Equation Estimated parameters Average 

R2 
Linear 2 1b x b +  b1 = 6×10-4; b2 = -5.9×10-5; k- = 0.013 s-1 0.85 

Exponential ( )b x
e a
− 

  
b = 0.036; a = 0.019; k- = 0.002 s-1 0.99 

Quadratic 2
3 2 1b x b x b +  +  b1 = 0.847; b2 = 0.894;  b3 = -0.024; k- = 

1.183 s-1 
< 0 

Step ( )
11

1 x L a
e− −

 −  + 
 a = 39.25; L = 69.32; k- = 0.003 s-1 0.86 
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