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1 INTRODUCTION 

In both academic literature and public discourse, the communication culture on digital media services has 

been widely problematized, with scholars referring to behavioral and cultural issues like social media rage, 

use of uncivil language [22], and increase of hate speech [36]. People generally consider such issues as 

nuisances to be mitigated, which has motivated various solution approaches, ranging from human-based 

content moderation and enforcement of commenting guidelines [31, 61] to computational detection of hate 

speech [20] and toxic language [51]. However, the aforementioned behavioral and cultural issues remain 

hardly solved as the underlying reasons behind the behavior are probably numerous. Based on the long-

standing discussion on computer-mediated communication [15, 63, 72], the present work poses that a central, 

yet relatively superficially understood factor behind the issues is how the user interface (UI) affords, conditions, 

and structures social interaction online. Computer-mediated communication [72] can be seen to force nuanced 

public discourse and opinion exchange through an inherently narrow channel, disregarding many emotional 

elements in interpersonal communication. From the perspective of emotional psychology, the current, largely 

text-based interfaces inherently limit the ability to control one’s emotions or to empathize with other people 

[71]. This arises a need for creative design exploration to understand how UI design could provide new 

perspectives to this problem area and open new avenues towards UI solutions for emotion regulation.  

In this work, we explore possible future UIs for self-reflection and emotion regulation in relation to the 

activity of commenting on news articles on online news sites. Online news commenting is a form of more or 

less anonymous public discourse between strangers [22] that takes place around journalistic content on the 

comment sections of online newspapers and broadcasters. We consider uncivil and inconsiderate 

commenting of online news as an intriguing problem area for design approaches where the critique of tradition 

and the status quo is emphasized. According to Bardzell & Bardzell [6], unconventional design artifacts may 

be introduced to make consumers more critical about “how their lives are mediated by assumptions, values, 

ideologies, and behavioral norms inscribed in designs.” We particularly attempt to reflectively design artifacts 

that could support commenters’ self-reflection and to unpack the role of UI design in this problem area [22, 

61].  

Incivility in online news commenting can be considered as a wicked problem: it is ill-defined, has no 

straightforward solutions, and manifests other “higher level” problems [14]. For example, the definitions of 

incivility (or related terms) are debatable and hard to apply in practice [61], and there is a long-standing 

academic discussion on what counts as legitimate expression of public opinion (e.g., [27, 37, 60]). Different 

forms of misbehavior in online news commenting may result from unknown combinations of behavioral and 

cultural issues (e.g., intentional trolling, commenting in an inconsiderate manner evolving into hateful 

discussion threads, unclear norms on online platforms). In addition to harmful effects to the involved 

commenters, uncivil comments can hurt news reporters and moderators who cannot easily avoid them [29], 

harm the publisher’s brand [55], and evoke negative effects on the majority of readers who do not participate 

in commenting [17]. To this end, this problem area calls for audacious exploration of alternative solution 

proposals and research through design that could provide new perspectives to the related problems as well 

as open new avenues towards more sustainable UI solutions. 

Our design exploration draws from two theoretical frames. The first is the evolving design philosophy of 

Critical Design (CD) [6, 7, 25, 54, 68]. Mindful of its various interpretations, we avoid subscribing to any specific 

school of thought. For example, CD may be expected to empower people or combat those in power [38], be 

associated with the term’s originators, Dunne, Raby, and their students and disciples [54], or assumed to 

make a strong critical contribution in a broader sense [6]. To best reflect the design mindset in this study, we 

term our approach as designing with a critical voice. With this, we aim to find a balance between introducing 

thought-provoking perspectives (i.e., designs for raising questions) and creating design ideas that are 

potentially effective and socially acceptable as solutions (i.e., designs for solving problems). The second 

theoretical frame is the concept of self-reflection and affect labeling as an implicit form of emotion regulation 
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[70]. In affect labeling [70], emotion regulation can result from simply making the emotionally loaded elements 

in a message more perceivable. We attempt to propose sufficiently provocative forms of affect labeling to raise 

awareness of and discussion of the role of the UI. 

However, exploring how critique can manifest acceptably in a problem-focused context is an ambitious aim. 

After all, there is little practical guidance or heuristics for using critique in the UI design practice, and there are 

relatively few examples of UI design projects where a critical voice would be emphasized. In a design project, 

it is difficult to judge, e.g., what went overboard and what remained inefficient in terms of provocation [8, 9]. 

For this reason, we first carefully analyze the criticality of our designs and then interview news media experts 

from media organizations to gain additional critical perspectives and feedback on their perceived risks and 

opportunities. Accordingly, we also remain critical of the concept of trying to nudge [16, 67] emotional reflection 

in online news commenting as well as what is and is not uncivil. The following related work section outlines 

relevant literature that the work builds on—related to political conversations [27, 37] and polarization [33, 45] 

in online discourse, discussion moderation [31, 61], and emotional regulation [34, 70]. That said, the 

contribution of this work targets the growing literature of critical design [6, 7, 11, 25, 38, 54, 68]. 

The contributions of this work include: (1) identification of critical perspectives to a particular problem area 

for UI design; (2) presentation of four selected design artifacts that embody different critical perspectives and 

could serve as solutions (or inspirations to other solutions) to mitigating incivility and inconsideration in online 

news commenting; (3) insights into the acceptability of the designs based on interviews of experts in 

administering online discussions in relation to news articles, and (4) reflection on applying design with a critical 

voice to problem-focused UI design case, contributing to the methodological development of critical design.  

2 RELATED WORK AND POSITIONING 

In the following, we first analyze how our design approach relates to the views and theories on criticality in 

design and discuss how prior critical design works inspired our design endeavors. Next, we cover moderation 

strategies for solving emotionally troubling online discussion. We further explain the concept of implicit emotion 

regulation and position the concept in relation to moderation, critical design, and the concept of behavioral 

nudging.  

2.1 Criticality in Design Theory 

While the notion of critique is often implicitly embedded in the design of interactive systems, there are several 

traditions that particularly encourage critique and consideration of alternative user-product relationships. Some 

notable examples include Critical Design [6], Reflective design [64], Design Fiction [10], Value-Sensitive 

Design [28], Ludic Design [30], and Critical Technical Practice [2]. In this paper, we apply critical design 

thinking somewhat like what has been done under the label Critical Design.  

The design research described in this paper is inspired by Bardzell & Bardzell [6, 8] views on the 

appearance of criticality in design in particular because they provide a useful framework for the analysis of 

criticality. According to their view, the criticality of designs is tied to the display of some number of nonobvious 

or novel design features, which one can argue to perform a critical function, express criticality, etc. [8]. In other 

words, to create a design that performs a critical function, one should introduce “twists” (i.e., nonobvious 

changes) on the standard design [8, 41]. However, if the number or ‘mass’ of the features is too high, the 

object may be dismissed as art. “Presumably, critical mass is achieved when one believes that the judgment 

could credibly demand assent from others, or at least provoke constructive further discussion and analysis” 

[ibid.].  

At the same time, the characteristics of provocative and unconventional designs that may facilitate critical 

thought depend on the user’s ability to read designs insightfully [8], and this seems to be emphasized in many 

designs labeled as critical designs, for example, the works by Dunne and Raby [24]. However, our intention 

is to facilitate critical thinking about design for everyone, including individuals with little expertise to read 
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designs. Furthermore, the context of digital media in terms of news websites and social media platforms 

provides opportunities and challenges that are not present in physical product design (e.g., publicity, a different 

type of interaction), which is where works labeled as critical designs usually seem to operate. Also, while we 

design in a more problem-focused manner than much of the prior literature on critical design describes (e.g., 

[9, 25]), we are still motivated to achieve audience reflection and seek to create designs that serve fairly 

obvious critical purposes. Hence, the presented design artifacts could thus potentially be read as critical 

designs [7, 8]. In other words, following Blythe et al. [11], we do not view construction and criticism as polar 

opposites.  

We aim at designs that are as easy to read and plausible as solutions as those created by Khovanskaya 

et al. [42] and Raptis et al. [57]. Khovanskaya et al. [42] developed and studied a web-browser plugin that 

uses unconventional ways to display information about user’s web-browsing activities to promote awareness 

of infrastructures behind personal informatics. Their design strategy was to display surprising perspectives to 

sensitive and highly personal aspects of gathered data. Raptis et al. [57] conducted research through design 

focusing on the element of provocativeness and designed a device that challenges families’ energy-

consuming practices. The device meddles with the availability of electricity for doing laundry and aims to 

change laundry practices by provoking reflection. While Khovanskaya and others [42] did not state behavioral 

change as their goal, the realization that "everybody knows what you're doing" online could also cause a 

change in users’ web-browsing habits. Furthermore, the design by Raptis et al. [57] challenged the energy-

consuming practices, went beyond persuasion, and made families reflect on their energy consumption and 

technology’s role in it.  

Further, we aim at designs that ask, rather than tell, what is good design and what is bad commenting. This 

aim arises from the knowledge of how difficult it is to accurately define the limits of incivility or “freedom of 

expression” [61]. We acknowledge the long-standing discussion on the (in)civility of public discourse (e.g., [27, 

37, 60]), debating questions like whether dispassionate deliberation is synonymous with legitimate expression 

of public opinion [27] or not. While our design endeavor is motivated in part by this discussion, it is also why 

we avoid defining what is and is not uncivil: we believe doing so would make the design work too opinionated, 

unambiguous, norm-enforcing, expected, and to require a strong stance about the hard-to-demarcate concept 

of civility. After all, ambivalence can also be important for a design’s criticality [41, 54].  

2.2 Strategies for Moderating Uncivil Online Discussion 

Ruckenstein & Turunen [61] identify two kinds of logic in content moderation [31] on commercial platforms: 

the logic of choice focuses on finding and deleting uncivil or ‘not neutral enough’ messages, while the logic of 

care may tackle all kinds of mess and disorder in the user-generated content and involves moderator-writer 

interaction. Most existing approaches to content moderation fall under the logic of choice. They involve little 

moderator-writer interaction, tend to break the natural flow of discussion, and even risk the freedom of speech 

(e.g., users flagging messages, paywalls, limited characters, algorithmic moderation to quarantine or delete 

messages). However, the authors [ibid.] argue that the logic of choice is not enough to improve online 

discussion as it fails to encourage behavioral change. In the logic of care, moderators attempt to persuade 

writers and readers to reflect, and/or to educate them, to improve the discussion. For example, a moderator 

could intervene in discussion, message a user privately, or hand out badges or prizes to civil writers. The 

drawback is that human moderator-driven approaches are costly, hard to scale, and potentially traumatizing 

for moderators as they need to deal with emotionally troubling writings. As a recent example of a relatively 

low-cost but hard to scale solution, Norwegian Broadcasting Corporation has incorporated custom-built 

quizzes to confirm the user read the article [35]. 

Machine learning-based solutions have been explored to address the issues of cost and scalability. One 

example is the Perspective API developed by Jigsaw [40]. It can detect toxic writing to some extent, and this 

can be shown to the writer as a score, an emoji, or made to trigger a notification that attempts to persuade the 
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writer to reflect one’s writing. The API has been integrated into Spanish language news site El País’ comment 

writing system and it has been reported to have moderately improved the quality of discussion [21].  

Algorithmic approaches may also be used to show the readers a sentiment analysis of the published 

comments, which may make some users stop to think. For example, Yahoo News features a row of three 

small emoji and percentages (smiling emoji, neutral emoji, sad emoji) to visualize the overall sentiment of the 

comments (see also Napoles et al. [50]). However, we could not find reports with evidence that the displayed 

sentiment analysis would affect the quality of news commenting. 

While such algorithmic solutions are worth considering, we argue that they are not yet guiding enough (cf. 

[50]) and might introduce new ethical problems. As the problem of uncivil commenting persists, we argue for 

the exploration of alternative approaches, as explained in what follows. 

2.3 Supporting Emotion Regulation by Facilitating Self-Reflection  

To complement the dichotomy by Ruckenstein & Turunen [61], we suggest a third approach: supporting 

emotion regulation with the help of automatic identification of emotional elements. Building on research on 

emotion psychology, we suggest that many of the issues in the discussion culture on digital media result from 

processes related to emotions and emotion regulation. The ability to regulate one’s emotions and mood is a 

necessity practically for every area of life [34] but has been found to be especially challenging in computer-

mediated textual communication. Furthermore, it has been argued that the lack of nonverbal cues in textual 

communication deteriorates the ability to control emotions and empathize with other people [71]. We explore 

ways to promote emotion regulation as well as ways to highlight the idea through UI design. 

Recently, the concept of implicit emotion regulation has been discussed in literature. In contrast to explicit 

emotion regulation, which requires a conscious effort to for example suppress emotion responses, implicit 

regulation is effortless and potentially automatic [70]. Therefore, implicit emotion regulation appears promising 

as a design concept in the context of this study. Emotion regulation may be improved by affect labeling [ibid.]: 

for example, simply making the emotionally loaded elements in a message more perceivable. Still, the effect 

is counterintuitive [ibid.], and not well understood. We have found no research on using computational affect 

labeling in digital media to help understand the emotional nuances in ongoing discussion or to manage 

emotional reactions. In the present work, we take the idea of labeling as an inspiration rather than as a 

boundary and explore various tactics to make the users more aware of the emotional elements in the 

messages. 

To further position our work, we recognize that the idea of supporting emotion regulation by facilitating self-

reflection relates to nudging theory [67] and critical artifacts. In general, affect labeling can be an approach to 

nudging (towards emotion regulation) as it gently guides the user while preserving freedom of choice. However, 

proposing to do so in the context of online news commenting is likely to generate debate, which often is a goal 

for critical artifacts [8]. Critical artifacts can be seen to manifest nudging — of thought rather than action. That 

said, CD artifacts often contain more complex, provocative, and reflective arguments than nudging artifacts 

do (e.g., compare nudging artifacts discussed by Caraban et al. [16] to CD artifacts discussed by Pierce et al. 

[54] and Bardzell et al. [8]). 

3 DESIGN EXPLORATION: PROCESS AND OUTCOMES 

The following sections detail the main steps in our research-through-design exploration. 

3.1 Identifying Cultural and UI Conventions 

To create unconventional designs, current design conventions were first identified by analyzing social media 

platforms and news websites. Specifically, we examined the commenting systems in the 15 most popular—

by traffic—news websites in the U.S. [26]. Further, as the research took place in a Finnish university, we 

examined them in four most popular Finnish news websites (tabloids Ilta-Sanomat and Iltalehti, national 
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newspaper Helsingin Sanomat, and Finland’s national broadcaster Yle) [3]. This resulted in lists of existing UI 

conventions (e.g., option to sort comments by recency) and cultural conventions (e.g., people are rarely 

specific about the intended audience). The lists were used in three ways: to find a convention to be twisted, 

to avoid reinventing existing solutions, and to reflect what kind of solutions might fit different news websites. 

3.2 Idea Generation, Filtering and Selection 

In sum, 60 concept ideas were sketched on paper based on several idea generation sessions. Based on an 

iterative selection process, four design artifacts were selected to be analyzed in this paper. The process 

included two major phases: idea generation and filtering & selection (Figure 1). 

 

 

Figure 1. Approximation of the iterative idea generation and filtering and selection process. 

3.2.1 Idea Generation  

We began by explicating the different theoretical and conceptual sources of inspiration for the ideas (1a. in 

Figure 1). These helped both to envision new designs and analyze and refine the ideas and define a diverse 

selection of designs for further analysis. Literature on emotion regulation [34, 70] served as a central source 

of inspiration for the design work. One of the key ideas guiding the process was based on affect labeling [70]: 

it may help the user to regulate one’s emotions if one recognizes that the text contains expression of emotion. 

Additionally, we drew inspiration from examples and design concepts in critical design literature [9, 39, 48], 

doctoral theses featuring designs labeled as critical designs [49, 53, 56], as well as from other types of design 

case studies [5, 43, 75]. The identified UI and cultural conventions, rhetorical strategies [65], and studies of 

why people comment on the news [4, 22, 66] served as important points of reflection. Having numerous 

sources was considered crucial to approach the wicked problem area from multiple angles.  

In practice, the idea generation was conducted by a design team consisting of the first author, who has 

formal education in interaction design and industrial design, and of two colleagues, who both have formal 

education in user experience design and software engineering. To clarify our relation to the specific problem 

area, we did not have strong viewpoints on moderating news commenting and we tried to dissociate ourselves 

from specific political agendas and commitments. That said, we did subscribe to the idea that critical design 

is in part embodying the authorial and critical voice of its designers [54].  

The first round of idea generation took 2 weeks, resulting in about 40 ideas and involved mostly the first 

author. While the concept creation was not guided by specific design creativity methods, such as fictional 

inquiry or brainstorming methods, two general strategies mentioned in critical design literature were used (1b. 

in Figure 1): (1) the designer picks a literary device (e.g., irony, sarcasm, parody, ambiguity) and tries to 

implement it in designs [41]; (2) the designer picks a convention (cultural or UI) and twists it, for example, by 

introducing a foreign concept, and then reflects on the result [8]. 

The first 2-week round of idea generation ended in an evaluation session by the design team. The concept 

sketches were evaluated for their provocativeness, novelty, feasibility, and combinability with other concept 

sketches (1c. in Figure 1). The evaluation session also resulted in ideas for more areas to explore. For this 

reason, we engaged in one more round of idea generation, which we ended when we had generated 60 ideas 

in total. 
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3.2.2 Filtering and Selection  

Through the filtering process, the 60 ideas were narrowed down to the four presented in this paper. In the first 

round, the design team conducted two evaluation sessions, where the 60 ideas were evaluated for perceived 

criticality, novelty, feasibility, and effectiveness. This evaluation was based on the authors’ subjective 

judgment on which designs might best yield diverse critical perspectives. In these sessions, 19 of the ideas 

were judged as more promising than the others. Following this, the first author created UI mockups of the 19 

ideas. 

Next, the 19 mockups were presented to and discussed by the whole project team, which was extended 

by two senior scholars who had formal education in psychology and one senior scholar with formal education 

in computer science. The psychologists speculated on the likely effects of the designs in terms of self-reflection, 

emotion regulation, and behavioral nudging. Based on this, the designs were narrowed down to 12. 

In the third round of filtering and selection, the first author chose 6 designs out of the 12 and presented 

them in an informal workshop with approx. 20 media scholars, journalists, social media managers, and 

researchers from other fields. As the designs were presented, the attendees were given a form to quickly rate 

the designs for acceptability and effectiveness and give short comments in writing. While the results of the 

evaluation are omitted from this paper, a key implication was that the same six designs presented in the 

workshop were chosen for the interviews of news media experts because the designs were considered to 

provoke thought and were not seen as completely unacceptable. 

The final selection of the four designs took place based on the expert interviews and while writing the paper. 

We focus on what we consider the four most suitable designs for discussing the concept of criticality in this 

problem area in a diverse, nuanced, yet concise manner. The two left out designs are briefly described at the 

end of the following section.  

3.3 The Selected Four Designs: Audience, Creature, Regret, and Promise 

For ease of reading, this section introduces the four designs with respect to how they propose to facilitate 

reflection and emotion regulation, and only in the next section, we analyze why they may be considered 

manifestations of critical voice in design. Also, we do not go further into technical detail about the designs than 

noting that while the designs expect a future of advanced content analysis systems, it could be possible to 

have them work to some extent with existing systems. 

The AUDIENCE is an animated graphical element that we propose to represent, with a single image, probable 

emotional reactions to a comment or discussion thread. As the user is writing a comment, an array of abstract 

animated anthropomorphic figures with various facial expressions would begin to form as the writing 

progresses and emotional elements are identified (see Fig. 2 left).  
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Figure 2. Left: The AUDIENCE as it appears for a comment writer. The audience shows the anticipated emotional reactions 

to the user’s writing. Right: The CREATURE as it appears for a comment writer. The design features a virtual animal that 

thrives or suffers according to the user’s writing. 

With the AUDIENCE design, we propose to help a commenter to predict how the readers might feel about 

the comment. Hence, a variety of emotional reactions would be depicted to give a sense of a diverse live 

audience. Also, we propose the AUDIENCE would be placed above the comment section with the intent to show 

reactions to all published comments. This is because a person who intends to read the comments to a news 

article might appreciate a hint of what they are about to read. The design relates to affect labeling [70] by 

possibly helping the user to recognize that the text contains expression of emotion. Also, the design intends 

to evoke the sense of having a live audience, which may make one consider their self-presentation through 

writing (e.g., [32]). In this regard, the design also relates to prior work considering how social interaction norms 

could be applied in designing solutions for enhancing collocated social interaction [52].  

With the CREATURE, we propose to highlight the positive and negative effects of emotionally pleasant or 

troubling commenting through an animated image of an animal right when the users write a comment (Fig. 2 

right). How the animal looks like would depend on how emotionally troubling the writing is. If the writing is 

emotionally positive, the animal would look happy, while if it is very troubling, the animal would appear dead. 

The user could also listen to the animal by pressing a button if one wishes. Also, we propose to place the 

animal above the comment section, intending that it would act as a cue of what the user is about to read.  

The CREATURE would work much like the AUDIENCE, but we intend it as a more direct take on emotional 

elements as it reduces the scale of emotions to one dimension (troubling–pleasant) and intends to represent 

it through the well-being of the creature. We believe this also makes the design relate more to the theory of 

affect labeling [70] than the AUDIENCE, because it may be easier to understand what emotional dimension it 

reacts to.  

With the REGRET, we propose to change the dynamics of discussion for the better by providing the writer 

with a chance to regret their choice of words explicitly and publicly. In Fig. 3 (top-left), John Smith has just 

published a nasty comment; a notification appears, allowing him to regret his words. Alternatively, the user 

may regret later, for example, after seeing what kind of a mess their comment caused. If the button is clicked, 

also the other users would see the writer having regretted their words (Fig 3, bottom-left). 
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Figure 3: Left: The REGRET mockup. Top: The user is given a chance to regret their choice of words after publishing a 

seemingly overly uncivil comment. Bottom: User 2 sees a note that user 1 has regretted their choice of words. Right: The 

PROMISE mockup where the user is encouraged to promise to control one’s emotions before writing a comment. 

With the REGRET we propose a way to solve the problem that a commenter typically cannot easily show 

remorse after posting a comment; editing an already published comment requires more effort and deleting 

one’s comment entirely might not be desirable either. In other words, the design introduces what is intended 

to be a lightweight way for a user to notify others that they are not happy with their comment either, for example, 

to help to resolve heated discussions. For a user who reads comments to a news article, the label might act 

as a cue to skip the comment, or at least to take a deep breath before reading it. Compared to AUDIENCE or 

CREATURE, the design may relate less to affect labeling [70] as it might be harder to understand that the 

notification is being triggered by the system after identifying negative expressions of emotion or uncivil phrases. 

The design may rely more on the self-presentation theory [32] as we intend it to remind the user to manage 

impressions and follow social norms.  

With the PROMISE, we propose to force the user to make an explicit promise to control their emotions. In 

Fig. 3 right, an attempt is made to force the user to promise good behavior before they can write a comment, 

based on predefined text and a large checkbox. If the user writes nastily after promising, a note would appear 

under the text area that would read, “Are you sure you are keeping what you promised?” With the design, we 

attempt to solve the problem that users might not stop to reflect on what they are about to write and how. 

Similar to REGRET, this design may rely on the self-presentation theory [32] rather than affect labeling [70]. 

With the design, we attempt to inform the user that one must be in the right state of mind to comment. 

That said, we now briefly describe the two designs we left out when writing the paper. The idea of the first 

left out design is that uncivil wording in comments is blacked out but can be revealed by clicking the text. We 

judged the design to be somewhat less credible and novel than the four above. In the other left out design, 

the idea is somewhat like common comment rating designs, such as up and down voting, except users would 

rate the comments for explosiveness, love, etc., using symbol-buttons (bomb, heart, etc.) and the ratings 

would appear as percentages next to the symbols. We judged this design as somewhat less provocative and 

more familiar than the four above. In other words, the two were left out as we subjectively judged the four to 

be more suitable for discussing the concept of criticality in this problem area in a diverse, nuanced, yet concise 

manner. 

4 ANALYSIS OF CRITICALITY OF THE DESIGNS 

The following outlines and discusses the various manifestations of criticality in the four designs, intending to 

show how the designs may be considered provocative and novel, or discursive artifacts. To this end, we 

assessed the mockups through the four dimensions of criticality suggested by Bardzell et al. [8]: Changing 

perspectives, Enhancing appreciation, Proposals for change, and Reflectiveness. While in the following we 
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outline some aspects of criticality in this area, we acknowledge that these are not necessarily distinct 

categories and that there might be further relevant aspects of criticality. After all, Bardzell et al. [8] provide 

“support for, not a recipe for, judgment making.”  

The dimension of Enhancing appreciation (or judgment) is about making the user see the role of design in 

a socio-cultural issue of significance. We believe the dimension appears in all the designs, but most obviously 

in the AUDIENCE. With the design, we attempt to enhance the user’s judgment on the present UI mechanisms 

for commenting and its possible role in uncivil and emotionally problematic commenting. The design is 

intended to underline how different text-based commenting is from public speaking and face-to-face 

discussion. Additionally, the fact that the AUDIENCE does not reveal details about who they are may remind the 

writer of the fact that one does not know the silent majority (i.e., the readers who do not reveal themselves in 

any manner through the discussion function). On the other hand, the reader may feel that the news publisher 

is judging the commentators because it has installed this system, and for a writer, the presence of the audience 

may feel like social pressure.  

The dimension of Proposals for change [8], which is about proposing “an alternative way of being”, also 

helps analyze the designs. With the REGRET, we propose change by embodying a provocative proposal for a 

credible future, where the user is asked by a machine to publicly regret the overly negative wording that one 

used in a comment. The role of the design is to allow the user to quickly prevent fighting or calm down the 

readers of one’s comment, which is unusual. Also, the label “username regretted their choice of words” may 

surprise the comment readers and cause them to question the writer’s intentions or the truthfulness of the 

message. Next, the AUDIENCE and CREATURE may be read as assuming trust in an algorithm, or even 

obedience to it. The persuasiveness in avoiding the animal to suffer or the audience to frown if the user writes 

in a certain way may be understood to propose a future where people trust the interpretations of an algorithm 

and could act accordingly. 

Additionally, there is a proposal for change in the sense of user-publisher power dynamics. In the PROMISE, 

the publisher would show the commenter that it is mightier than the commenter by forcing one to check an 

oversized checkbox and make a nearly impossible promise to control one’s emotions. The other designs 

likewise may be understood to propose that the publisher has a strong voice in shaping the quality of 

discussion. The REGRET is intended to present the publisher as something distant like a Catholic priest, as far 

as providing the context to express regret is akin to a confession booth. The AUDIENCE and CREATURE are also 

intended to show the publisher as having some form of an opinion about one’s writing. The users, however, 

may not like the publisher taking this role, or at least not initially. 

In our view, Changing perspectives helps to understand particularly CREATURE and PROMISE. In Changing 

perspectives “the design presents a framing or a point of view that is new, coherent, and interesting enough 

to help the user to perceive the particulars of a domain according to a new schema” [8]. The CREATURE is 

intended to present the concept of the wellbeing of an animal instrumentally as a tool for illustrating the 

emotional quality of text (i.e., change in designer’s perspective on what one can use for this purpose). The 

design might also ask whether it is ethical to make users watch a virtual animal suffer because of emotionally 

troubling commenting. Especially when the creature is shown dead, pierced by arrows, is a concrete and 

provocative representation of the worst state. The morality may depend on whether the virtual creature is 

presented in an abstract or realistic form. In the mockup, the creature is cartoonish and abstract, which is likely 

less troubling. Furthermore, if the design is seen as cartoonish, it can be humorous. Finally, in the PROMISE, 

the size of a checkbox, a standard UI element, is intended to act as a signal of the publisher’s power. 

All in all, while this analysis provides several perspectives to how critique can manifest and inspire design 

in this problem area, this is not enough to judge which forms of critique are acceptable. For this reason, we 

conducted an interview study to bring additional viewpoints from domain experts. 
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5 INTERVIEW STUDY 

5.1 Method and Participants 

Ten Finnish news media experts (2 females, 8 males) were interviewed with a semi-structured interview 

procedure. Their domain expertise was expected to provide further insight into the risks and opportunities of 

the designs to users and media companies, hence contributing additional critical perspectives. The 

interviewees had experience in moderating online discussions in news media or were involved in developing 

solutions or policies for moderation and maintaining appropriate online discussion quality. Nine interviewees 

held executive positions in news media, such as digital development manager (participants P8 and P5), 

content manager (P4, P6, P9), or editor in chief (P1-P3, P7); in other words, the interviewees would likely be 

in key roles in the selection and deployment of future moderation systems in their organizations. One had 

recently moved to a company developing machine learning-based solutions for automated moderation. The 

range of experience in moderating or with discussion quality in online news media varied from 2 to 18 years, 

with the majority having experience of at least 10 years (P1, P3-P7). All the interviewees represented Finnish 

news media organizations. The gender imbalance of the interviewees is regrettable, and as more men were 

able to participate, it may reflect journalism being a gendered institution [62]. 

The interviews took place at the interviewees’ workplaces and took from 50 minutes to 2 hours. The 

interviews were conducted by the third author. The first half of the interviews focused on, for example, 

moderation practices and ideals of online discussion quality. The selected designs were presented and 

discussed during the second half of the interviews. The interviews were audio-recorded and transcribed for 

analysis, and consent for participation and audio recording was asked at the beginning of the interview. This 

paper only covers the data related to the designs. 

The interviewees were presented with the selected four mockups in a randomized order, along with a verbal 

explanation of the designs. The mockups were intentionally left unpolished because we wanted interviewees 

to feel free to share their ideas and opinions. They were then presented with an evaluation questionnaire with 

statements on the acceptability and effectiveness of the design (with seven Likert questions like “the solution 

improves the quality of commenting”), to provoke reflection and taking different perspectives. In other words, 

the questionnaire was used to support interviewing rather than as data collection per se. More importantly, 

the interviewees were asked to think aloud their reasoning and thoughts on the design and were asked follow-

up questions to reach a deeper understanding of the reasoning behind the evaluation and on the thoughts on 

the design. The questions covered themes like first impressions on the design idea, possible effects on 

emotional reflectivity and online behavior, why the idea might or might not work. 

5.2 Analysis 

All qualitative coding and analysis were conducted by the first author, with iterative feedback on the coding 

and analysis from a colleague. The analysis followed a bottom-up approach. First, the transcriptions were 

read line-by-line and descriptive open coding was used to identify themes. Then, common themes across the 

data were identified and abstracted. 

5.3 Findings: Additional Perspectives of Critique and Acceptability 

In the findings, we analyzed how the expert interviewees’ comments relate to the above-mentioned ways the 

designs might facilitate emotional reflection. We report how some of the designs were regarded as too 

distracting or shocking to facilitate behavior change. We also report the participants’ considerations of 

expected effectiveness—whether the designs might support or prevent increased self-awareness and whether 

they might lead to improved discussion quality. The findings hence complemented the prior analysis of 

criticality of the design concepts. Therefore, we focused on the critical comments and omitted comments that 

overlapped with our own analysis or that relate to technical concerns, such as accuracy of text classification. 
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5.3.1 Shifting Users to a More Self-Aware Stance 

The participants believed that the AUDIENCE design can facilitate a shift to a more reflective stance among 

people writing comments, but they were not sure about its acceptability. P8 expected that the user would start 

to reflect on their writing as they see the faces in the AUDIENCE design and found that a positive effect. P4 and 

P5 expected the design to be useful for certain kinds of users or in some hand-picked news articles. However, 

the design could also evoke anxiety. P3 foresaw that the feedback given by the audience could be made so 

visually impressive or invasive that it limits what the user dares to write. Moreover, P6 expected the audience 

would evoke anxiety for some users, making them think “this is how liked or hated I am.” 

The participants likewise believed that CREATURE could facilitate a user’s shift to a more self-aware stance, 

but many of the participants also considered it too distressing or distracting. P8 thought that the idea is mostly 

the same as if a reporter intervened, except that “nobody could get angry at the dying virtual dog [laughter].” 

However, P4 thought the design would steal the user’s attention and make one forget what one was about to 

write. While P4, P6, and P8 did not consider the CREATURE design too distressing, many others did. P1, P5, 

P7, and P10 expressed that the concept of animal suffering is too cruel. P5 explained that the publisher could 

not in any circumstances use the concept of animal suffering to guide users. This is probably relevant 

especially on public sites with a broad spectrum of users. In addition, the concept caused P6 to laugh, after 

which s/he pointed out that it would not suit a news site but would work as a media education tool for children. 

The notification in REGRET was said to probably annoy users and be seen as unnatural but also to facilitate 

reflection. P1, P3, P6, and P8 pointed out that the notification “someone might write an angry reply to your 

comment” would annoy most users, and angry writers would not press the regret button. P1 stressed that the 

REGRET would cause an angry user to think “What the ****?! I will not regret it!” In other words, P1 expected 

the behavioral effect to be the opposite of what we intended. Yet only a little later P1 contradicted themselves 

and said the design could slow down the hasty users. 

PROMISE was seen by some participants to facilitate reflection but its more traditional UI features were 

expected to also cause many users simply to disregard it. P6 thought the design might be effective but also 

that adding a checkbox might annoy users. P9 said that the well-behaving commenters would feel annoyed 

and wonder why they see the intervention. P1 said the solution would drive users away, because “commenting 

should be as easy as possible” (P1). This comment underlines the value of free speech and frictionless 

participation. Furthermore, P3 commented on the checkbox: "I bet that most would just check it [without 

thinking]." 

In sum, regarding the acceptability of shifting users to a more self-aware stance, CREATURE appears to 

have gone overboard with the concept of animal death and PROMISE appears to be too similar to existing 

designs to cause the shift. As for the remaining designs, it is hard to say whether REGRET or AUDIENCE would 

be more acceptable in this regard. Furthermore, the findings on these intentionally provocative artifacts help 

to better understand what is proportional in the context. This might help to apply Acquisti et al.’s [1] guidance 

on nudging in follow-up research: “the direction, salience, and firmness of a nudge should be proportional to 

the user’s benefit from the suggested course of action”. 

5.3.2 The Impact on Users’ Freedom and Agency 

The comments in this subsection are about what the user would come to know or realize (if one reflects), what 

the users would do with the design, and whether the design might be misleading.  

Worries that the design will limit the user’s freedom and agency (freedom of speech and freedom of opinion) 

were a common theme in the participants’ comments. In AUDIENCE, P1, P3, and P7–P9 feared that predicting 

the reactions that a comment will elicit in the audience would be considered a manipulation attempt. To 

exemplify, P1 said: “Someone might feel that this crowd is trying to create social pressure and that you cannot 

have this or that opinion. This is important [to understand]. I fear that it could be interpreted as a manipulation 

attempt.”  
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In CREATURE, the manipulation fears were mostly connected to the use of animal suffering as a tool, but 

also other aspects were brought out. For example, P5 said the design could give a false image that the 

publisher wants to flatten the conversation. We interpret that s/he said this because the design comprises one 

animal figure that has one emotional state at a time. However, referring to the creature becoming happy when 

the user writes well, P8 said it is very smart to use rewards instead of punishment to change the user’s 

behavior. P8 further explained that using punishments will only cause a backlash and pointed out that the 

CREATURE and PROMISE work through positivity, while REGRET represents a negative perspective. 

In PROMISE, the fears of limiting the user’s freedom or agency were centered on the text (“I promise…”). 

P1–P6 and P9 hinted that the text is patronizing or asking too much and must be changed. To exemplify, P2 

said, ”to promise that I control my emotional state is a patronizing starting point” and P6 said, “I shy away from 

the idea that we would only allow neutral and positive [writing].” P1 said the text should tell if breaking the 

promise prevents publishing; otherwise, the design would not work. However, after the interviewer explained 

that the wording could be changed, the design was seen to less limit freedom or agency. P7 and P8 considered 

that asking whether the user has done wrong is not directing or limiting their writing.  

In REGRET, P3 and P6 feared the user’s freedom or agency would be limited because the user is only 

provided the option to regret, not to edit or remove their comment. P3 ironically pointed out that if there is just 

the regret button, it can make the discussion board look like a regret-board, and the welcoming message 

would be "welcome to regret on our forum.” P5, however, said the design does not imply that the publisher is 

directing the users, like some other designs, but that it provides tools to improve the discussion. 

In sum, regarding the acceptability of the critique in relation to user’s freedom. PROMISE now appears to not 

only be too similar to existing designs, but also to distress users who would not skip it (and they are probably 

the better behaving users). Also, the experts’ comments on REGRET help to highlight that adding an edit option 

beside the regret option could increase the acceptability of critique in REGRET. Next, AUDIENCE was judged 

more harshly in comparison, as the core idea of using a virtual audience was connected to the concept of 

manipulation. 

5.3.3 Risks of Discouragement and Abuse 

A recurrent theme in the interviews was that some of the designs could invite abuse or discourage some forms 

of positive commenting. The following complements well our analysis of criticality in terms of how users can 

appropriate the designs. What is told here significantly decreases how acceptable we view the critique in the 

designs to be. 

AUDIENCE was generally seen to make the user more aware of the other people, but it was also brought out 

that realistic prediction of other users’ reactions could lead to self-censorship. While, for example, P9 

underlined the increased sense of audience with "This brings out that there are other people and not just the 

writer." The related risk of discouraging the act of commenting was also brought out. For example, P8 

commented that showing how different users might think about one’s comment could make the user worry 

about posting a critical comment or going against the opinions of the majority, hence increasing self-

censorship. The human figures, even abstract ones, were considered central causes for such worries. In 

addition, P7, P8, and P9 feared that the audience could cause the users to regard commenting as a people-

pleasing exercise, where the users try to follow a norm set by the system. This concern resonates with the 

risk of “infantilization” mentioned in literature on nudging [1, 12]: individuals may come to rely on nudges for 

guidance and become unable to make decisions on their own. Having said that, such behavior would require 

very detailed modeling of the text and certain unanimity in the audience’s expressions.  

Furthermore, the participants saw that three of the designs could produce the opposite behavioral effect in 

the case of problem users. Trolls and other users with questionable intent could abuse AUDIENCE, CREATURE, 

and REGRET. For example, P4 thought some users could write comments with the purpose of making the 

AUDIENCE show expressions that they want to the other users. Moreover, P6 thought that some would use the 

audience as a guide to writing as offensively as possible. In addition, P4, P5, and P10 thought some users 
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would use CREATURE as a guide to say as hurtful things as possible to see how the animation progresses. P10 

thought some users would intentionally make the creature suffer. In REGRET, however, the unwanted use could 

be less like hate-speech and more like wreaking havoc. P1 and P3 feared that REGRET could be used 

excessively or ironically. Furthermore, P5 pointed out that the AUDIENCE, when shown to all readers, could, for 

example, reveal that there are people that “are joyful that a refugee boy has drowned in the ocean”, and told 

us the publisher would not like that to be highlighted. 

6 DISCUSSION 

The following summarizes the main observations and insights into the designs, and what the designs revealed, 

and reflects on the research process and its implications for the development of Design. Additionally, we draw 

some preliminary design considerations that might help to mitigate some of the issues in this problem area.  

6.1 Insights into the Designs and their Effectiveness 

This study provided a multitude of perspectives to how critique could be manifested in this problem area and 

offers valuable insights into the social acceptance and possible effects of the designs. While the paper only 

presented four designs out of a broad array of alternatives and the opinions of a limited sample of experts, we 

argue to have managed to both unpack relevant problems and outline the solution space in this challenging 

area. The mockups seemed to both provide the participants with substance to reflect on and provoke the very 

act of reflection through nonobvious features. As a result, we argue having found insights that would not have 

resulted from a process with designs that follow present-day design conventions or try to optimize for 

effectiveness, social acceptance, or any single design quality. Furthermore, the participants seemed to have 

a relatively high degree of uncertainty about the general acceptability of the designs as possible solutions. 

This suggests that they did not expect the designs to be dismissed as art or seen as conventional UI design. 

While the design exploration and the findings of the qualitative research can offer various insights for 

different readers, the following highlights and discusses insights that we, in retrospect, found particularly 

interesting and educational. 

6.1.1 Highlighting the Positive Instead of Removing the Negative 

A key insight is that while critique in design might sound negative, and negative connotations are easily 

attached to the problem of online discussion quality, designs exhibiting a critical voice could also focus on 

positive perspectives. For example, discomfort with the status quo could be displayed in positive or fun ways. 

P8 considered that CREATURE had a positive dimension in potentially rewarding the good writer. Furthermore, 

highlighting the positive may be interpreted to follow the logic of care [61] somewhat more than highlighting 

the negative.  

6.1.2 Humanlike Qualities Might Imply Rich Judgment Capabilities 

The AUDIENCE expects human-like interpretation capabilities from the system. Based on the participants’ 

comments, a measurement-oriented design that features humanlike figures would imply that it reacts to 

nuanced opinions and subtext, not just to the use of certain words. If the audience did not react to such implicit 

semantics, the design would violate users’ expectations of human-like behavior, which resonates with 

literature on social robotics and anthropomorphism [23, 44]. Also, the use of humanlike figures leads naturally 

to discussion on who decides what too offensive opinions are and are not. The participants were concerned 

that if the publisher defined the standards on offensiveness, it might lead to a violation of users’ right to freedom 

of opinion.  
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6.1.3 The Risks in Accurately Predicting What the Majority Thinks 

Based on the comments on AUDIENCE, a system that accurately predicts the majority’s reaction may 

discourage diverse and civil discussion. It could effectively argue to the user that one should never say 

anything that the majority does not like. This reminds us of concerns that an algorithm could silently suppress 

the voices of minorities [19, 47]. Furthermore, this problem would likely be magnified if anything like faces 

were used to predict the audience’s reactions, as the faces could be considered as the opponents’ faces. 

Therefore, AUDIENCE should probably rather feature an audience of professional judges than an audience of 

other users of the same service and avoid giving the impression that a majority of opinions exists. That said, 

featuring an audience of professional judges might feel patronizing to users. 

6.1.4 Showing What is Uncivil Can Support Trolling 

One aspect that our design process failed to recognize is that trolls might abuse especially the AUDIENCE, the 

CREATURE, and the REGRET. Therefore, these designs could only be applied in limited contexts and under 

careful supervision or be supported by other mechanisms. As the participants had less such concerns about 

PROMISE, it gives us a hint on how to solve the problem of the potential for abuse. One approach could be to 

notify the user when they begin to write in an emotionally problematic manner but not keep modeling and 

visualizing how badly one does so, as this would help to optimize the text for malicious purposes. In future 

work, we plan to explore different solutions to this problem.  

6.1.5 Intervening in Commenting Increases the Social Calculation that Users Have to Do 

The interviews allowed us to better understand that none of the designs are exclusively for comment readers 

or writers. If an intervention of any type is targeted towards published comments and/or readers, it can also 

affect the considerations of comment writers. The writers may avoid or seek to be the target of the publisher’s, 

the system’s, and/or other users’ attention. At the same time, the reader may dislike the comments being 

forced towards what the publisher considers as “good.” This leads to the realization that by influencing multiple 

user groups at once, UI designs discussed in this paper may require social calculation from the active users. 

6.2 Reflection on the News Media Experts’ Values and Generalizability of the Findings  

In the previous we focused on the designs; here we focus on the experts and the cultural context of the 

interview study. We highlight the following three issues from the findings: freedom of expression, moderation, 

and publisher’s reputation. 

The interviews reveal an ambivalent position toward the designs: the Finnish news media experts wish to 

prevent trolling and uncivil discussion, however not wanting to limit the commenters’ freedom of expression. 

This may be partly explained by the experts we interviewed being first and foremost journalists, whose basic 

values include freedom of expression. According to literature, journalists tend to have an ambivalent position 

toward uncivil commenting in general [18, 46, 73, 74]. However, the experts also seemed, understandably, to 

value and guard the publisher’s reputation. They seemed concerned the presented solutions could lead to the 

publisher being questioned in public discussion. This suggests that the publishers, in their view, are not known 

for experimenting with solutions. The publishers’ wish to preserve journalistic brand and general 

conservativism may hence be an obstacle for identifying solutions that truly question the conventions. 

Finally, while we suspect that the Finnish context of journalism is not significantly different compared to 

other western countries, the sample size naturally limits the generalizability of the findings. Freedom of the 

press in Finland is among the highest in the world [58], and relative to the size of its population, the number 

of visits to news websites owned by news media is exceptionally high [59]. Also, participation in politics and 

voting is rather high in Finland [69]. These factors may increase the diversity of opinions about news, the 

perceived importance of news sites’ comment sections, and the importance of a low threshold for participation. 
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6.3 Reflection on the Research Process and its Implications 

We argue that the design process and the interview study helped in defining relevant criteria and perspectives 

to consider when aiming to address this interdisciplinary and difficult problem area. The design approach was 

beneficial for further framing the problem area and for understanding the opportunities and pitfalls in designing 

solutions from different perspectives. Also, we argue the work contributes to the growing critical design 

literature space. 

We identify two positive outcomes for using design artifacts exhibiting a critical voice—as opposed to more 

conventional artifacts: radical innovation and potential for change of behavior. Based on this exploration, we 

agree with Bowen [13] who argued that critical artifacts can be used to foster innovation by “provoking 

stakeholders and designers to consider alternative possibilities for products (etc.).” Bowen termed the 

instrumental use of critical artifacts to foster innovation as Critical Artefact Methodology. We argue that the 

artifacts we have created may similarly foster innovation. For example, the artifacts may help designers to 

consider possibilities for machine learning-based systems, to identify new ways and techniques to educate 

users and to take alternative perspectives to interaction design and user-publisher relationships. More 

importantly, we did not only use design artifacts to foster innovation by the stakeholders involved in the design 

process, but we also sought designs that could make the vast spectrum of users commenting on online news 

to think critically and reflect on their emotional processes. The interview study leaves us thinking that targeting 

critique directly to the end-users might persuade them to write with a better tone and consider limitations of 

the digital media as a channel for communication. Furthermore, we believe this might cause the designs to 

provoke more discussion among the public and to increase the public’s ability to perceive the (dis)value of UI 

designs for online discussion and to better discriminate between them.  

Further, taking a step back and looking at the paper instead of the artifacts, we argue that this research-

through-design case can make critical design more accessible for HCI researchers and designers. Tharp & 

Tharp [68] write in recent work that it can be difficult for designers to find literature that explicitly helps them 

do discursive design work. Our description of the iterative idea generation, filtering, and selection process, as 

well as the analysis of the critical elements, may help in this regard. This study exemplifies that analysis of 

criticality according to Bardzell et al.’s framework [8] is beneficial for articulating the designs and the designer’s 

thinking, and for consideration of different perspectives to the problem at hand.  

6.4 Limitations and Future Work 

This design exploration has limitations concerning, for example, the depth of analysis and certainty of the 

findings. The number and types of critical perspectives we could identify to this particular problem area was 

narrowed by our choice to focus on emotion regulation; taking other such fundamental perspectives remains 

an opportunity for further design exploration. The identified critical perspectives were also limited by the 

breadth and depth of the interview study. For example, we could have more often asked the interviewees to 

support their reflections on the concepts with more detailed, situated examples stemming from their personal 

experiences. This combined with the future-oriented and speculative nature of the discussion forced the 

comments on the designs to remain on a rather speculative level. Further, the breadth of the interview study 

was limited because of not including people who use online news commenting platforms. Finally, this 

exploration focused on provocative, yet tentative design concepts, rather than technical detail: each design 

contained only one example of how a user might interact with them. This limited the level of detail of our 

discussion on the acceptability of the design features. 

Having said that, the limitations introduce relevant needs and opportunities for future work. Increasing the 

fidelity of the designs and creating detailed scenarios could open new perspectives to the design. Evaluating 

the designs with more participants, including people who use online news commenting platforms, and creating 

different versions of the designs to allow better comparison are opportunities for more extensive empirical 

studies. Such evaluation studies can help better answer if the designs or certain features in them would 

support emotion regulation or reflection to the extent that the quality of discussion would improve measurably. 
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Evaluation studies could also help understand if the tactics for content moderation inspired by the theory of 

implicit emotion regulation [70] are better than other tactics, and if this approach can realistically complement 

the dichotomy of the logic of choice and logic of care [61]. In other words, more extensive evaluation studies 

would help to understand whether any of the four designs offer appropriate solutions to the given problem in 

any news or user-group contexts. In addition, comparing the benefits and disadvantages of focusing to design 

with a critical voice compared to a more user-centered design process in this context remains a future 

opportunity.  

7 CONCLUSION 

Maintaining the quality of discussion is regarded as a persistent challenge in online digital media. This paper 

reported a research-through-design case study, aiming to challenge the status quo of UI design in the context 

of online news commenting. The study identified a broad array of critical perspectives to this problem area 

and designs of unconventional solutions that might nudge emotional reflection. The critical perspectives 

stemmed from a design process that brought together creative design work with a critical voice, theories on 

emotion regulation, and reflection on existing design conventions, as well as an interview study with domain 

experts. Four designs exhibiting a critical voice were devised in an attempt to reach a good balance between 

provocativeness, novelty, social acceptance, and expected effectiveness. The designs build on ideas of, e.g., 

improving reflection on the characteristics and feelings of possible readers of comments, and the use of social 

conventions like regretting and promising in UI design.  

All in all, this work contributes possible solutions—or at least ways of thinking about better solutions—for 

improving online discussion. Our analysis and the interview findings offer qualitative insights into the design 

artifacts—such that probably would not have resulted from conventional designs. We argue that identifying 

various critical perspectives, unpacking the problem area, and outlining the solution space are necessary 

steps towards the creation of sustainable UI solutions in this problem area. From a methodological viewpoint, 

we contributed a case study on using a critical voice in design for not only provoking new questions but also 

addressing wicked problems through UI design. 
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