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Abstract
Robots have been slowly but steadily introduced to welfare sectors. Our previous observations based on a large-scale survey
study on Finnish elder-care workers in 2016 showed that while robots were perceived to be useful in certain telecare tasks,
using robots may also prove to be incompatible with the care workers’ personal values. The current study presents the second
wave of the survey data from 2020, with the same respondents (N � 190), and shows how these views have changed for the
positive, including higher expectations of telecare robotization and decreased concerns over care robots’ compatibility with
personal values. In a longitudinal analysis (Phase 1), the positive change in views toward telecare robots was found to be
influenced by the care robots’ higher value compatibility. In an additional cross-sectional analysis (Phase 2), focusing on the
factors underlying personal values, care robots’ value compatibility was associated with social norms toward care robots, the
threat of technological unemployment, and COVID-19 stress. The significance of social norms in robot acceptance came down
to more universal ethical standards of care work rather than shared norms in the workplace. COVID-19 stress did not explain
the temporal changes in views about robot use in care but had a role in assessments of the compatibility between personal
values and care robot use. In conclusion, for care workers to see potential in care robots, the new technology must support
ethical standards of care work, such as respectfulness, compassion, and trustworthiness of the nurse–patient interaction. In
robotizing care work, personal values are significant predictors of the task values.

Keywords Care robots · Ethics · Nurse · Robot acceptance · Values

1 Introduction

During the COVID-19 pandemic, the interest in and need
for telecare solutions has increased due to physical distanc-
ing. Robotic solutions used in home care for older people
range from stationary medicine-dispensing robots to robo-
tized locomotion aids [1, 57, 58, 65]. However, it is far
from straightforward to robotize any practices in human-
centered services. Care work includes fundamental values,
tacit knowledge, and interaction between the care worker and
the care recipient that are difficult to incorporate in robots.
While introducing robots to the care sector, it should be
acknowledged that the skills that develop through profes-
sional and human(s) care practices ensure that care values
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are met [67]. Indeed, robots are better suited for assistive or
instrumental tasks as opposed to more autonomous or social
roles in care practices [47, 52, 61].

Either connected to care work values or independent of
them, elder-care workers have questioned the appropriate-
ness of robot use in their work [8, 59, 62]. This has also
been the premise in van Wynsberghe’s theory of value-
sensitive care robot design, which states that robots should be
designed to support and promote the fundamental values of
care, for example, patient safety, dignity, andwell-being [67].
While there are a considerable number of qualitative studies
discussing the theory of value-sensitive care robot design
[11, 31, 53], quantitative empirical research on care work-
ers’ value-based views of care robots is very limited. Prior
attempts to find value-based explanations for relatively poor
robot acceptance among nurses have implied that personal
values play a part in care robots’ perceived usefulness [63].
In their cross-sectional study design, Turja et al. [63] showed
that compatibility between care robot use and personal val-
ues correlates positively with the perceived usefulness of
care robots and social norms assigned to them. However,
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research has left open questions related to causality and the
substance of personal values. It is unclear whether changes
in value-based views would explain changes in robot accep-
tance. Moreover, it remains to be studied if social norms or
occupational standards underlie the perceived compatibility
between robot use and personal values.

The aim of this article was twofold. In the first phase, we
utilized longitudinal survey data to see how Finnish elder-
care workers’ views toward care robots have changed in the
past years as care robots have been gradually introduced to
welfare services.We also analyzedwhat explains the changes
in the perceived usefulness of robots in telecare:

RQ1 Do elder-care workers express temporal change in
the perceived usefulness of telecare robots or perceived
personal value–robot use compatibility?

We hypothesized that a positive change in perceived use-
fulness of telecare robots would be explained by increased
experiences with care robots, changed views of value com-
patibility, and stress caused by COVID-19.

In a second phase focusing on the follow-up data only,
we used a cross-sectional study design to look into factors
that would explain variations in the value-based assessment
of robot use:

RQ2 Which factors underlie the perception of personal
value–robot use compatibility?

We hypothesized that personal value–robot use compat-
ibility would be associated with social norms toward care
robots, work’s meaningfulness, fear of technological unem-
ployment, and COVID-19 stress.

The rest of the article is organized as follows. First, wewill
introduce the background and the context of this research,
including the perceived usefulness of robots, personal values
in robot acceptance, and the current use of robots in elder care
in Finland. The testing of the hypotheses from the first and
the second phases of analysis is reported in Results section
and discussed in the final sections of the article.

2 Background

Technology acceptance models (TAMs) initially developed
by Fred Davis [12], are widely used in research to under-
stand mechanisms behind individuals’ use of and intention
to use new technology. Drawing upon the theory of rea-
soned action [2], TAMs explain technology acceptance by
social and functional beliefs, such as perceived usefulness,
concerning a certain technology [28]. However, other theo-
retical traditions have also explained the willingness to adopt

new technologies. Venkatesh et al. [66] combined the the-
ory of reasoned action and versions of TAM to several other
research models, such as the innovation diffusion theory
[51], to create a unified theory of the acceptance and use
of technology (UTAUT). As opposed to the TAMs and their
focus on the acceptance of particular types of technology,
UTAUT models user intentions, performance expectancies,
effort expectancies, social influence, and facilitating condi-
tions of technology use in general [20].

In TAMs, the perceived usefulness of technology refers
to how using a particular technological solution is seen to
enhance an individual’s job performance [12]. In this study,
perceived usefulness refers to the instrumental task value
[29] of a care robot—the possibilities of robot technology
to enhance care workers’ job performance. The perceived
usefulness of telecare robots is understood as an evaluation
of the possible futures and the robot’s role in it.

2.1 Contextual factors predicting robot acceptance

To date, temporal changes in technology acceptance have
been mainly associated with the extent of cumulative usage
of technology. Consonant with the theory of reasoned action
[2], experience and training affect the perceived usefulness
of technology positively. Through increased awareness and
technology skills, prior experiences also affect one’s views
about the future potential of technology [29]. This is of
particular importance because the perceived usefulness of
an emerging technology, such as service robots, also relies
on users’ counterfactual imagination [55]. In other words,
without an extensive user experience, people build their
expectations toward robots on the little experience they have.
Considering these perspectives, there is convincing evidence
that habituation and firsthand experiences with technology
increase the acceptance of new technology [26, 32]. Hence,
it is plausible that the more familiar elder-care workers are
with certain types of care robots, the more positive views
they have toward robot use in telecare.

H1 More extensive experiences with care robots explain
the positive turn in the perceived usefulness of robots in
telecare.

The extent of prior care robot use can be regarded as a
contextual factor. That is, robot usage does not only depend
on individual motivation for use, but rather on the availability
of robots in the workplace. Another factor we have similarly
located between the contextual and the individual is stress.
In this study, we focus on the additional strain caused by
COVID-19, which could impact the perceived usefulness of
robots in telecare. While the pandemic has influenced the
functionality of the whole care sector on a structural level, it
has caused stress among care workers on the individual level.
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The challenge of maintaining good quality and a suffi-
cient amount of care amidst physical distancing, quarantine,
isolation orders, and scarce care work resources could be
addressed with new remote technologies and robots. In
fact, some earlier studies hinted that new technologies may
improve well-being and security at work in uncertain and
stressful times [22]. COVID-19 has already turned out to be a
significant driver of, for example, telecare development [18].
Compared to mere software systems such as video calls on
a computer, embodied telecare robots would enable a more
pleasant and even committed interaction [35]. Regarding this
knowledge, we hypothesize that care workers view the situ-
ation with the COVID-19 as emphasizing the need for new
telecare technology.

H2 COVID-19 stress is associated with more positive per-
ceptions of the usefulness of robots in telecare.

2.2 Compatibility between personal values
and using robots at work

Besides COVID-19, economic constraints and various
changes in work have increased care workers’ stress [64].
Ethical strain is a form of occupational stress that originates
from a conflict between what is thought to be right and what
is actually carried out at work [10]. It stems from a situation
in which expected or realized actions are incompatible with
personal values. Ethical strain can be caused by an organiza-
tional culture that is perceived as (at least partially) unethical
or by task-related demands that contradict personal values
[9, 36].

As a psychological construct of one’s worldview and
thoughts on what is right or wrong, personal values play
a significant role in human decision-making and attitudes
[23]. Hence, compatible values are understood as important
motivators for forming opinions and accepting changes. An
employee forming an attitude ormaking adecisionon awork-
related change evaluates how that change is compatible with
or contradictory to their values [27]. For example, some indi-
vidualsmayfind that care robotization showsgreat promise to
improve the quality of care in a value-compatible way while
others may be prone to view robots as ultimately diminishing
human interaction, causing a role conflict between nurses’
values and what is expected of them in a suddenly technolo-
gized work environment [4, 13, 56].

The ethical climate in a work environment represents the
shared perceptions of practices related to ethical norms and
decision-making [64]. The ideal is for the ethical climate to
support individual workers’ personal values, because people
need to feel and express themselves as competent and moral
actors in all their life domains [36]. If people are forced to
do work they perceive as unethical, there is a risk of not only
ethical stress but also negative emotions, such as self-blame

[36]. In rejecting the idea of using robots in care if perceived
as contradicting one’s own values, people try to actively pre-
vent role conflict that would result in using working methods
that are perceived as personally inappropriate [4].

In a recent study based on a cross-sectional design, Turja
et al. [63] suggested that perceived usefulness mediates
the relationship between compatibility with personal val-
ues and the intention to use a care robot. The compatibility
between personal values and technology use originates from
the work of Elena Karahanna, who developed the TAM
in a more complex and value-based direction. Karahanna
et al. [28] broadened the concept of compatible technol-
ogy to cover four dimensions: compatibility with preferred
work style, work practices, prior experiences, and values.
Adapting the value-based robot acceptance theory to care
robots, there is reason to believe, that robots that are consis-
tent with one’s personal values are likely to be perceived as
fostering such values and thereby also supporting the instru-
mental task value associatedwith the robotic technology. The
assumption, hence, is that perceived personal value–robot use
compatibility positively influences beliefs about the useful-
ness of robotic technology.With reference toKarahanna et al.
[28], we hypothesize the following:

H3 Increased personal value–robot use compatibility
explains the positive turn in the perceived usefulness of
robots in telecare.

Social norms provide a theoretical window to further
explain value-based compatibility in care robot use. Social
norms can contradict robot usage, especially in a human-
centered line of work. Although previous studies have
acknowledged the dynamic association between personal
values and social norms [51], social norms are typically
addressed in a one-dimensional way. Following the tradition
of TAMs, social norms are usually operationalized as the sub-
jective norm, as in perceived views of “the important others,”
for example, coworkers [63]. The social norm toward robots
in the workplace manifests itself as either more positive or
negative discussions about new technology and robotization
among colleagues.

However, in the context of care work, it is essential to
take into account another dimension of social norms: the
ethical standards of nursing work. The occupational ethi-
cal standards of nursing include respectfulness, compassion,
partnership, trustworthiness, competence, and safety [45],
consistently emphasizing the relationship between the cared
for and the carer.

From the perspective of care ethics, empathetic and sym-
pathetic interaction is essential to good care [25]. Care work
is relational in the sense that the particularities of each
cared-for individual are taken into account in a caring rela-
tionship. Care is mainly provided in dyadic relationships
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that manifest in embodied gestures addressing vulnerability.
Moreover, care involves ethical devotion—unselfish atten-
tiveness to another’s vulnerability. Related to devotion, care
work has been historically associated with an idea of intrin-
sic calling, yet contemporary research highlights care work
as a vocational occupation [15, 49]. From these ethical per-
spectives, care work is often considered as meaningful work
and the thought of using robots may decrease the feeling of
meaningfulness when using new technology in patient-nurse
interaction appears to be outside the core of the human-
centered work [30].

H4 A more positive social norm toward robots in the
workplace is associated with higher individual personal
value–robot use compatibility.
H5 The higher compatibility between occupational ethics
and robot use, the higher the personal value–robot use com-
patibility.
H6 Elder-care workers who perceive their work as more
meaningful report lower personal value–robot use com-
patibility.

Besides the perceived meaningfulness of work, merely
sustaining a job or career can underlie the perceived (lower)
personal value–robot use compatibility. The fear of techno-
logical unemployment refers to the threat of losing a job,
working hours, or income due to technical progress through
which machines replace human labor. Care workers are no
exceptionwhen it comes to being aware of public discussions
about robots taking jobs from people and viewing that as a
threat in their own field of work [43]. Hence, we hypothesize
that the perception of technological unemployment caused
by robots is related to value compatibility of care robot use.

H7Fear of technological unemployment is associatedwith
lower personal value–robot use compatibility.

Furthermore, COVID-19 has emphasized the need to
arrange more extensive telecare practices [6]. This acknowl-
edged need may be reflected in more positive views toward
robot use among care workers. The pandemic has challenged
care work in many ways, the lack of resources being one
important aspect of the new situation. In social work, lack of
resources is a major factor in ethical strain [40]. However,
even if telecare has raised ethical concerns among nurses
before [14], we assume that, if anything, the pandemic has
reduced these concerns. COVID-19 forces care workers to
prioritize safety before physical closeness. We hypothesize
that elder-care workers who have felt considerably more
strain in their work because of the pandemic stand out with
respect to the higher value compatibility of care robot use.

H8 COVID-19 stress is associated with higher personal
value–robot use compatibility.

2.3 Robots in Elder Care in Finland

Applying robots in welfare services in Finland has been on
the governmental agenda since 2016. A particular boosting
and networking program, “HyteAiro,” was launched in 2018
to advance the development and use of robots and artificial
intelligence in the well-being and health sector [17]. Robots
have been mentioned in major strategies to develop care ser-
vices for older people [38, 39]. Research organizations have
produced a roadmap and policy recommendations to develop
the Finnish ecosystem and use of care robots in a responsible
way [42].

In practice, it seems that other technologies and digital
services are being adopted more quickly and widely in care
work than robots. For instance, remote home care visits using
specific secure video-communication services as well as
automated medicine-dispensing services have become more
common, particularly during the COVID-19 pandemic [42].
These are paving the way for more developed technology
and robotic applications: for instance, medicine-dispensing
services can have a robotic physical platform to assist the
user in taking medicine independently at home [1].

The maturity of technology limits the implementations
of robots in care work. With regard to mobile robots, there
have been more single or limited implementations, pilots,
or experiments, which often take place in institutional set-
tings. Logistic robot systems have been used in hospitals
[34], and small social robots have been adopted for therapy,
exercise, and entertainment (e.g., [37, 43]). In rehabilitation
institutions, there are both fixed and wearable robots in phys-
iotherapeutic use. Telepresence robots in particular have been
experimentedwith in care facilities and home settings for res-
ident–family communication [44]. Overall, the introduction
of robots in care work has been relatively slow, and the care-
robot innovation and business ecosystems are still both in
their initial steps in Finland [33, 48].

As a future outlook, teleoperation or remote control of
robots would solve some of the current maturity problems
with more autonomous robots. Teleoperated robots are con-
trolled and monitored by human operators, which makes use
safer and the development simpler and more cost-efficient
compared to robots that would be autonomous and intelligent
enough to make independent observations and decisions.
Telepresence robots are themost feasible applications of tele-
operated robots used as telecare robots [57]. Telepresence
robots typically provide two-way communication between
two persons [44]. The robot provides the remote connec-
tion with a video-mediated medium, and the remote user can
control the movement and functions of the robot in the local
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space. In addition tomere telecommunication, telecare robots
have been developed to provide telerehabilitation [58], daily
assistance with tasks such as picking up objects [64], and
human–robot interaction [46].

However, new technology must be accepted by users to
be adopted into everyday care. Because teleoperated robots
would befirst and foremost considered tools for careworkers,
this study investigates how nurses and other professionals
view deploying robots in telecare.

3 Methods

This longitudinal panel study of care workers’ views toward
care robots is based on online survey data from Novem-
ber–December of 2016 (T1) and 2020 (T2). In T1, partic-
ipants were randomly sampled from the member registers
of The Finnish Union of Practical Nurses and The Union of
Health and Social Care Professionals in Finland [63]. The
respondents were nurses and physiotherapists who worked
in elder care services (N � 3800). Of all respondents, 71%
reported that their work involved working with patients with
dementia.

In T2, the survey was repeated with the same 426 partic-
ipants from T1 who had expressed their willingness to take
part in a follow-up study and were reached via email. The
response rate in T2was 56% (238 respondents). According to
the dropout analysis, there were no significant differences in
distributions of age, gender, and managerial status between
the survey waves. In bivariate mean comparison analysis,
there was no indication of selection bias, where more pos-
itive views of telecare robots in T1 would have resulted in
higher participation in T2.

The majority of the respondents (N � 238) were female
(94%) and aged from 24 to 67 at the time of T2 (M � 50.50,
SD � 11.30). In terms of occupations, the most common
groups were practical nurses (54%) and registered nurses
(27%), followed by head nurses (3%) and physiotherapists
(2%). The rest (14%) were, e.g., counselors and adminis-
trative workers. Almost one-fourth of the respondents had
managerial experience (24%). Nearly all (90%) of the prac-
tical nurses had a college degree. All registered nurses
and physiotherapists had an education from a university of
applied sciences. In the residual category of occupations,
43% had a university degree, 53% a college degree, and 4%
had lower levels of education.

In the data from 2020, most of the respondents did not
have any experience with care robots (57%), while almost a
third (30%) reported having experience with one type of care
robot (8% having experience with two robot types and 5%
with three or more). From the robot types listed, 24% of the
respondents were familiar with a medicine-dispensing robot
typically used in home care and 14%with a robotic pet, such

as Paro. Less familiar robot types were physiotherapy robots
(familiar to 7%), patient-lifting robots (familiar to 6%), and
telepresence, logistic, and social robots (e.g., Nao), which
were all familiar to 5% of the respondents. Robot experience
was tested as an independent variable in Phase 1 and as a
control variable in Phase 2.

When answering the questionnaire, respondents were
guided by robot definitions in writing and pictures. The
definition of a robot was borrowed from a Eurobarometer
questionnaire: “A robot is defined as a machine which can
assist humans in everyday tasks without constant guidance
or instruction, e.g., as a kind of coworker helping on the fac-
tory floor or as a robot cleaner, or in activities which may be
dangerous for humans, like search and rescue in disasters.
Robots can come in many shapes or sizes and some may be
of human appearance” [16]. Before the questions about tele-
care robots, it was additionally explained how robots can be
either human-operated or more autonomous.

The study complies with the regulations of the Finnish
Advisory Board of Research Integrity and more broadly
with the Declaration of Helsinki. All of the participants were
informed about the aims of the study and they had the right to
decline participation. Consentwas requested at the beginning
of the survey and the data handling was designed to ensure
the participants’ anonymity.

3.1 Variables

The descriptive information for the variables used in the anal-
ysis is drawn from the longitudinal data used (N � 238).

Perceived usefulness of telecare robots was measured by
twelve items presenting robotic assistance in different sce-
narios: “Howwould you consider telecare robots’ usefulness
in different tasks? In your answers, orient to the elder care
services you are currently working in.” This part of the ques-
tionnaire was identical between T1 and T2. The respondents
evaluated theusefulness of robotic assistance in each scenario
on a scale from1 to 10.As illustrated inFig. 1, therewas a sys-
tematic change from lower to higher perceived usefulness in
each scenario. There were also changes in the internal order
of what was considered least and most useful, on average.
For example, the idea to use robots in medication assistance
climbed in rank from 8 to 6. For the multivariate analysis, an
aggregate mean-of-means variable summing up the twelve
items was constructed for both T1 (M � 5.31, SD � 2.27, α
� 0.95) and T2 (M � 6.84, SD � 1.97, α � 0.91).

As a novel research topic, perceived usefulness of telecare
robots measure was self-developed in 2016. The items of
perceived usefulness, alongwith the rest of the questionnaire,
were developed and piloted together with care professionals:
first in a focus group discussion of five persons, and later with
other 13 care professionalswho filled out an online version of
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Fig. 1 Perceived usefulness of telecare robots, means per scenario, per year

the questionnaire. The reason for the two-step development
of the survey questionnaire was to test and improve its face
validity, relevance and professional appropriateness.

The perceived personal value–robot use compatibility was
measured by three items, identical between T1 and T2.
The statements were modified from the information system
acceptance questionnaire validated by Karahanna et al. [28]:
1) “Using care robots runs counter to my own values”; 2)
“Using care robots does not fit the way I view the world”;
and 3) “Using care robots is not appropriate for a person
with my values when thinking about the role of robots.” The
statements were translated into Finnish by professionals. The
response scales ranged from totally agree to totally disagree,
where higher values indicated incompatibility. An aggregate
variable was formed for T1 (M � 3.40, SD � 1.15, α �
0.93) and for T2 (M � 2.33, SD � 1.08; α � 0.88). For
the final analysis, the scale was reversed for a more intu-
itive interpretation of value-compatibility. When used as a
dependent variable in the second phase of analysis, the non-
normally distributed personal value–robot use compatibility
of T2 was dichotomized (Md � 2) into indication for value
incompatibility (0) versus value compatibility (1).

Social norms toward care robots were operationalized as a
dual explanatory factor in T2. Using a response scale from
totally agree to totally disagree, the first statement was about
the subjective norm in the workplace: “My colleagues have
mainly a welcoming attitude toward care robots” (M� 2.97,
SD � 0.87), while the second one measured occupational
ethics–robot use compatibility: “The norms and standards in

my work would be a challenge in ethical use of care robots”
(M � 2.71, SD � 1.16). These two items were treated as
separate factors, with, after standardizing the scales, higher
values indicating more accepting norms concerning robots.

Perceived meaningfulness of work was measured in T2 with
five items and a Likert scale from 1 to 4: (1) I perceive my
work asmeaningful; (2) I feel that mywork is important; (3) I
know that mywork has positive effect in the world; (4) I have
found work that has meaningful objectives; (5) My work has
impact to some larger goal. The aggregate variable, in which
higher values indicate the meaninglessness of work, shows a
relatively high perceived meaningfulness of work among the
sample (M � 1.69, SD � 0.59, α � 0.85).

Fear of technological unemployment was measured in T2 by
a single item because a planned double-item construct turned
out to be internally inconsistent. The statement “I fear that
robots will replace or reduce my work” had a response scale
from 1 to 4 (M � 3.45, SD � 0.69) and ended up in the anal-
ysis as a significant explanatory factor. The statement about
delegating tasks to a robot in terms of threatening one’s liveli-
hood did not prove to be a significant factor in the analysis
and was thus excluded from final analyses.

COVID-19 stress was measured in T2 by a single item. The
statement “COVID-19 has increased work stress beyond my
resources” had a response scale from 1 to 4 in which higher
values indicated a higher level of perceived stress (M� 2.06,
SD � 0.89).
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Table 1 Correlation matrix

1 2 3 4 5 6 7 8

1 Usefulness of telecare robots T1 r 1

N 156

2 Usefulness of telecare robots T2 r − 0.02 1

N 155 211

3 Personal value–robot use compatibility T1 r 0.59** 0.01 1

N 156 188 190

4 Personal value–robot use compatibility T2 r 0.08 0.46** 0.06 1

N 156 211 190 213

5 Occupational ethics-robot use compatibility T2 r 0.14 0.27** 0.15* 0.46** 1

N 155 210 189 212 212

6 COVID-19 stress T2 r 0.06 − 0.09 0.04 − 0.06 − 0.01 1

N 134 186 166 188 188 188

7 Fear of technological unemployment T2 r − 0.05 0.10 0.10 0.28** 0.07 − 0.27** 1

N 130 179 160 181 181 179 181

8 Subjective norm in the workplace T2 r 0.00 0.21** 0.01 0.26** 0.15* − 0.01 0.01 1

N 137 191 170 193 192 188 181 193

9 Meaningfulness of work T2 r 0.01 0.01 − 0.03 − 0.12 0.10 − 0.21** 0.14 0.09

N 135 188 168 190 190 187 180 190

**Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)

3.2 Statistical Analysis

In the first phase of this study, the objective was to investi-
gate the change in views toward care robots and the effects of
that change. We conducted ANOVA for repeated measures
and fixed effects (FE) within-regression analysis with a post-
hoc FEmodel.We employed the FE approach, whichmodels
changes within individuals over time and controls all time-
constant individual characteristics for its strength compared
to, for example, a random effects (RE) approach. FE con-
trols the effects of any observed or unobserved time-invariant
personal characteristics of respondents [3]. By employing
within-individual variation in estimation, the FE approach
makes any causal claims more warranted compared to cross-
sectional correlations [68]. In terms of causal modelling, in
FE estimation individuals serve as their own controls—that
is, we are comparing how change in independent variables
is related to change in dependent variables. In the second
phase, we used binary logistic regression analysis in the
cross-sectional study design of T2.

4 Results

To learn about the potential relationships among the attitudes
toward telecare robots and the compatibility between per-
sonal values and robot-use in twomeasuring points, pairwise
correlations were computed (Table 1). While scores within

T1 and T2 were strongly correlated, the scores between
measuring points were not. This was the first indication of
a significant temporal change among individuals and their
views on care robots.

Pearson correlation analysis also showed that if colleagues
perceived the use of care robots as acceptable (subjective
norm) and meeting the ethical standards of care work (com-
patibility with occupational ethics), the respondents were
more prone to have higher expectations toward the use-
fulness of telecare robots as well as higher perception of
compatibility between personal values and robot use. Fear
of technological unemployment caused by robots had a
negative correlation with COVID-19 stress, indicating that
respondents who reported COVID-related stress were on the
average less concerned about losing work to robots.

In repeated measures using ANOVA, we found that
expectations regarding the usefulness of telecare robots had
increased considerably in time, comparing the average scores
of T1 (M � 5.31, SD � 2.27) and T2 (M � 6.84, SD �
1.97; (F(1) � 40.33, p <0.001, ηp2 � 0.21). The differences
approximately followed normal distribution.

Concerns regarding the compatibility between the use of
care robots and personal values had also decreased from T1
(M � 3.40, SD � 1.15) to T2 (M � 2.33, SD � 1.08; (T
� 2590, p <0.001, d � 0.68). This difference was notable
considering that the mode in the perceived compatibility
between personal values and robot use changed from “some-
what incompatible” (T1) to “totally compatible” (T2).
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Table 2 Fixed effects: Perceived usefulness of telecare robots

Constant 2.52***

Personal value–robot use compatibility 0.38*

Time 1.76***

Number of groups 232

Within-subject SD 1.76

Between-subject SD 2.10

Within-subject R2 0.24

Between-subject R2 0.01

Overall R2 0.10

**Correlation is significant at the 0.01 level (2-tailed)
*Correlation is significant at the 0.05 level (2-tailed)

These results were consistent and independent of the
respondents’ occupation and education level or how much
firsthand experience they had with care robots. This was
despite the fact that the respondents’ familiarity with care
robots had doubled over two years (T1: 21% vs. T2: 43%).

Testing the Phase 1 hypotheses (H1–H3), the results
showed how the temporal change in views about telecare
robots had a significant interactionwith personal value–robot
use compatibility (F[1] � 10.21, p <0.005, ηp2 � 0.06), but
not with increased experience with care robots or the stress
caused by COVID-19.

4.1 Within-Estimations of Robot Usefulness
in Telecare

In order to analyze the effect of value-based assessment on
the perceived usefulness of robots in telecare, we used fixed
effect analysis. Results show how a change in the compat-
ibility between personal values and robot use has caused a
change in the perceived usefulness of telecare robots (Table
2). Fixed effects analysis was rationalized for its ability
to reduce the impact of confounding by time-invariant and
unmeasured individual-level factors [21].

Although a majority of the respondents had developed
more positive views (difference ranging from 0 to 4) of
care robots in time, one fifth of the respondents showed
an opposite, negative trend (difference ranging from − 3 to
0) in compatibility between personal values and robot use.
Because of the asymmetric effects, we conducted post-hoc
tests separately for positive and negative temporal effects. As
a result, the change in the perceived usefulness of telecare
robots was predicted more by the effect where respondents
had an increased, rather than decreased, perception of the
compatibility between personal values and robot use. How-
ever, the different-direction effects in this compatibility did
not prove to differ significantly from each other (F[1]� 1.39,
p � 0.24).

4.2 Cross-Sectional Analysis of Value-Based
Attitudes

To examine the nature of personal values more closely, we
conducted a cross-sectional analysis. The Phase 2 hypothe-
ses (H4–H8) regarding the compatibility between personal
values and robot use were tested in a binary logistic regres-
sion model with explanatory factors available in a T2 data
set. The results are presented in Table 3. The model showed
an excellent goodness of fit (χ2(8) � 3.59, p � 0.89) with
an indicative predictive power of 30–40% of the variation in
perceived compatibility between personal values and robot
use.

Personal value–robot use compatibility was associated
with managerial status, compatibility between occupational
ethics and robot use, less fear of technological unemployment
and higher COVID-19 stress. These results were consistent
over the respondents’ age, gender or firsthand experience
with care robots. The perceived social norm assigned to care
robots in theworkplace did not prove to be a significant factor
in compatibility between personal values and robot use. The
results imply that social norms behind robot acceptance orig-
inated from more universal, ethical standards of care work
rather than shared attitudes in the respondent’s workplace.
The odds of care workers recognizing the use of care robots
as value-compatible were two times higher when they per-
ceived robot use as compatible with occupational ethics.

The fear of technological unemployment was another
highly significant factor when it came to the threshold of
accepting robot use as value-compatible. The respondents
who expected robots to replace care work were prone to per-
ceive robot use as incompatible in care work, and vice versa,
thosewith less fear about robots causing their unemployment
had more positive views on average. Furthermore, the elder-
care workers who found that COVID-19 has been a major
stressor had a higher probability of perceiving care robots
as value-compatible rather than incompatible. The work-
related demands heightened by the pandemic were perceived
as major stressors among the majority of the respondents
(69%).

Post-hoc analysis focused on interactions among explana-
tory factors, and only significant interaction was found
between the meaningfulness of work and COVID-19 stress.
Although the meaningfulness of work alone did not emerge
as a significant factor in personal value–robot use compati-
bility, the feelings of doing meaningful work combined with
higher COVID-19 stress resulted together in a higher proba-
bility of personal value–robot use compatibility.

As for the background variables, the respondents with
managerial experience, such as head nurses, stood out with
the most positive views of personal value–robot use com-
patibility. The fact that managerial experience almost triples
the odds of having no conflict between care robot use and
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Table 3 Binary logistic
regression of personal
value–robot use compatibility

OR 95% C.I p

Lower Upper

Age 1.027 0.997 1.059 0.082

Gender 1.341 0.337 5.338 0.678

Managerial experience 3.141 1.239 7.963 0.016

Robot experience 1.049 0.717 1.535 0.806

Subjective norm in the workplace 1.420 0.929 2.169 0.105

Occupational ethics-robot use compatibility 2.024 1.426 2.872 <0.001

Meaningfulness of work 7.841 0.721 85.301 0.091

Fear of technological unemployment 0.301 0.158 0.574 <0.001

COVID-19 stress 4.460 1.157 17.191 0.030

COVID-19 stress * Meaningfulness of work 0.387 0.175 0.855 0.019

Constant 0.003 0.014

Cox&Snell R2 � 0.302, Nagelkerke R2 � 0.403

personal values may imply objectives of cost-effectiveness
and effective organization of work in robotization as well as
a more secure position when facing technological changes.
Fear of technological unemployment caused by robots was
a separate, significant explanatory factor of personal val-
ue–robot use compatibility, but the interaction between
managerial status and the fear of technological unemploy-
ment did not reach statistical significance in this data.

5 Discussion

In this study, we investigated and found a positive turn in
robot acceptance among elder-care workers. The Finnish
care workers’ views toward robot assistance in telecare had
changed in the positive direction between2016 and2020.The
temporal change was explained by more preferable views of
personal value–robot use compatibility. Hence, personal val-
ues predicted the task value of robots.

Table 4 summarizes the hypotheses and the outcomes
of hypothesis testing. In the first phase of the analysis,
we focused on temporal changes in care workers’ views
toward care robots. In the second phase, we focused on the
research question regarding the factors underlying personal
value–robot use compatibility.

5.1 The Positive Change in Views Toward Telecare
Robots (Phase 1)

Neither of the partly contextual factors—the increased expe-
rience with robots or the strains associated with the world-
wide pandemic—affected the perceived task value of telecare
robots, and hence, H1 and H2 were rejected. Regarding H1,
the lack of support for the relationship between prior expe-
rience and more positive views of usefulness could result

from the fact that prior experiences were estimated by quan-
titative means only. The quality of the prior experiences were
beyond the reach of this study and we cannot tell if experi-
ences of positive nature, for instance, would have associated
with higher perceptions of telecare robot usefulness.

The findings support H3 by implying that value-based
evaluation has a notable role in the acceptance of care robots.
The belief that the use of care robots is compatible with
personal values was the only construct to explain the tem-
porally changed views about telecare robots. Care workers
have the ability to observe and predict moral dilemmas when
it comes to organizational and technological changes. Care
robots or telecare robots can only be viewed as useful forms
of care work if and when the robots are considered appropri-
ate and value-compatible at a principle level. When robots
are introduced to care,workersmake value-based evaluations
on robots’ prerequisites for being useful or for causing ethi-
cal stress and role conflicts [4, 36]. Our findings are in line
with studies where the intended usage of robots is decreased
when robots are viewed as a threat to human jobs and safety,
as well as human identity and uniqueness [24].

Although still about one third of the respondents perceived
robots as non-compatible with care work on a principle level,
more often than before, the use of care robots was viewed as
value-compatible. This positive turn also reflected the more
positive views on the usefulness of robots in telecare. As care
robots become more familiar, the reality of what robots can
and cannot do becomes more evident to potential users. The
expectations and fears put into perspective may explain how
care robots are seen in a more positive light. There is prior
evidence of robotic assistants being viewed more positively
if they are considered to be tools and equipment [47, 52,
61]. Hence, a gradual revelation that this is exactly what the
robots are capable of in their current stage of development
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Table 4 Tested hypotheses in Phases 1 and 2

Phase of the analysis Hypothesis Outcome

Phase 1 H1 More extensive experience with care robots explains the positive turn in the perceived usefulness of
robots in telecare

Rejected

H2 COVID-19 stress is associated with more positive perceptions of the usefulness of robots in telecare Rejected

H3 Increased personal value–robot use compatibility explains the positive turn in the perceived usefulness
of robots in telecare

Supported

Phase 2 H4 A more positive social norm toward robots in the workplace is associated with higher individual
personal value–robot use compatibility

Rejected

H5 The higher the occupational ethics-robot use compatibility, the higher the personal value–robot use
compatibility

Supported

H6 Elder-care workers who perceive their work as more meaningful report lower personal value–robot use
compatibility

Rejected

H7 Fear of technological unemployment is associated with lower personal value–robot use compatibility Supported

H8 COVID-19 stress is associated with higher personal value–robot use compatibility Supported

andmaturity canwell explain themore positive views toward
care robots in telecare, as well.

Care robots becoming more familiar without necessar-
ily any increased firsthand user experience, includes also
a dimension of a societal-political discourse. Frennert and
Baudin [19] studied the perspectives of municipal elder-care
actors in Sweden on welfare technology (including robots).
They identified a number of reasons why welfare technology
is adopted in care at such a slow pace, but they also found
that both potential users and decision-makers had positive
views about the technology. Twomechanisms were provided
to explain this discrepancy, and both may apply to the situa-
tion in Finland.

First, Frennert and Baudin [19] suggest that the polit-
ical discourse surrounding welfare technology influences
attitudes. The Swedish government has launched a strat-
egy called “eHealth 2025” that sets a vision and goals for
using technology to improve health and welfare services,
and the pro-technology arguments may have been learned
also among eldercare actors. In Finland, similar agendas and
arguments promoting the use of robots are written in the
programs and strategies of the government (e.g., [17]). With
regard to timing, the positive turn in the Finnish data fits well
into the timeline in which the programs and strategies have
been published.

The second explanation of Frennert andBaudin [19] is that
the successful technology experiences in one place makes
attitudes more positive elsewhere. The Swedish government
has funded a selected group of municipalities to conduct
experiments in integrating welfare technologies into care.
These experiments have been reported widely throughout
the nation. The experiences and changed practices in the
experimenting municipalities may have influenced how the
technologies are being perceived in other municipalities.

In Finland, the KATI program1 is a similarly coordinated
activity and initiative for municipal experimentation and
dissemination of best practices in the use of technology.
Timewise the KATI program will be implemented in 2021,
but the initiatives made already in 2020 can play a part in
how the views toward telecare robots have changed in a
more positive direction. One example of telecare robots that
have become more common in Finnish home care are the
medication dispensing robots. In our data, elder-care work-
ers perceived medication dispensing robots as highly useful,
much more so than in 2016.

5.2 The Factors Underlying Personal Values (Phase 2)

For the distinct nature of care work as a context to be
robotized, we further investigated the substance of value-
compatibility in the second phase of this study. The threshold
of personal value–robot use compatibility was examined by
explanatory factors of social norms, the meaningfulness of
work, the perceived threat of technological unemployment
and COVID-19 stress. As a result, personal value–robot use
compatibilitywasmore likely among elder-careworkerswho
felt that care-robot use is aligned with the ethical standards
of care work (H5), who had less fear of technological unem-
ployment (H7), and who reported higher COVID-19 stress
(H8).

The importance of occupational ethics-robot use compat-
ibility emphasizes how the development and deployment
of robots in care should aim at designing and investing
in technology that supports the core values of care work.

1 KATI is a technology supporting smart ageing and care at home pro-
gram.

https://thl.fi/en/web/thlfi-en/research-and-development/research-
and-projects/technology-supporting-smart-ageing-and-care-at-home-
programme-kati.
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This finding is in line with prior studies of care workers’
value-driven attitudes toward robot use [8, 59]. Value-based
assessment of robot acceptance seems to refermostly to occu-
pational ethics and the fear of technological unemployment,
both of which are associated with care work as a human-
centeredworkwhere dyadic interaction betweenpeople—the
carer and the cared—is prioritized [25]. The results also bring
evidence for how viewing the possibilities to use robots in
care work, the universal ethical standards of care work stand
out. The use of care robots is accepted as a value-compatible
change if it is in line with ethical standards of care work,
more so than the social norms in a workplace with a however
closer social environment. As the perceived social norms of
the workplace did not even reach a significant association
with personal value–robot use compatibility, H4 had to be
rejected.

Workplace norms seem to have little leverage when it
comes to competing with occupational ethical standards of
care work, which are considered as something nurses are
committed to as individuals and as a community [5]. This
commitment beyond any organizational limits is bound to
regulate all decision-making in nursing work, whether it is
assessing operations, actions, or emerging changes in the
occupation [50]. Similar to how the ethical climate is found
to mediate the relationship between ethical stress and job
satisfaction [64], ethical climate has potential to affect the
perceived personal value–robot use compatibility.

Ethical strain at work is considered to be negative, exces-
sive stress, and should be prevented to maintain workers’
motivation, job satisfaction, and commitment [7, 64]. Ethical
strain also relates to organizational changes. Sometimes the
compatibility between work and personal values is evaluated
already when choosing a career. If one chooses a certain field
of study or a career based on their expectations for the high
ethical standards and social responsibility associatedwith the
line of work [40, 68], it makes organizational changes more
complicated. Meaningful, motivating and satisfactory work
is something to pursue also during and after technological
changes.

In this study, personal value–robot use compatibility was
viewed as acceptable among the elder-care workers who
reported higher COVID-19 stress, and this association was
boosted by feelings of the work’s meaningfulness. Not only
was the hypothesis (H6) of the negative association between
work’s meaningfulness and personal value–robot use com-
patibility rejected, but also the results of the interaction
implied an opposite effect than what was expected. Those
who perceived work as meaningful and at the same bur-
dened by the current pandemic, reported higher personal
value–robot use compatibility. This is interpreted as the
COVID-19 situation highlighting the demands of elder-care
and how a resolution is anticipated through the use of new
technology. Contrary to what was expected, to find care work

asmeaningful is actually to value robot assistance as oneway
to relieve stress on the job.

The most significant underlying values in personal val-
ue–robot use compatibility included both social values in
terms of occupational ethics and individual values in terms of
fear of unemployment. Whereas occupational ethics are cen-
tered onpatientwellbeing andhence refer tomoral, universal,
and benevolent values, care workers’ fear of unemployment
refers to instrumental andmore self-centered values [54, 60].
Actually, several findings in this study—beyond the direct
question about the fear of technological unemployment—-
supported the important role that trust in maintaining work,
even in robotization, has on value-based robot acceptance.
Elder-care workers with managerial experience had a high
probability of perceived personal value–robot use compati-
bility which may be partly explained by a more secure job
and career. Moreover, those who found care work particu-
larly meaningful in a stressful COVID-19 situation found
robot use to be value-compatible, which does not imply any
specific fear of technological unemployment.

5.3 Limitations

Although they provide new information about the change
in robot acceptance, our results do not indicate whether the
change is enduring instead of a periodic change between the
two years when the data were collected. In future studies, the
longitudinal effect in the perceived usefulness of care robots
will be improved through the use ofmore than twomeasuring
points.

Another limitation is that we were not able to test all the
hypotheses in one model of multiple regressions because the
sample size in T2 limited the range of analysis. The small
sample size of T2 was due to a data collection strategy where
only volunteers were invited to participate in the follow-up
survey.

Finally, as an obvious limitation, the findings are gen-
eralizable to Finnish care workers only. For this reason,
cross-cultural studies are highly recommended.

6 Conclusion

Robotizing elder-care has raised many ethical and practical
concerns in discussions about the nature of human-centered
and sensitive service work. In prior theoretical studies it
has been assumed that healthcare professionals see a moral
dilemma in robotizing care, which can result in rejection
of all robot use. This research has brought unique empiri-
cal evidence to the matter and has proven the significance
that value-based evaluation has in the acceptance of care
robots. The temporal change in views toward the usefulness
of telecare robots was affected not simply by an increase in
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experiences with robots, but by higher personal value–robot
use compatibility. Care workers felt on average—and more
often than before—that the use of care robots is compatible
with their personal values.
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