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Haptic Responses to Angry and Happy Faces
Deepa Vasara and  Veikko Surakka

Research Group for Emotions, Sociality, and Computing, Tampere Unit for Computer-Human Interaction (TAUCHI), Department of Information 
Technology and Communication Sciences, Tampere University, Tampere, Finland

ABSTRACT
The present aim was to investigate if angry, neutral, and happy facial expressions have different effects 
on haptic responses. Two experiments were conducted. In Experiment 1, participants (N = 24) were to 
respond as fast as they could to images of angry, neutral, and happy faces using a haptic device that 
measured the amount of applied force in newton units and the duration of touch in milliseconds. 
Experiment 2 was identical to Experiment 1, except that ratings of emotion-related experiences evoked 
by the stimuli were also collected in terms of valence and arousal. The results from both studies showed 
that the force of touch in response to angry expressions was significantly stronger than in response to 
happy expressions. The ratings of valence showed that angry, neutral, and happy faces were experi
enced statistically significantly different from each other along the dimension of valence. Ratings of 
arousal showed that angry faces were experienced as significantly more arousing than neutral and 
happy faces. The results suggest a relationship between the processing of emotion-related facial 
expressions and haptic response systems. The force of touch could be used as one of the measures 
conveying information about the user’s state of mind when interacting with haptic user interfaces.

1. Introduction

The significance of haptic communication was revealed 
already in 1950s when Harlow made his famous studies with 
rhesus monkeys. He noted that the deprivation of infant 
monkeys from their caregiver caused severe and permanent 
damage to the social and emotional development of the mon
keys. From his studies, Harlow made a conclusion that tactile 
contact and warmth in early childhood are essential for nor
mal socio-emotional development (Harlow, 1958). Touch can 
be used to both sense and communicate information. When 
using touch for communication, it is usually about mediating 
emotion-related information like hugging, caressing, tapping, 
and perhaps even hitting someone. The meaning, content, or 
aim of our haptic communication embeds itself in various 
cues of the touch, for example, the direction, length, and force 
of the touch. Further, the meaning of someone’s tactile 
expression is interpreted in the context of other nonverbal 
cues like facial expressions of emotions.

In respect to human emotions, there is a long line of 
research showing evidence that facial expression stimuli do 
evoke emotions in terms of recruiting brain activity, facial 
muscle activity, and facially expressive behavior (e.g., 
Anttonen et al., 2009; Dimberg et al., 2000; Ekman et al., 
1990; Surakka & Hietanen, 1998). Facial expressions are cues 
for everyday interaction and there is evidence that in addition 
to communicating the emotional state and behavioral inten
tions, they evoke demand for action to the perceiver (Seidel 
et al., 2010). These requests for action are roughly about

withdrawal-approach motivation in respect to the evoked 
emotion. For example, Marsh et al. (2005) showed that 
angry facial expressions facilitated avoidance-related behavior. 
According to Lang et al. (1990), there is a direct link between 
perception and action, which activates through the perception 
of emotionally meaningful information.

Research around haptics currently extends itself also to 
communication technology and human technology interac
tion. Devices that utilize the sense of touch (e.g., touch screens 
and social robots) have become increasingly popular and at the 
same time, the significant association of touch and emotions 
has been realized in the research area known as affective hap
tics, a part of affective computing-related research field. It 
focuses on the study and design of devices and applications 
that can evoke, enhance, influence, or take into consideration 
something about the emotional state of humans (Picard, 1997; 
Tsetserukou et al., 2009). Understanding of the effects of facial 
expressions to haptic perception, for example, when a machine 
touches one or when in virtual reality has recently evoked 
interest (e.g., Ellingsen et al., 2014; Ravaja et al., 2017).

Affective haptics in social robotics is also a growing field 
interested in robots’ affective awareness. There is an increasing 
number of research around affective social robots (e.g., 
Andreasson et al., 2018; Breazeal, 2001; Kirby et al., 2010). 
Many of the social robots, for example, Paro, Huggable, 
Probo, and CuddleBot (Allen et al., 2015; Shibata et al., 1996; 
Stiehl et al., 2006; Saldien et al., 2008 respectively) are used in 
healthcare centers or nursing homes to interact with sick
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children or elderly citizens. In those contexts, understanding 
the quality of users’ touch would improve the quality of the 
interaction between robots and humans. In fact, this type of 
affective awareness has been found important and beneficial for 
the users (Kidd et al., 2006; Wada & Shibata, 2007).

Investigations between perception of facial emotions and 
haptic responses can offer evidence of the above-mentioned 
perception action links. Thinking in the context of affective 
haptics and haptic user interfaces, one notion is that people 
use their fingers, especially their index fingers for the interac
tion. Although there is earlier research in investigating 
responses (e.g., using joysticks) to emotionally relevant stimuli 
in affective haptics context (e.g., Bailenson et al., 2007; Seidel 
et al., 2010) the earlier studies did not directly concentrate on 
the dynamic properties of haptic responses. Further, although 
interaction with haptic user interfaces in many cases take 
place using index fingers there appears to be very little direct 
evidence on the association of index finger responses to emo
tional stimuli. Still further, based on our literature review, it 
was not clear how different emotion stimuli might affect 
haptics. Therefore, the main research question for the present 
study was to investigate if angry, neutral, and happy facial 
expressions have different effects to haptic responses in terms 
of force and duration of touch.

2. Related work

For the present work, there are two central approaches to 
emotion. The discrete emotion theory suggests that humans 
have an innate set of basic emotions that are biologically 
determined and therefore both universal and discrete 
(Ekman, 1992; Ekman & Friesen, 1976). According to this 
theory, there are six universal basic emotions (i.e. happiness, 
sadness, fear, anger, surprise, and disgust) and consequently 
the emotion-related ratings use a set of discrete emotion 
categories. In addition, Ekman and Friesen (1976) have cre
ated systematic sets of facial expressions that are widely used 
as stimuli in various emotion-focused studies.

On the other hand, the dimensional theory of emotion 
states, that emotion can be defined as a set of dimensions, 
such as valence, arousal, and dominance. Thus, emotions can 
be mapped using a two- or three-dimensional space (Bradley 
& Lang, 1994). In this theoretical frame, emotion-related 
ratings are given using different types of dimensional rating 
scales. Bradley and Lang (1994) have designed a nonverbal 
pictorial assessment technique called Self-Assessment 
Manikin (SAM), which directly measures the dimensions of 
pleasure, arousal, and dominance associated with a person’s 
ratings to a wide variety of stimuli. This method and mod
ifications of it have also been frequently used in the context of 
Human-Computer interaction (HCI) research (e.g., Rantala 
et al., 2013; Salminen et al., 2008) to rate emotional qualities 
of interaction.

In recent years, the association between haptics and emotions 
has started to attract attention within the context of commu
nication technology research. To date, majority of the research in 
affective haptics has focused on collecting emotion-related rat
ings in response to haptic stimulation. For instance, Bailenson 
et al. (2007) conducted a study on how to express and recognize

emotions through a 2-DOF force-feedback haptic device. In 
their first experiment, they recorded force with the force- 
feedback joystick while participants tried volitionally to express 
seven distinct emotions (i.e., disgust, anger, sadness, joy, fear, 
interest, and surprise). In a second experiment, they used 
a separate group of participants to identify the emotions gener
ated based on their recordings in the first experiment. Finally, in 
a third experiment, they asked pairs of participants to try to 
express these same seven emotions using physical handshakes. 
The results suggested that the participants were slightly better at 
recognizing emotions via the force-feedback device than when 
expressing emotions through non-mediated handshakes 
(Bailenson et al., 2007).

In addition, Hertenstein et al. (2006) studied how touch 
can communicate distinct emotions. They divided the study 
participants into two groups, encoders, and decoders. They 
then gave the encoders a list of 12 emotion words and asked 
each of them to signal the emotions on their corresponding 
decoder’s arm using only touch. Their results showed that the 
encoded emotions could be recognized higher than chance 
level and that anger was felt via touch more precisely than 
other emotions such as fear, gratitude, and love (Hertenstein 
et al., 2007). As a follow-up to Hertenstein et al. (2006) study, 
Andreasson et al., 2018 replaced human–human interaction 
with human-robot to convey eight emotions (anger, disgust, 
fear, happiness, sadness, gratitude, sympathy, and love) via 
touch. The study followed similar procedure as Hertenstein 
et al.’s (2006) study, using encoders (humans) and decoder 
(robot), except that, unlike humans, the social robot was not 
equipped to decode the conveyed emotions by the encoder 
(human). Instead, they evaluated the tactile dimensions that 
the robot could distinguish from the different emotions that 
the humans conveyed. The results showed that the human– 
robot and human–human interaction via touch were in agree
ment with each other. Additionally, anger was the most 
intensely rated emotion and the negative emotions (i.e. 
anger, disgust, fear) were rated as more expressive than posi
tive (e.g., happiness, gratitude, love) emotions (Andreasson 
et al., 2018).

Apart from that, Tsetserukou et al. (2009) proposed an 
approach to reinforce one’s feelings and reproduce the 
emotions felt by one’s partner during online communica
tion through a specially designed system called “iFeel_IM!”. 
First, their system automatically recognized nine emotions 
(anger, disgust, fear, guilt, interest, joy, sadness, shame, and 
surprise) from chat text. Then, the detected emotion was 
simulated by the wearable affective haptic devices (i.e., 
HaptiHeart, HaptiHug, HaptiButterfly, HaptiTickler, 
HaptiTemper, and HaptiShiver) integrated into iFeel_IM!. 
These devices produced different sensations of touch via 
kinesthetic and cutaneous channels. The study revealed that 
the users were more interested in online chatting and 
experienced more emotional arousal when using the affec
tive haptic devices than without them (Tsetserukou et al., 
2009).

The above-reviewed studies at least partly used force of 
touch as a central factor in mediating the content of tactile 
messages (e.g., Bailenson et al., 2007; Hertenstein et al., 2007; 
Tsetserukou et al., 2009).
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Gao et al. (2012) studied the effect of emotions to haptic 
responses when using finger-stroke features for a 20-level 
gameplay on a touch screen. They built systems using 
machine-learning algorithms for automatically discerning 
between four emotional states excited, relaxed, frustrated, 
and bored. Emotion recognition was based on the length, 
pressure, direction, and speed of finger stroking motion on 
the touch screen. Their results suggested that especially pres
sure as measured indirectly in terms of the area of contact 
seemed most promising to discriminate frustration from the 
other three states (Gao et al., 2012). Additionally, Hernandez 
et al. (2014) studied the effect of increased stress during 
computerized writing tasks by using a pressure-sensitive key
board and capacitive mouse. The results showed that 
increased emotional stress was expressed with stronger use 
of keystroke force on the keyboard and increased amount of 
mouse contact by the computer users.

Ellingsen et al. (2014) investigated how angry, neutral, and 
happy faces influenced touch perception. Different facial 
expressions were presented together with human touch or 
machine touch and the participants were to rate the pleasant
ness of touch to these stimuli. Their findings suggested that 
the perception of the pleasantness of touch changed by the 
facial expression. Touch was perceived as least pleasant when 
presented together with angry facial expressions, and as most 
pleasant with happy facial expressions. Angry faces reduced 
the pleasantness of touch more strongly when presented 
together with human touch (Ellingsen et al., 2014).

In line with Ellingsen et al. (2014) findings, Ravaja et al. 
(2017) examined how different facial emotional expressions 
(anger, happiness, fear, sadness, and neutral) modulate the 
processing of tactile stimuli as measured by somatosensory- 
evoked potentials (SEP). The participants wore a virtual rea
lity scene where a 3D character varied its facial expression and 
at the same time, it was touching participant’s hand. The 
touch was simulated using vibrotactile and mechanical sti
muli. The findings showed that the late SEP amplitudes (i.e. 
responses to touch stimuli) were highest while the character 
had an angry and lowest when it had a happy facial expres
sion. They also showed that although the tactile stimulation 
was the same, the ratings of touch stimuli depended on the 
facial expression. For example, the intensity of character’s 
touch was rated as high in response during both angry and 
happy faces, but most intense during angry faces. There were 
no differences between ratings during sad and happy or 
between fearful and happy facial expressions. Thus, impor
tantly the results from both the studies (Ellingsen et al., 2014; 
Ravaja et al., 2017), showed that facial emotional expressions 
affect touch perception too.

In respect to perceptions of the various facial expressions 
of emotions, there have been studies on the “anger superiority 
effect” versus the “happiness superiority effect”. For example, 
Hansen and Hansen (1988) and Öhman et al. (2001) found 
that anger, as both an emotion and facial expression, is more 
pronounced than happiness and that angry faces are detected 
faster in a crowd of faces. However, contrary to these findings, 
a study by Becker et al. (2011) found evidence that happy 
faces are more prominent than angry faces. They therefore 
proposed that the human facial expression of happiness has

evolved to be more visually distinguishable compared to other 
facial expressions (Becker et al., 2011). As there is evidence 
that both angry and happy faces are potentially effective in 
evoking faster responses than other types of expressions, this 
might also be reflected in haptic responses.

Therefore, there is evidence that artificially created haptic 
stimulations can evoke emotions and that some emotions, 
even discrete emotions can be mediated or enhanced in 
information communication technology contexts. Further, in 
previous studies on emotion and touch, haptic parameters 
were (mainly) used to find out how various haptic stimula
tions using various parameters might evoke emotions or how 
emotions would be recognized from certain haptic stimuli. 
Alternatively, earlier research has investigated how facial 
information may affect the perception of haptic stimuli (e.g., 
Ahmed et al., 2016; Ellingsen et al., 2014; Hertenstein et al., 
2006; Ravaja et al., 2017). However, there is a lack of under
standing how exactly emotional facial expressions can affect 
haptic responses. Therefore, the present study focused on this.

In Experiment 1, only the force and duration of the haptic 
responses to the facial expressions were measured. In 
Experiment 2, ratings of the facial stimuli were also collected 
using the dimensional emotion theory frame of reference (i.e., 
Bradley & Lang, 1994). This was done to investigate the 
relations between the facial stimuli, haptic reactions, and 
participants’ emotion.

3. Experiment 1

3.1. Participants

There were 24 participants, 14 males, and 10 females. Their 
mean age was 30 years (range 20–58) with a standard error of 
2.18 years. The participants were university students from which 
the majority of the participants were from northern Europe 
(Finnish and Swedish), and the rest had Asian backgrounds 
(i.e., Indian and Pakistani). Participation was voluntary, and all 
the participants had normal or corrected-to-normal vision.

3.2. Facial stimuli

Four different facial images that represented anger, happiness, 
and expressive neutrality were selected from a set of 110 
black-and-white pictures developed by Ekman and Friesen 
(1976). In addition, gender of the posers was balanced across 
picture series so that two male and two female pictures for 
each expression were chosen. Thus, in total there were 12 
facial images. The selection was based on the highest percen
tage of consistent agreement among groups of observers in 
Ekman and Friesen’s study. The average percentage for happy 
was 100%, for neutral 74%, and for anger 98%.

3.3. Apparatus

3.3.1. Hardware
A haptic device (as shown in Figure 1), with a force-sensing 
resistor (FSR) having an active 39.6 mm x 39.6 mm sensing 
area was used to record the applied force and duration of 
touch. It can measure forces from ~0.2 N up to 20 N.

INTERNATIONAL JOURNAL OF HUMAN–COMPUTER INTERACTION 1627



FSR is a very thin (0.46 mm) 1.5” square polymer thick- 
film device that decreases in resistance when increased pres
sure is applied to the surface of the sensor. The output voltage 
increases with increasing force (Interlink Electronics Inc., 
Westlake Village, CA, USA).

The voltage level of the applied pressure was converted to 
newton units by measuring the voltage under several different 
loads and then fitting a logarithmic curve to the resulting 
data. The equation of the best-fitting curve (see Figure 2) 
was then used for the conversion. Since in the experiments, 
only a tap with a finger on the FSR was required, the applied 
minimum voltage output from the experiments was more 
than 50 grams and maximum were less than 500 grams, so 
only the loads from 50 grams to 500 grams were used for 
calibration.

All the electronics were concealed inside a box and secured 
with duct tape. Only the FSR was visible outside the box, and 
this haptic device was plugged into a laptop via the USB port 
as shown in Figure 3.

3.3.2. Software environment
The laptop used for the experiment had the Windows 7, 32- 
bit operating system. The .NET framework was installed so 
that the haptic device installer could automatically install all 
the needed libraries to run the device (Phidgets Inc., 2010). 
Visual Basic 6.0, JavaScript, and MySQL database were used

to develop the test application for the experiment. The API 
and the code examples were downloaded from the Phidget 
website (https://www.phidgets.com/docs/OS_-_Windows) 
and edited to suit the experiment’s needs.

3.4. Procedure

At first, before starting the experiment, a verbal informed 
consent was asked from the participants. The participants 
were told a cover story explaining that the purpose of the 
experiment was to find out how fast they could react to 
images displayed on the computer screen by tapping on the 
FSR with their dominant hand’s index finger (see Figure 4). 
The FSR was positioned horizontally so that downward 
pressure could be exerted. The task was to tap the FSR as 
fast as possible in response to the image displayed on the 
screen.

The experiment was conducted in a quiet isolated study 
room without any external disturbances or distractions. First, 
the participant was seated comfortably at a table facing the 
laptop screen and his/her hands resting on the table. Then, 
the haptic device connected to the laptop was placed comfor
tably near (just as they use a computer mouse), to the domi
nant hand of the participant resting on the table. The test 
application was started when the participant was ready to 
begin. The participant first performed a practice test to ensure 
that he or she was comfortable with the FSR and the test 
procedures. This practice test consisted of five different facial 
stimuli not used in the actual experiment. This practice could 
be repeated as many times as they wanted, to get comfortable 
with the process.

At the beginning of the test, the participant entered his or 
her personal details, such as name, age, gender, occupation, 
and nationality. After this, the participant clicked on the 
“Start Test” button. When the “Start Test” button was 
selected, the facial expression stimuli were displayed on the 
computer monitor randomly using a deterministic algo
rithm. The participant had to tap the FSR with the index 
finger as fast as possible in response to the images. A tap on 
the FSR resulted in the immediate disappearance of the

Figure 1. The 1.5” square Force Sensing Resistor (FSR), connected to a voltage 
divider and an analogue input device. Published with written permission from 
Phidgets Inc.

Figure 2. The conversion curve for voltage output to newton units.
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current image, followed by a randomized pause for 3 to 
5 seconds before a new image appeared automatically. 
Once the experiment was complete, the participant was 
given the consent form that debriefed about the actual pur
pose of the experiment and requested the permission to use 
the experiment data for research purposes. A signed copy of 
that form was given also to the participant.

3.5. Results

The means and standard error of the mean (S.E.M.) of the 
force of touch (converted to newton units) and the duration

of touch for the different facial expressions are shown in 
Figures 5 and 6, respectively.

A one-way within-subject repeated-measures analysis of 
variance (ANOVA) was conducted to see if expression had 
an effect to the use of force and duration of touch. The results 
showed a statistically significant effect of expression on the 
force of touch, F (2, 46) = 4.529, p < .05, but the effect of the 
expression on duration of touch, F (2, 46) = 0.055, p > .05, was 
not as statistically significant.

Bonferroni corrected post hoc pairwise comparisons 
revealed that the use of force was stronger in response to 
the angry compared with the happy faces (mean difference 
(MD) = 0.330, p < .05). The difference between the responses 
to the angry and neutral faces was also significant (MD = 
0.305, p < .05). However, the difference between the responses 
to the neutral and happy faces was not statistically significant 
(MD = 0.025, p > .05).

4. Experiment 2

4.1. Methods

Experiment 2 was identical to Experiment 1 except that the 
ratings of the facial stimuli were collected after the experiment 
was completed.

4.1.1. Participants
Twenty voluntary participants, 10 males, and 10 females, with 
a mean age of 26 years (range 20–40) with a standard error of 
1.11 years, who were not involved in Experiment 1, took part 
in this experiment. The majority of the participants were 
students from the Tampere University. They were from dif
ferent nationalities, such as Northern European and Asian. All 
participants had normal or corrected-to-normal vision.

4.1.2. Materials and apparatus
The same haptic device and software environment as in 
Experiment 1 were used.

Figure 3. The haptic device connected to the laptop via USB port.

Figure 4. The index finger tapping on the horizontally positioned FSR.

Figure 5. The mean and S.E.M. for the force of touch in response to the different facial stimuli.
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4.1.3. Procedure
The procedure was identical to Experiment 1, except that this 
time, after the experiment was completed, the ratings of plea
santness and arousal of each facial stimuli were collected using 
the 9-point bipolar rating scales. They ranged from −4 to +4 (i.e., 
unpleasant to pleasant and calm to aroused), with 0 representing 
the center (e.g., neither unpleasant nor pleasant). The partici
pants were asked to rate each image according to how they felt 
about it. Both ratings scales were presented along with each 
image and the participant was to give both ratings at the same 
time. The ratings were given by a mouse click on both scales. 
Then, the experimenter scrolled down to the next image of the 
image document, the participant gave the ratings, etc., until all 
the images were rated. The rating data was automatically 
recorded to an excel document at the end of rating procedure.

4.2. Results

4.2.1. The force and duration of touch
Figures 7 and 8 show the mean and S.E.M. values for the force 
and duration for each facial expression.

A one-way, within-subject, repeated measures ANOVA 
showed a statistically significant effect of expression to the 
force of touch, F (2, 38) = 6.29, p < .05, but showed no 
statistically significant effect of expression to the duration of 
touch, F (2, 38) = 1.34, p > .05.

Bonferroni corrected post hoc pairwise comparisons 
revealed that the use of force was stronger in response to 
angry than happy faces (MD = 0.27, p < .05). The difference 
between the responses to the angry and neutral expressions 
was also significant (MD = 0.27, p < .05). However, the 
difference between the responses to happy and neutral expres
sions was not statistically significant (MD = 0.002, p > .05).

4.2.2. Ratings of valence & arousal
The means and S.E.M.’s for the ratings of valence and arousal 
are presented in Figures 9 and 10, respectively.

A one-way, within-subjects ANOVA showed a statistically 
significant effect of expression for valence, F (2, 38) = 105.67, 
p < .001. Bonferroni corrected post-hoc pairwise comparisons 
showed that there was a significant difference between the 
ratings of valence angry and happy expressions (MD = 4.45,

Figure 6. The mean and S.E.M. for the duration of touch for each facial stimulus.

Figure 7. Means and S.E.M. of force of touch.
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p< .01), angry and neutral expressions (MD = 3.16, p< .01) 
and neutral and happy expressions (MD = 1.29, p< .01).

A one-way, within-subjects ANOVA showed a statistically 
significant effect of expression for arousal, F (2, 38) = 32.39, 
p< .001. Bonferroni corrected post hoc pairwise comparisons 
showed that there was a significant difference in the ratings of 
arousal between angry and happy expressions (MD = 2.8, p < 
.001), and between angry and neutral expressions (MD = 3.0, 
p< .001). However, the difference between the ratings of 
arousal to neutral and happy expressions was not statistically 
significant (MD = 0.2, p> .05).

5. Discussion

The results from both studies gave coherent findings in respect 
to the measurement of tactile responses to the facial expres
sions of emotions. The results showed that the force of touch 
was significantly stronger in response to angry than in response 
to happy and neutral expressions. The facial stimuli had no 
statistically significant effect on the duration of touch. 
Additionally, the participants’ ratings of their responses to the 
facial stimuli showed that angry, neutral, and happy evoked 
experiences in line with negative – positive valence dimension. 
The ratings of arousal showed that the angry facial expressions

Figure 8. Mean and S.E.M. for the duration of touch.

Figure 9. Mean and S.E.M. of each rating for valence.
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were felt significantly more arousing in comparison to the 
neutral or happy expressions. There was no significant differ
ence between felt arousal to neutral and happy faces.

Taken together, our results showed that the facial expres
sions modulated both the haptic responses and ratings of 
emotion experiences. To our knowledge, this is the first 
empirical study where the connection between facial emotion 
perception and haptic response has been found. Although 
there are no exactly similar studies we can interpret that the 
findings are in line with earlier studies dealing somehow with 
the force of touch. For example, the earlier studies (e.g., 
Bailenson et al., 2007; Hertenstein et al., 2007; Tsetserukou 
et al., 2009) all used force of touch as a central factor in 
mediating the content of haptic messages. The study by Gao 
et al. (2012) indicated that the force of touch as measured in 
terms of the area of contact seemed most promising to dis
criminate frustration from the other emotions (i.e. excited, 
relaxed, and bored). Similar to Gao et al. (2012), Hernandez 
et al. (2014), using a pressure-sensitive keyboard and capaci
tive mouse showed that an increased emotional state of stress 
level was expressed with stronger use of keystroke force. The 
study by Ellingsen et al. (2014) found that when presenting 
facial expressions of anger, neutrality, and happiness together 
with human touch or machine touch the touch was perceived 
as least pleasant when presented together with angry facial 
expressions, and with human touch. Similarly, the study by 
Ravaja et al. (2017) showed that the late SEP amplitudes (i.e. 
responses to touch stimuli) were highest in response to angry 
and lowest to happy facial expression. They also showed that 
when given an impression of a 3D facial figure touching their 
participants the ratings to exactly the same touch stimuli 
depended on the facial expression of the figure. The figure’s 
touch was rated as most intense during angry faces. In

summary, there is surrounding supportive evidence for our 
findings.

In more general framework, our finding supports the 
suggestion, for example, by Lang et al. (1990) that there is 
a direct link between the perception of an emotionally mean
ingful information and action relevant to the information 
perceived. As our participants used more force of touch to 
images they rated as being felt both unpleasant and arousing, 
the results support the idea of angry images activating both 
primitive motive circuits (i.e. defensive) and initiating 
a demand for action (Lang & Bradley, 2010; Seidel et al., 
2010). It may be that the use of force can indicate the 
required charge for action in respect to the perception. 
Thus, our findings may be indicative of the idea that angry 
facial expressions elicit an automatic behavioral response 
that evoke demand for action or avoidance behavior (e.g., 
Marsh et al., 2005) that results in a stronger force of touch to 
avoid or eliminate the unpleasant, arousing experience as 
fast as possible.

It could be argued that the use of increased force was 
merely an indication of stronger desire to remove the angry 
face as fast as possible from view and so a faster response will 
naturally be stronger. However, earlier research on reaction 
times to facial expressions has been controversial. There is 
evidence that reaction times to happy faces in comparison to 
angry faces are faster (e.g., Billings et al., 1993; Harrison et al., 
1990; Hugdahl et al., 1993; Leppänen et al., 2003) but also the 
other way around (e.g., Mather & Knight, 2006; Öhman et al., 
2001; Richards et al., 2011). Should it be so that angry faces 
were responded faster it is likely that this would have been 
reflected also in the duration of touch, either duration being 
shorter or longer compared to other expressions. We note 
that previous research has shown that negative emotion

Figure 10. Mean and S.E.M. of the ratings for arousal.
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results in stronger motor evoked potentials (i.e. neuroelectri
cal signals on the muscles) than emotion induced by neutral 
and pleasant images (Blakemore et al., 2016; Coelho et al., 
2010; Coombes et al., 2009). Additionally, participants view
ing emotionally arousing images subconsciously applied 
stronger force when using the hand compared to participants 
viewing neutral images (Coombes et al., 2008, 2011, 2009; 
Naugle et al., 2012). In sum, there is supporting evidence 
that negative emotions can evoke the stronger force of 
touch. Therefore, it is unclear whether happy or angry facial 
expression stimuli has a major impact on the haptic reaction 
time response. To clarify this, future studies should also 
include reaction time measurements.

It is not clear from this study if the results indicate avoid
ance or approach motivation. Recently, the idea of positive 
emotions being related simply to approach motivation and 
negative emotions being related to escape/withdraw motiva
tion has been challenged. It has been argued that approach 
motivation can be evoked by unpleasant stimuli and especially 
so by anger-related stimuli. Even smiles can evoke avoidance 
motivation (Harmon-Jones et al., 2013). Thus, we must note 
that it is not fully clear if the response measures we used, 
reflect tendency to attack or tendency to get rid of an unplea
sant stimulus. In future studies ratings of motivation to with
draw-approach the stimuli should be included to clarify the 
relations between stimulations and dynamics of haptic 
responses.

Admittedly, our study used only four expressions per 
category. It could be argued that there should have been 
more repetitions to improve the reliability of the findings. 
This is true. However, the images were carefully selected so, 
that they represented the best stimulus images from the 
Pictures of Facial Affect set (Ekman & Friesen, 1976). 
Further, the experiment was repeated two times and both 
studies gave coherent results in respect to the use of force. 
This can be taken as an indication of the reliability of our 
findings. Another limitation of the study is that although 
ratings of felt emotions did fit well for unpleasant-pleasant 
dimension the fit along felt arousal was not perfect as there 
was no significant difference between responses to neutral 
and happy faces. In future studies stimuli should be balanced 
in respect to both dimensions. In our study, the difference 
between responses to angry and happy faces was, however, 
statistically significant.

In respect to HCI or human-robot interaction, the results 
are also worth considering. Measurement of force and dura
tion of touch could, in principle aid as one of the modalities 
in designing intelligent systems that measure and analyses 
users’ behavior during interaction. Currently, affective hap
tics in robotics, use different sensors (i.e. touch, force/pres
sure, temperature) to measure touch input in order to 
analyze different qualities of touch such as good touch 
(e.g., stroking, patting) and bad touch (e.g., hitting, push
ing). To improve human-robot communication, it is impor
tant that the affective social robots could identify, express, 
and react to different qualities of touch in a smooth and 
natural manner (Kirby et al., 2010). Similarly, in the field of 
HCI, the immersive Virtual Reality (VR) paired with haptic 
technology (e.g., haptic gloves accessory) that simulates

tactile sensations of virtual objects, allows the user to phy
sically interact with the virtual objects. Generally, the haptic 
technology creates the sensations such as tactile feedback, 
texture, density, strength, smoothness or roughness, friction 
of the virtual objects (Kumar & Bhavani, 2017), but cur
rently lacks the affective interactions via haptics. An affec
tive immersive VR with haptic technology that could also 
identify and react to different measurements of touch could 
greatly benefit, for example, the gaming sector where emo
tions play a vital role. A study by Ahmed et al. (2020) using 
virtual agent with facial emotional expression and pressure- 
sensing tube presented as the agent’s arm in VR showed that 
the facial emotional expression of agents affected squeeze 
intensity and duration through changes in emotional per
ception and experience. Thus, suggesting that the haptic 
responses may yield an implicit measure of persons’ experi
ence toward a virtual agent. Additionally, studies by Gao 
et al. (2012) and Hernandez et al. (2014) with touch screens 
and keyboard (respectively) showed that negative emotions 
such as frustration and stress elicited more force of touch in 
HCI. Our results were in line with these showing that facial 
stimuli modulated touch force and they also modulated 
emotional experiences. Of course, more research on the 
use of touch while interacting with technology (e.g., com
puter) is needed before force of touch measurements could 
reliably aid in improving machine’s potential predictions of 
its user’s mental state in terms of valence and arousal.
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