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H I G H L I G H T S  

• There is variation in the difference between the radiation dose reported by the CT scanner and actual measured dose. 
• This variation is substantial and may differ from zero. 
• To achieve more precise radiation dose data, especially in comparing studies, the average difference should be determined. 
• A correction factor for radiation dose should be utilized for every scanner used in studies.  
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A B S T R A C T   

Background: Internationally, the typical allowed difference between the measured radiation dose and dose re
ported by a computed tomography (CT) scanner is ±20 %. The objective is to describe a method in order to 
analyse this difference in a CT scanner in the Emergency Department of Kanta-Häme Central Hospital, and to 
calculate a correction factor for more comparable radiation dose values in further studies. 
Methods: Ten intra-day radiation dose measurements were performed with undisturbed setting. Measurement 
reports on differences between measured and displayed dose were gathered from the vendor maintenance and 
supervising authority over a 12-year period. Additionally, two in-house measurements were made. A total of 18 
datapoints were collected, with some differences in measurement settings. Data were also analysed against 
imaging parameters, ambient air pressure and time to identify trends or associations in the variation of the 
discrepancy. 
Results: Measured doses were generally lower than displayed doses. Differences between displayed and measured 
doses varied between − 3.46 and − 0.10 %, with a mean of − 1.26 % in the intra-day measurements, and between 
+4.65 and − 17.3 %, with a mean of − 7.53 % in the long-term data. There were no trends nor connections in the 
variations. 
Conclusion: Since the acceptable difference between the radiation dose display and the measured dose is relevant, 
the average difference for every CT scanner should be determined before radiation dose studies, especially when 
comparing multiple scanners.   

1. Introduction 

The number of computed tomography (CT) examinations is contin
uously increasing globally although a recent downward trend has been 
recorded in some countries [1–3]. In the emergency department (ED) 
setting, steadily increasing CT utilization has been observed [2,4–6]. 

CT examination is based on ionizing radiation. Therefore, its dose- 

dependent effects may become detrimental. Acute health effects such 
as skin burns, or acute radiation syndrome occur when radiation dose 
exceeds certain levels. Although the risk of cancer depends on the ra
diation dose, even low doses may increase the risk of longer-term ma
lignant effects [7]. 

Because of the potential negative health effects of ionizing radiation, 
it is important to acknowledge the radiation dose used during imaging 
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and minimize patient radiation exposure in CT imaging. The develop
ment in CT scanners has made the reduction of radiation dose possible 
[8,9]. On the other hand, the increasing use of CT leads to higher cu
mulative doses of ionizing radiation in population [10]. 

The supervising authority for equipment producing ionizing radia
tion in Finland is the Radiation and Nuclear Safety Authority 
(Säteilyturvakeskus, STUK). It approves and monitors the usage of CT 
scanners in healthcare in Finland [11]. In international guidelines a less 
than 20 % discrepancy in radiation dose reports compared to mea
surements made with phantoms is generally considered acceptable [12, 
13]. 

1.1. Variables 

CT Dose Index (CTDI) describes the amount of radiation energy 
absorbed by the ionization chamber while acquiring a single slice [14]. 
It is calculated as the total radiation divided by the number of slices (Eq. 
(1)). It is usually determined as CTDI100, in which the amount of radi
ation energy of a single slice is calculated as an average of the radiation 
absorbed by the ionization chamber while scanning the whole 100 mm 
length of the ionization chamber, regardless of the number of slices 
scanned (Eq. (2)). CTDI100 takes into account the variation of the sum 
wave along the detector length [14,15]. 

Equation 1: CTDI 

CTDI[mGy] =
1
T

∫ ∞

− ∞
D(z)dz (1) 

Equation 2: CTDI100 

CTDI100[mGy] =
1
T

∫ 50 mm

− 50 mm
D(z)dz (2) 

CT scanners generally describe the radiation dose used during im
aging with two different quantities. Volume Averaged CT Dose Index 
(CTDIvol) is a standardized parameter describing the radiation output of 
the CT scanner within a single image slice, and Weighted Dose Length 
Product (DLPw) takes into account the whole scan area [14,16]. 

While CTDI and CTDI100 describe radiation dose during a single 
gantry rotation at a single point, CTDIvol is calculated using weighed 
average CTDI (CTDIw) and a factor known as pitch, as explained later. 
CTDIw is calculated from CTDI100 measurements made from the centre 
and periphery of the phantom, to account for variation in the radiation 
absorbed between peripheral and central regions of the slice (Eq. (3)) 
[14]. 

With modern helical multi-slice CT scanners, the scan areas of 
consequent rotations of the gantry usually overlap giving multiple scans 
from a particular area. This yields more data and thus improves the 
quality of the image, but also increases the radiation used to acquire a 
slice. To account for this overlap, the concept of a pitch is incorporated 
into the equation and CTDIvol is calculated. Pitch, as a non-unit factor, 
simply describes how much the bed moves in relation to the length of the 
detector array within a single rotation of the gantry. CTDIvol is calcu
lated by dividing CTDIw by the pitch used (Eq. (4)) [14,16]. 

Equation 3: CTDIw 

CTDIw[mGy] =
1
3
CTDIcenter

100 +
2
3
CTDIperiphery

100 (3) 

Equation 4: CTDIvol 

CTDIvol[mGy] =
CTDIw

pitch
(4) 

CTDIvol provides information about the amount of radiation used to 
perform the study. Whereas CTDI, CTDI100 and CTDIw describe the 
amount of radiation administered during one rotation of a gantry, 
CTDIvol describes the amount of radiation administered to obtain one 
slice of the image acquired. It is a useful index to track across patients 
and protocols for quality assurance purposes and can be used as a 

quantity to compare protocols across different practices and scanners 
when related variables, such as image quality, are also taken in account 
[16]. 

DLPw is calculated from CTDIw by multiplying CTDIw value by the 
scan length. CT scanners typically report this value without the subscript 
w, i.e. DLP. DLPw describes radiation administered in the whole scan 
(Eq. (5)) [14]. 

Equation 5: DLPw 

DLPw [mGy⋅cm] = CTDIw⋅scan length (5) 

CTDI values are reported as milliGrays (mGy) and DLP values as 
milliGray centimetres (mGy⋅cm). 

The aim of this study was to develop a method to evaluate the ac
curacy of the radiation display dose reports of a CT scanner, and to 
determine the accuracy of the dose reports of the CT scanner and 
calculate a correction factor for later studies. 

2. Materials and methods 

The ED of Kanta-Häme Central Hospital (KHCH) has two CT scan
ners, Toshiba Aquilion 32 and Siemens Somatom Definition AS+, since 
2007 and 2016 respectively. Up to September 2016, the Toshiba was the 
sole CT scanner in the ED. In 2019 Toshiba was replaced with another 
CT scanner. For both scanners, the calibration of the radiation display 
was made by the vendor at installation and has not been altered since. 
Since only a couple of radiation display accuracy measurements have so 
far been performed on the Somatom Definition AS+, the focus will only 
be on the data from the older (Toshiba) scanner in this article. Later, 
when enough follow-up data is gathered, the same methodology will be 
implemented to determine the accuracy of present scanners. 

Ten intra-day consecutive measurement set was performed, and all 
radiation measurement reports (n = 18) over the course of twelve years 
were revisited: measurements made by the vendor services, by STUK 
and by KHCH personnel. 

2.1. Measurement setting 

A standardized CT radiation dose measurement device, a phantom, i. 
e. standard 15 cm long polymethyl methacrylate (PMMA) cylinder, 16 or 
32 cm in diameter representing the head or torso respectively was used. 
A 100 mm long ionization chamber was placed in a fitting hole within 
the phantom to measure the radiation. The holes not currently in use 
were always filled with PMMA. Measurements were then taken from the 
centre of the phantom and 10 mm below the surface of the phantom (IEC 
2001) [16]. All measurements revisited in this study were made with 
this kind of setting using a head phantom. 

A series of ten consecutive DLPw measurements, using head protocol 
were performed with the Toshiba CT-scanner using a calibrated 100 mm 
long acrylic (PMMA) pencil ion chamber (Radcal MOD10 × 5-3CT, 
calibration accuracy ±4 % using X-rays @ 150 kVp & 10.2 mm Al HVL) 
positioned within a standard head phantom. Two CT scans were per
formed for a single DLPw measurement: CTDIcentre

100 and CTDIperiphery
100 . 

The phantom itself was centred into the CT bore using custom made 
straps and lasers, (Fig. 1). The use of straps was adopted from the STUK 
measurement protocol. 

This configuration makes it possible to measure the DLPw from 
longer segments as the phantom and the pencil ion chamber always stay 
in the middle of the bore, ignoring the patient table movement. Also, in 
this way, the radiation attenuation within the patient table will not 
affect the results. The ion chamber was connected to a UNIDOS elec
trometer (Radcal Model 9015) and the automatic air temperature and 
pressure compensation of the electrometer were used in the 
measurements. 

A Total of ten DLPw measurements were performed every half hour 
and the electrometer readings (CTDI100 [mGy]) were converted into 
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DLPw values using Eqs. (3) and (5). The radiation tube was heated before 
every measurement set, complying with standard imaging and mea
surement protocols. The imaging parameters used in these ten mea
surements are presented in Table 1. 

After these ten measurements, all the reports from phantom control 
measurements made with head protocol on the CT scanners between the 
years 2007 and 2019 were acquired retrospectively. Most of the control 
measurements were performed by the vendor’s maintenance services, 
Tromp Medical, previously Tosfin. STUK performed control measure
ments sporadically in 2007, 2013, and 2018. In addition to these control 
measurements by vendor maintenance and STUK, phantom measure
ments with KHCH staff were performed in 2017 and 2019. 

From vendor maintenance, we had 13 data points, where measure
ment was done with head protocol. These measurements were made 
with a standard 16 cm diameter head phantom and fitting ionization 
chamber (Unfors Xi, uncertainty 5 % at reference point RQT9, 120 kV, 
3.7 mm Al and 0.25 mm Cu) placed on the patient table. To eliminate the 
possible effect of the patient table on the radiation dose measured, the 
average of two CTDIperiphery

100 measurements, 180◦ apart was taken for 
CTDIw calculation. Imaging parameters varied between measurements. 

STUK checked the Toshiba CT scanner three times with head pro
tocol, using standard head phantom and fitting ionization chamber 
(Radcal 9015 with Radcal MOD 10 × 5-3CT, calibration accuracy ±4 % 
using X-rays @ 150 kVp & 10.2 mm Al HVL). The first of the three 
measurements was a measurement made after the introduction of the 
scanners for patient use. STUK had a setting with straps similar to that 
used in in-house measurements. Likewise, it took only one CTDIperiphery

100 
measurement to calculate CTDIw. However, STUK used different imag
ing parameters than were used in the ten consecutive measurement 
series. 

The in-house measurements made in 2017 and 2019 followed the 
same protocol as STUK, with the difference of using the average of two 
CTDIperiphery

100 measurements to calculate CTDIw. Excluding the scan 
length, parameters identical to those in the previous measurements 
made by STUK were used. All in-house measurements used the same 

equipment as was used in the ten consecutive measurement set 
described earlier. 

Identical scan parameters, 120 kV, 300 mA, rotation time 0.75 s, 
were used in 12 of the 18 measurements. Some parameter variation was 
reported between measurements, even with the same provider, even 
though all measurements were done with head protocol. All measure
ments were made with 120 kV voltage, reported current varied from 134 
to 300 mA and reported rotation time from 0.5 to 1.00 s. Reported length 
of scan used in measurements varied from 10 to 217 mm and scan time 
from 4.73 to 15.5 s. Average DLP value was 550.26 mGy cm with SD of 
208.16 mGy cm. 

Also, air pressure data on the dates of the control measurements was 
gathered to ascertain whether some of the variation observed could be 
explained by insufficient adjustment for air pressure, assuming that 
ambient air pressure in CT rooms equals weather data from the nearest 
observation point. The Finnish Meteorological Institute has supplied free 
data on air pressure only since 2010. Since air temperature and humidity 
are controlled via acclimatization, weather reports cannot access rele
vant data concerning temperature or humidity, of which temperature is 
known to affect measurements while humidity does not [17]. Since this 
was a retrospective study, and ambient air pressure, temperature, or 
humidity was not recorded during control measurements, more precise 
data could not be accessed. 

2.2. Statistical methods 

The ten consecutive intra-day measurement set, and the long-term 
control data were independently tested for normality by visual inspec
tion from histogram and Q-Q plots, the Kolmogorov-Smirnov test and 
the Shapiro-Wilk test. 

The difference between measured and displayed dose in the set of ten 
consecutive measurements was analysed with a one-sample Wilcoxon 
test. 

The long-term data of DLP values gathered from the scanner, 
including the mean result from the above-mentioned ten consecutive 
measurements, were analysed against time and different imaging pa
rameters with visual inspection of correlation scatterplots and Pearson’s 
correlation coefficient in an attempt to identify a trend in the variation 
change and to explain the causes of the variation. The difference be
tween measured and displayed dose was also analysed with one-sample 
Wilcoxon test. 

For the effect of air pressure, analyses were made by visual inspec
tion of correlation scatterplots and Pearson’s correlation coefficient 
between ambient air pressure and the difference between measured and 
displayed dose. 

Statistical analysis was performed with SPSS. Results are presented 
as mean with standard deviation (SD) and the confidence interval of 95 
% (CI 95 %). A p-value of 0.05 or less was considered statistically 
significant. 

This study was approved by the Division of Medicine and Depart
ment of Emergency Medicine in Kanta-Häme Central Hospital. Due to 
the nature of the study, because no patient data, or any other personal 
data whatsoever was handled, approval by the Ethics Committee of 
Tampere University Hospital was not required. 

3. Results 

The ten consecutive intra-day measurement dataset was not 
considered normally distributed based on histogram and Q-Q plot 
although p-values for Kolmogorov-Smirnov and Shapiro-Wilk tests were 
0.200 and 0.193 respectively, implying normal distribution. The long- 
term control dataset was considered normally distributed. Histogram 
and Q-Q plot showed relatively typical normal distribution and p-values 
for Kolmogorov-Smirnov and Shapiro-Wilk tests were 0.200 and 0.954 
respectively. 

In the ten consecutive intra-day measurement set, the measured 

Fig. 1. The 16 cm head PMMA phantom in harness. Ionization chamber in a 
peripheral position. 

Table 1 
Imaging parameters used in 10 intra-day 
measurements.  

Imaging parameter Value 

Voltage 120 kV 
Current 300 mA 
Scan time 7.5 s 
Length of scan 100 mm  
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radiation doses were slightly lower than the doses reported by the de
vice, on average 416.7 (SD ± 0) mGy cm vs. 422.2 (±4.2) mGy cm. The 
mean difference between measured and displayed dose was − 1.26 
(±1.04 %-points) (CI 95 %, − 2.00 to +0.52 %). Difference from zero was 
significant (p = 0.005). 

In the long-term control data, in all but one control measurement, the 
measured radiation dose was lower than the dose reported by the CT 
scanner. The difference between displayed and measured doses varied 
between − 17.3 and 4.65 % with a mean of − 7.52 % (±5.71 %-points) 
(CI 95 %: − 10.4 to +4.68 %). The difference from zero was statistically 
significant (p < 0.001). The differences between measured and dis
played doses from both sets are displayed in Fig. 2. 

There was no trend against time in the development of the difference 
between the measured and displayed doses, nor any correlation against 
different imaging parameters. No correlations were apparent in any 
Scatterplots and Pearson’s correlation coefficients for the difference 
against time was − 0.004, for the difference against current − 0.054, for 
the difference against the length of scan 0.258 and for the difference 
against the scan time 0.297. All correlations were considered non- 
significant. Also, there was no correlation between ambient air pres
sure and the difference observed between measured and displayed dose. 
Scatterplot did not show any correlation and Pearson’s correlation co
efficient was 0.231 (NS). 

The correction factor to be used with radiation dose analysis in 
further studies is calculated by adding the mean difference to one. Thus, 
the correction factor for the older scanner is 1 + (− 0.0752) = 0.9248. 

4. Discussion 

This study has shown that there was substantial variation between 
measured and displayed radiation doses. The variation was significantly 
lower in measurements made in one day with undisturbed setting than 
between measurements made on different occasions over the years. 
There was no trend within the annual variation. Since there was no 
trend, nor any discernible association with variation, the mean differ
ence between measured and displayed doses can be used to describe the 
accuracy of the radiation display and a simple correction factor can be 
calculated to achieve more accurate radiation dose values. 

The results are in line with those of an earlier report of discrepancies 
between measured and displayed doses [18]. Otherwise, reports of dif
ferences between displayed and measured doses have been rare. The 
factors causing variation and error have been reported. These factors can 
be divided into two groups. Firstly, there is variation due to the CT 
scanner itself and secondly, there is variation due to the measurement or 
external conditions. The radiation dose displayed by the CT scanner is 
calculated only from the imaging parameters. The production of x-rays is 
a stochastic process. Although factors like voltage, current, the material 
of the anode and filtering used largely determine the spectre of the 

radiation, the number of photons produced is not always identical and so 
there is variation in the spectre even when parameters are identical. In 
the second group, factors such as the differing technologies of CT 
scanners, differences between ionization chambers and their measure
ment accuracies, the placement of the measuring devices, the amount of 
scattered radiation missing the ionization chamber together with air 
pressure and temperature can affect the accuracy of the measurement 
[12,19]. 

The placement of the measuring devices is always done with the help 
of lasers. The exact position and orientation of the phantom still vary 
between settings and this may affect the measurement result [12]. When 
the phantom is placed on the patient table, it moves during the scan, and 
the amount of scattering radiation reaching the ionization chamber is 
smaller at both extremes of the scan length than in the middle of the 
scan. When the phantom is suspended on straps, the ionization chamber 
is positioned in the same location throughout the whole measurement 
and thus the amount of scattering radiation missing the ionization 
chamber is constant and longer scan lengths can be utilized. In the data, 
all but vendor maintenance used straps to position the phantom to 
minimize variation caused by the measurement. This setting appears to 
be better than placing the phantom on a patient table. There seems to be 
a trend for less variation and on average smaller error in the data with 
strap settings than when the phantom is positioned on the patient table. 
However, the data is too small to enable a proper analysis and conclu
sions on this matter. 

Air pressures and temperatures are accounted for either automati
cally by the measurement device or manually with correction factors. All 
the equipment in this study used automatic correction and there was no 
correlation between display error and air pressure. 

The in-house set of ten consecutive measurements was performed 
without touching the setting between or during the measurements 
except for the placement of the ionization chamber. Further, the x-ray 
tube was heated according to an identical protocol for each measure
ment. Thus, the results describe more of the variation caused by the CT 
scanner than the variation caused by measurement. 

Internationally, authorities monitoring medical radiation equipment 
typically allow the calibration of the radiation display to vary by 20 % 
[12,13,19]. This requirement was met in the data. 

The extent of deviance permitted in radiation display calibration 
may significantly affect the results of radiation dose studies, even when 
it is within the range permitted. If the information about the accuracy of 
the radiation display is not included in the study, it is practically 
impossible to say how accurate the result is. This is the case especially 
when radiation dose data from more than one device is combined or 
compared. The present study shows that even when accessing longitu
dinal data from a single machine, the calibration is not constant day-to- 
day and may affect the results, depending on the setting. On the other 
hand, since there was no deterioration in the accuracy of the calibration 
as a function of time, nor any other trends, there is no need to adjust data 
correction beyond simple constant correction factor. 

The strengths of this study are the in-house set of ten consecutive 
measurements, the use of repeated control measurements, made in a 
course of years, and a thorough investigation of factors possibly 
explaining the variation. Measurements done with undisturbed setting 
show that calibration measurements done within a short timespan do 
not register the whole variation possible. With the repeated measure
ments made in a course of years it is possible to investigate thoroughly 
the possible factors explaining the variation. In the absence of an 
obvious explanation for the majority of the variation, it can be assumed 
that these factors also affected the initial calibration of the radiation 
dose display, causing a systematic error in radiation dose reports. Hence, 
the utilization of a correction factor is justified. 

A limitation of this study is that it was performed on only one CT 
scanner. Theoretically, it is possible that this kind of variation within 
dose measurements is typical only for this particular CT scanner. This is 
unlikely because monitoring authorities globally allow variation of this 

Fig. 2. Amount of difference between measured and displayed dose in intra- 
day and long-term measurements. 
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magnitude and the national supervisor has never addressed the subject. 
Because of the amount of the data points, the analyses between different 
subgroups do not yield statistically significant results. Hence, the 
different methods of measurement cannot be evaluated, nor all 
explanatory factors accessed. Gathering more data would make it 
possible to calculate a more accurate correction factor. On the other 
hand, it would require significantly more frequent measurements, since 
the life cycle of a CT scanner is not long enough to provide substantially 
larger data with yearly measurements. A correction factor will be 
calculated for other CT scanners before conducting comparative radia
tion dose studies to see whether a similar variation is present. These 
corrected radiation doses will be used in further studies alongside with 
the doses reported by the CT machines. 

5. Conclusion 

This study has shown that the radiation dose reports of a CT scanner 
are not accurate and that there is a systematic error in the calibration of 
a radiation display of a CT scanner. In addition, a method for calculating 
a correction factor has been described. An individual correction factor 
should be implemented for each scanner prior to radiation dose analysis 
to ensure more precise radiation dose values. This is the case particularly 
when comparing more than one CT scanner. Although some margin of 
error persists, it is considerably smaller than without using correction 
factors since the systematic error is greatly reduced. 
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