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 Abstract—This paper presents a demonstrator setup for 

real-time HEVC encoding with a gaze-based region of interest 

(ROI) detection. This proof-of-concept system is built on 

Kvazaar open-source HEVC encoder and Pupil eye tracking 

glasses. The gaze data is used to extract the ROI from live video 

and the ROI is encoded with higher quality than non-ROI 

regions. This demonstration illustrates that performing HEVC 

encoding with non-uniform quality reduces bit rate by 40-90% 

and complexity by 10-35% over that of the conventional 

approaches with negligible to minor deterioration in perceived 

quality. 
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I. INTRODUCTION 

High Efficiency Video Coding (HEVC/H.265) [1] is 
currently the state-of-the-art video coding standard. It is 
targeted to reduce bit rate by 40% over the preceding 
AVC/H.264 standard for the same objective visual quality [2]. 
Further bit rate savings can be obtained with Region of Interest 
(ROI) coding that seeks to improve the perceived quality at the 
same bit rate, or reduce the bit rate with the same quality by 
encoding the ROI with higher quality than its surroundings 
[3]. Moving from uniform to non-uniform quality coding calls 
for appropriate ROI based detection schemes. In this work, the 
ROI is extracted with eye tracking. 

Eye tracking glasses usually consists of a scene camera 
and one or two eye cameras. The eye cameras are used to 
detect the direction of the gaze, which is then transformed into 
coordinates relative to the image captured by the scene 
camera. Currently, there are multiple providers for eye 
tracking glasses on the market such as Tobii [4], SMI [5], and 
Pupil Labs [6]. For this demonstration, the Pupil Mobile Eye 
Tracking Headset (PMETHS) with binocular eye cameras is 
selected because of its competitive price and open-source 
software stack.  

Methods to achieve non-uniform video quality on a single 
video frame can be categorized into pre-processing and in-
encoder processing. The most common pre-processing 
approach is to apply a non-uniform strength Gaussian blur to 
the image before encoding [3]. However, the effects of pre-
processing are limited so it is not used very often. 

The existing approaches for in-encoder processing 
commonly implement non-uniform quality with a custom rate 
control or non-uniform delta quantization parameter (DQP) 
maps that increment the ordinary QP value as a function of the 
ROI across the video frame [3]. Rate control methods are only 
suitable for scenarios where a constant bit rate is the goal 
whereas the DQP map approach will provide a variable bit rate 
but more constant visual quality. For this demonstration, DQP 

maps are used because a constant bit rate is not required and 
the implementation is more straightforward. 

For HEVC encoding, there are two real-time capable 
open-source solutions: x265 [7] and Kvazaar [8], [9]. x265 is 
probably the best-known HEVC encoder, but unlike Kvazaar, 
it does not support DQP maps. Therefore, Kvazaar is chosen 
for this demonstration.  

For the time being, a couple of gaze-based solutions for 
ROI coding have been presented, but the existing approaches 
are focused on pre-encoded video [10], make use of older 
standards such as H.263 [11], or are limited to specific 
conditions due to a custom compression method [12]. To the 
best of our knowledge, this is the first open-source work on 
real-time HEVC encoding with gaze-based ROI detection. 

II. HEAT MAP GENERATION FOR ROI 

In this work, the DQP maps are generated by calculating a 
DQP offset for each coding tree unit (CTU) [1]. The 
calculation of the offset is based on the logarithmic distance 
from the center of the CTU to the gaze center (GC). 
Logarithmic degradation of quality was chosen instead of 
linear because it better matches the human visual system and 
thereby results in higher perceived quality [13]. The steepness 
of the DQP increases together with the distance from the GC. 
The slope can be adjusted by changing the degradation 
coefficient (DC). Fig. 1 illustrates how the DC affects the bit 
rate of the encoded video with a base QP value of 27. Zero DC 
is equivalent to a video encoded with uniform QP.  

The eye cameras in the PMETHS operate at four times the 
frequency of the scene camera so multiple gaze points are 
mapped to a single frame. In order to minimize the latency, 
each gaze point is mapped to the following frame instead of 
the nearest one. Gaze points that cannot be mapped with 
enough confidence are discarded. The GC equals the mean of 
the gaze points. If there are no valid gaze points for a frame, 
e.g., when the user blinks, the GC from the previous frame is 
used.  
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Fig 1. Bit rate of the encoded video relative to DC. 
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Fig. 2 depicts how the DQP map is applied to the frame 
during encoding. On the green area of the heat map, the DQP 
value is lower and it grows towards the red area. 

III. DEMONSTRATION SETUP 

Fig. 3 depicts the individual components of the 
demonstrator and the data flow between the components. The 
PMETHS worn by the user is fitted with a 60 degree field-of-
view lens. The scene camera of the headset provides 1080p30 
YUV422 video that is compressed with Motion JPEG 
(MJPEG) on the camera hardware.  

The cameras are connected to a computer running the 
Pupil capture software, which detects the gaze of the user. The 
YUV422 video is down-sampled into YUV420 format using 
linear filtering before it is fed into Kvazaar for encoding, along 
with the gaze data in JavaScript Object Notation (JSON). The 
data is transferred through a ZeroMQ socket. 

Kvazaar ultrafast preset [8] and a base QP value of 27 at 
the GC are used in encoding. DC is set to seven to illustrate a 
noticeable degradation of quality around the GC. Kvazaar 
writes the GC for each frame to a custom HEVC SEI message. 

The encoded video is piped to an FFmpeg instance, which 
encapsulates it in an MPEG-2 TS container and streams it to a 
separate laptop over an Ethernet cable. On the laptop, the 
stream is decoded and displayed by another FFmpeg instance. 
The GCs reported in the SEI messages are visualized by 
drawing a red dot with a custom FFmpeg filter. 

Compared with traditional HEVC encoding, the proposed 
system achieves 40-90% reduction in bit rate and 10-35% 
reduction in complexity with negligible to minor reduction in 
perceived quality. 
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Fig 2. Application of DQP map to a frame. 

 

 
Fig 3. Demonstration setup and data formats. 

 


