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Improved Performance Bounds for Iterative IC
LMMSE Channel Estimator with SI Pilots

Toni Levanen and Markku Renfors
Department of Communications Engineering
Tampere University of Technology
P.O.Box 553, FIN-33101, Finland
Email: {firstname.lastname} @tut.fi

Abstract—In this paper an iterative, interference cancelling
receiver structure for single carrier transmission using superim-
posed training is studied. We derive the analytical MSE limits for
LMMSE channel estimator using perfect channel knowledge and
show that the simulated values follow well the analytical ones.
Then, we utilise these results to analyse the MSE performance
of a combined ML-LMMSE channel estimator structure, where
the initial channel estimates are obtained from the ML channel
estimator.

Keywords: iterative receiver, LMMSE estimator, superimposed
pilots

I. INTRODUCTION

Currently, we live in the era of wireless digital communi-
cations and constantly explore for higher throughput in this
hostile environment. Even though the physical layer through-
put performance has been increasing rapidly in the last years,
there are, in addition, increased requirements for signalling and
training information. In our study, we have concentrated on re-
ducing the overhead required by the training information used
for channel estimation, referred as pilot symbols. Traditionally
the pilot symbols are placed on specified slots in time and/or in
frequency [1]. Another way to add training information to the
transmitted signal is to directly add the pilot symbols on top
of the user data symbols. For this reason, these pilots are often
referred as superimposed (SI) pilots [2]. By using SI pilots,
we can improve the spectral efficiency by allowing the user
information to occupy the whole spectral region designed for
communications. The down side is that the user information
interferes greatly with the pilot sequence and that the user data
symbol power to interference power ratio is decreased.

To overcome this problem of self interference, in [3] a cyclic
pilot sequence structure was discussed. The main idea behind
the cyclic pilot structure is to allow the utilisation of cyclic
mean to improve the pilot to interference power ratio (PIPR)
in the estimation process. Furthermore, in the same article
optimal channel independent (OCI) training sequences were
derived which are also used in our system model. Also, the
effect of DC bias was studied in [3], but it is not considered
in this paper.

This work is supported by the Tampere Graduate School in Information
Science and Engineering (TISE) and by the Finnish Foundation for Technol-
ogy Promotion (TES).

We have extended the model provided in [3] to our sin-
gle carrier (SC) model with filter bank (FB) based receiver
structure, presented in [4]. The channel estimates are obtained
in time domain after which the sub-channel wise equalisation
(SCE) is performed in the frequency domain. The FB based
receiver structure is used because it provides close to ideal
linear equaliser performance, has good spectral containment
properties and is considered as a strong candidate for future
wide area network (WAN) communications. The performance
of the maximum likelihood (ML) receiver in the interference
cancelling (IC) receiver with single-input multiple-output re-
ception was studied in [5]. By IC we mean that we model the
interference caused by user data based on latest symbol and
channel response estimates, and remove this interference from
the received sequence before channel estimation procedures.

In our system model the channel estimator length is smaller
than the true channel length and this causes so called aliasing
error in the cyclic mean calculation. The usage of short
channel estimate is considered because when using cyclic pilot
sequence we want to maximise the number of cycles and
this leads us to compromise between cycle (estimator) length
and estimation error. In addition, we can obtain complexity
savings by intentionally using shorter channel estimator if we
can allow limited error floor increase in the channel estimator
mean squared error (MSE) performance.

For this paper, we have implemented the linear minimum
mean squared error (LMMSE) channel estimator and derived
the analytical MSE performance for two different setups. First,
we derive the MSE performance limits for ideal LMMSE,
where we assume that LMMSE knows the channel response.
The second setup considers ML-LMMSE channel estimator,
in which we obtain apriori channel estimate from ML channel
estimator to be used in the LMMSE channel estimator.

This paper is organised as follows: in Section II the system
model is introduced. The derivation of the analytical MSE for
the ideal LMMSE channel estimator is given in subsection
III-A. Next, in subsection III-B, the MSE results derived for
the ideal LMMSE estimator are used together with results from
[5] to estimate the MSE performance of the combined ML-
LMMSE receiver with ML apriori channel estimation. In the
end, in Section IV, conclusions and future topics are provided.
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II. SYSTEM MODEL

The system design originates from the uplink assumption.
Thus, the complexity of the transmitting end is kept as small
as possible and most of the complexity is positioned to the
receiving end. The very simple block level design of the
transmitter is given in Fig. 1. The transmitter contains bit
source, symbol mapper, pilot insertion and the transmitter
pulse shape filter.

The used channel model is ITU-R Vehicular A channel
with about 2.5 us delay spread and approximately 20 MHz
bandwidth [6]. The delay spread has maximum delay of
39 symbols or 78 samples in the receiver, where 2 times
oversampling is utilised in the ideal frontend.

By ideal frontend we mean that we assume perfect synchro-
nisation in frequency and time domain, ideal down conversion
and 2 times oversampling of the received signal in Rz block.
The receiver model used for deriving the MSE performance
is presented in Fig. 2. This model contains only one receiving
antenna, but the channel estimation procedure is simply copied
to each reception branch with multiple antennas.

Based on these normal ideality assumptions, we can present
the channel between transmitter and receiver as a 2 times
oversampled discrete time equivalent channel as h(k) =
‘hTz(t) o hchannﬁl(t) ° th(t)‘t:kT/Z» where o defines a
continuous time convolution. The overall equivalent channel
has in our case a length of 142 samples. The received symbol
z(k) can be given as

M—1
> h(m)s(k —m) + w(k), )
m=0

where M is the channel length in samples, k is the time
index for 2 times oversampled symbol sequence and s(k) is
a transmitted symbol, which is zero if K < 0 or k > 2L — 1,
where L is the frame length in symbols. The noise term
w(k) = |hRre(t) 0v(t)|¢=rr/2, Where v(t) is complex additive

white Gaussian noise (AWGN), is simply modelled as AWGN
without considering the correlation caused by the 2 times
oversampled receiver pulse shape filtering. We will see in
section III that this simplification has a minor effect on the
channel estimation mean squared error (MSE).

When we are using SI pilots, the transmitted symbols are
normalised combination of user data symbols and pilot sym-
bols, defined as s(k) = d(k) + p.(k), where d(k) represents
a data symbol and p.(k) represents a symbol from the cyclic
OCI pilot sequence. The transmitted user data symbol power

is given as 03 = 1 — v and the pilot symbol power as

Jf,c = 1, where 7 is a power normalisation factor. Because
of the oversampling, s(k) = d(k) = p.(k) = 0 when k
modulus 2 = 1. The power normalisation factor, v, is used
so that the overall transmitted symbol power is normalised to
unity, az =1.

From the receiver frontend, the oversampled signal is
provided for channel estimator and for analysis FB. After
obtaining channel estimate, SCE is performed in the frequency
domain. It should be noted that the equalisation is now
performed within mildly frequency selective subbands. More
details on the equaliser structure can be found from [7], [4]
and references there in.

After SCE the subsignals are recombined in the synthesis
FB, which also efficiently realises the 2 times sampling rate
down conversion. After the synthesis FB, the pilot structure
is removed from the received symbol sequence, and with SI
pilots the symbol sequence power has to be normalised. Next,
we have a hard symbols-to-bits mapping and the hard bit
estimates are provided to the bit sink for error rate calculations.
In the derivation of the MSE limits, we consider only one pass
through the channel estimator without feedback, and one pass
with ideal feedback (IF). Channel estimation with IF assumes
that the transmitted symbols and the true equivalent channel
is known by the receiver in the IC process. In other words,
IF perfectly removes the interference caused by the user data
symbols and provides us a lower bound for the MSE for any
hard IC feedback scheme.

III. CHANNEL ESTIMATION

In this paper we assume that we use a short channel
estimator, which has shorter length than the true channel
response length. We consider this setup because with cyclic
SI pilots, the channel estimation performance does not depend
only on the length of the estimator but also on the number of
cyclic copies per transmitted frame. Therefore, there exists
an optimal compromise between the pilot cycle length and
the number of cycles per frame. Of course, other parameters,
like pilot power allocation factor ~ affect the performance
of the channel estimator, but the overall system parameter
optimisation problem is greatly bigger and is not considered
in this paper. Further more, we assume discontinuous block
wise transmission, which leads us to modify the pilot symbol
matrix present in the equations and also creates an additional
weighting for the user symbol error related parameters. These
phenomenons are discussed in more detail in [5].



First, we clarify the matrix notation used in this paper for
analytical MSE derivations. We assume that the frame length
is L = N. x N, where N, is the number of cyclic copies
and N, is the length of cyclic OCI pilot sequence. One OCI
pilot cycle is given as p = [p(0) p(1) ... p(N, — 1)]7. The
cyclic pilot sequence added on top of the transmitted frame is
givenas p, =Ip=[pp ...p| . where I = [IT ... 1|7 is
an N, x 1 block matrix built from N, x N,, identity matrices.
The pilot matrix P, = IP = [P P ...P]T is an N, x 1 block
matrix built from N, x N, cyclic pilot matrices P.

Because we assume a discontinuous block wise trans-
mission, we have to take into consideration the effect of
discontinuous transmission in the pilot matrix P.. As it was
shown in [5], we can obtain accurate estimator for discon-
tinuous block wise transmission by defining a new matrix
P=P- (1/N.)Pyr, where Py is an upper triangular
matrix built from P, and is defined as

0, ifr > ¢,
P(r,c), otherwise.

Pyr(r,c) = { 2

We use a simple method to incorporate the additional error
caused by the short channel estimator defined as error aliasing
[5]. The basic idea is that the additional estimation error
caused by short channel estimator is approximated by error
aliasing in the cyclic mean calculations. Basically, we model
the error by adding the expected amplitude response on top of
each pilot cycle and study the channel tap powers aliasing on
top of previous or following pilot cycles. This model causes
optimistic behaviour estimates when channel estimators with
length less than half of the true channel response are used.
In our case, we use 96 tap channel estimator to estimate the
142 taps long true equivalent channel response. This choice
of channel estimator length is arguable, because most of the
equivalent channel taps outside the channel estimator reach
are close to zero and are caused by the double RRC filtering
in the system. Thus, the channel behavior is well estimated
with our short channel estimator.

The deterministic error vector hgjigsing = hpre + hpost,
is the aliasing error vector and consists of pre-estimator and
post-estimator aliasing error vectors. The hy,. contains the
expected channel amplitude response taps aliasing on top of
the previous pilot cycles and the vector h,,s; contains the
expected channel amplitude response taps aliasing on top of
the following pilot cycles. This phenomenon is discussed in
more detail in [5].

When defining the LMMSE channel estimator, we want to
minimise the expected value of the squared error, E{|hy_, . —
h Tonore|?}s Where Igpors is the set of indices which are
estimated by the short channel estimator. Thus, the presented
MSE estimates provide only the MSE for the estimated part of
the equivalent channel response. The total MSE can be easily
approximated by adding the summed power of the expected
channel amplitude response outside the estimator, as was done
in [5]. We define h = hr,, ., as the estimated part of the
true equivalent channel. If we now make the assumptions that
the noise and the total interference experienced by the pilot
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Fig. 3. Ideal LMMSE channel estimator with IC based on IF.

sequence is AWGN, channel taps are i.i.d. and have zero mean,
i.e. E{h} = 0, the LMMSE estimator can be simplified to [8]

h=(c’C;" + PI'P.)"'Plls, 3)

where ()H , refers to a Hermitian transpose operation, and

|

is the total interference power experienced by the pilot se-
quence. The channel covariance matrix C;;, contains the apri-
ori information of the channel tap values. By the assumption of
independent tap coefficients, it becomes diagonal, i.e., C; =
diag{|h(0)2, |h(1)]2,- -, |h(overN, — 1)|}. By assuming
the cyclic OCI training sequence, the LMMSE estimator can
be reduced to

02 + ||h||?02 , without IF and

o2, with TF @

2
_ (9 ~—1 | PHP\-1DH 2
hf(—NCC}~l +P7P)""P"m,. )

_ Based on [5], we can approximate the matrix product term
PP, concerning the new pilot matrix P, as

i

PYP ~ diag {og {Np ——]J(2- l/NC)/NC} } , (6)
where ¢ = 0,1,... N, — 1 is the main diagonal index, diag{-}
refers to a diagonal matrix and over = 2 is the oversampling
factor. Further on, we will refer to one diagonal element of
this matrix product as (). Now, we can rewrite (5) as,

over

PP

P 'm o)
o2 ~—1 Z)
Gt +PHP

h=
we notice that everything preceding the inverse of the pilot
matrix P can be presented by a diagonal matrix X g;44, defined
by its diagonal elements as

% T (O N
Xdiagli,i] = 02/(Nc0,~2}<i)) + B3i)° (®)

2 is the power of the ith apriori channel tap estimate.

where o; )

The channel estimator can be stated as h = degf’*lrhz. It
is important to notice that the diagonal elements of X 4;,, are
real and deterministic.



After obtaining the channel estimates a 4.5-point DFT of
the channel estimate obtained H = DFT{h}, where S is
the number of subbands in the synthesis bank, and in our
simulations is set to be S = 128. The SCE is performed based
on the frequency domain equivalent channel estimates, and a
3-tap complex FIR filter is used for SCE as in [4].

A. Theoretical MSE Limits for Ideal LMMSE Channel Esti-
mator with OCI Training Sequences

Here we derive the analytic MSE threshold for the ideal
LMMSE channel estimator, for which a block diagram is
shown in Fig. 3. For ideal LMMSE channel estimator we
assume that the LMMSE estimator has the true channel as
apriori information. Also, in Fig. 3 the channel estimate and
the user data symbols used for IC are the true ones. This setup
is referred as estimation with IF.

The cyclic mean estimate vector of the received samples can
be written in a matrix format as ., = Ph + Mgh + 1, +
Phaliasinga where m,, is the cyclic mean estimate of the noise
samples and M is a matrix of the cyclic mean estimates of
the user data symbols and has a similar structure as P.

Now, we can rewrite the channel estimator as

fl = Xdiag [B + PilMdﬁ + Pilmw + haliasing]- (9)

If we now define the estimation error, e = h— h, we can
derive the MSE for the LMMSE estimator to be

o2 =E{le|’} = trE{ee"} = --
= tr B{(Xgiag — T)hh" (deg -DH}
+tr E{X giag P~ "MyhhTMI P H XX
+trE{X giq,P ', P~ H X

w diag

+tr E{deghalmsmth ing X

aliasing“>diag

10)

diag

All the cross terms inside the expectation are evaluated to zero,
because of the normal independence assumptions between user
data, channel response and additive noise. Because we have
assumed discontinuous transmission, there is an additional
weighting factor 0 for the interference caused by the user
data, as was shown in [5]. This weighting factor includes
the knowledge of missing interfering user symbols in the
beginning of the transmission. The weighting factor is defined
as

o2 /(overN,)
03(N. —1)/(overN2)

. ,ifm—i>0
3(m, i) = { , otherwise,
arn
where m,i = 0,1,2,...,0verN, — 1 and over = 2 is the
oversampling factor used in the receiver frontend. Based on
the above derivation, the MSE of the ideal LMMSE estimator

can now be written as

;\:‘!B:‘B‘-"W
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Fig. 4. Analytic and simulated MSE with 16-QAM constellation for ideal

LMMSE channel estimator without IF.

2N, —1 1
2
Oci-LMMSE = o
- mz:o (% Ty T BM))?
2N, -1
ot =, S i
X W-‘r Z Thi) (m, 1)
h(m) =0
o2
+ﬁw + |halm5mg(m)\2,8(m)> B(m)} .
c

12)
In the given MSE equation above, the summation indices go
to 2Np — 1 because of the 2 times oversampling. In (12),
the first term of the four additive terms is referred as the
residual channel estimation error, second term is related to
the interference caused by the user data, third term is the error
caused by the AWGN noise and the fourth term is the aliasing
error caused by the usage of shorter channel estimator than the
true equivalent channel.

For the simulated results presented in this paper, we have
channel estimator of length 96 samples, while the true equiv-
alent channel length is 142 samples, as in [5]. Therefore, the
presented MSE results model the error between the channel
estimate and the estimated portion of the true equivalent chan-
nel. The overall error between the whole equivalent channel
and short channel estimate can also be easily approximated by
adding the channel power outside the channel estimator to the
obtained MSE, as discussed in [5].

The used frame length is 3840 symbols (7680 samples).
Thus, we have 80 copies of OCI pilot sequence in top of each
frame. For the presented MSE results, we assumed v = 0.26
for the 16-QAM constellation. The AWGN noise power was
assumed to be known in the receiver.

In Fig. 4 we have presented the simulated and analytic MSE
performance of the presented ideal LMMSE channel estimator
without IF. In Fig. 4, the different error sources are plotted with
separate lines. The simulated MSE follows closely the analytic
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one. We can see that the error performance is dominated by the
interference caused by user data, as was to be expected. In all
presented figures, x-axis follows logarithmic E,/Ny values,
where Ej/Ny is the bit energy to one sided noise power
spectral density ratio.

In Fig. 5, the performance of the ideal LMMSE channel
estimator with IF is presented. The IF is studied because it
provides the lower bound for the MSE for any hard symbol
feedback scheme. The MSE for the ideal LMMSE estimator
with IF is given as

2N, —1 1 { 4

2 —

[ 1M = G

e i—LMMSE,IF § : g2 —2 2 252
m=0 (Wugﬁ(m) + B(m)) NC U;L(m)

2
+ (?V—w + |halmsmg(m)\z/3(m)> ,B(m)l

c
(13)
Based on the definition, this result does not include the error
caused by the user data symbols because they are ideally
removed. Interesting in the results is that the aliasing error
is greatly enhanced in the IF case at high Ej/Ny values. This
causes an clear error floor in the MSE, which is similar as with
ML channel estimation (see [5] for comparison). The aliasing
error approaches the squared norm of the vector modelling
aliasing, ||hasiasing||?, because with IF at high F, /Ny values

the multiplier of the term \h/,,,“a,smg(m)P approaches one.

B. Theoretical Limits for Combined ML-LMMSE Channel
Estimator with OCI Pilot Sequences

Now, we assume that before the LMMSE channel estimator
we have an ML channel estimator [5], which is used to
provide the apriori channel estimates used by the LMMSE
estimator. The channel estimator structure is shown in Fig.
6 and is referred throughout this paper as combined ML-
LMMSE channel estimator.

We utilise the equations (12) and (13) to obtain the MSE
estimates for the combined structure. Here we assume that

the error and the channel estimate from the ML channel
estimator are independent and that the average estimation error
is evenly spread over all estimated channel taps. Thus, we can
approximate the power of each estimated channel tap by

2
OML,e

EWML(?Z)F =9 overN,’
T Np

2
) (14)

where 012\“76 is the MSE of the ML channel estimator. It is
defined as [5]

2N, — 2N, —1
U]LIL e Z [3 Z 5(77’7,, 7:)0%(1;) + UE;/NC
m=0 =0
+||haliasing” )
15)
without IF, and as [5]
2 2Np—
0—%/1L,e,IF 'w Z ﬁ + ”halmsz'ng” (16)

with IF. These equations are used to derive the results shown
in Figures 7 and 8.

Based on these assumptions, the equations (12) and (13)
can be rewritten as

2N, —1 1
2
Oe,ML-LMMSE = Z p
m=0 (7\/2 ( h(m) + Out[r,]\;],)il + /3(m))2
ol o2 2N, -1
2 e \—1 2 .
Fg(gﬁ(m> overN,,) * ; Uh(i)é(m’l)
a2 9
+ﬁ + |hatiasing(m)[*6(m) ) B(m)|,
[
17)
and
2N, —1 1
Uz,ML—LMMSE,IF = Z o retr 1 N
m=0 (§-(o h(m)+7ove,:x,p )=+ B(m))

4 2
O r Ly Thinerr (9
NL2 (UFL(HL) + Np ) + ( +

‘h/aliusing (m) |2[3(TTI/)) ﬂ(m’)} ‘
(18)

The difference between the ideal LMMSE and ML-LMMSE
with IF is that, although we fully remove the interference
caused by user data with IF, the ML-LMMSE channel estima-
tor uses the channel estimates obtained from ML channel esti-
mator as apriori estimates and incorporates the estimation error
related to ML channel estimation. Therefore, this provides us a
lower bound for the MSE performance in a coded system with
hard symbol feedback when using the ML-LMMSE channel
estimator.

In Fig. 7, the MSE of the combined ML-LMMSE channel
estimation structure without IF feedback is provided. It shows
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that the used approximations provide good MSE estimation
accuracy. The MSE is clearly higher than with ideal LMMSE,
as was expected. Also, the channel estimation residual error
is increased because of the ML estimation error. Even so,
it does not dominate the MSE and is clearly lower than the
interference caused by the user data symbols.
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combined ML-LMMSE channel estimator with IF.

In Fig. 8, the performance of the combined channel esti-
mator with IF is shown. Interestingly, we notice that with IF
we can achieve almost the same performance as with ideal
LMMSE. This indicates that through iterative IC processing
we can achieve good performance.

IV. CONCLUSION

In this paper we have derived the MSE performance limits
for the ideal LMMSE channel estimator and for the combined
ML-LMMSE channel estimator, which is based on LMMSE
using ML channel estimates as apriori information. The sim-
ulated MSE values follow well the presented analytical ones.

Based on the results, we can state that even though the
performance of the combined channel estimation structure is
degraded by the accuracy of the ML channel estimator, the
ML-LMMSE solution can provide performance improvements
through modest increment in the realisation complexity with
higher order constellations. The channel estimation complexity
is roughly doubled, but compared to the complexity of the
whole reception chain, including e.g. some iterative channel
decoding algorithm, this increase is minor.

The SI pilot structure studied in this paper provides in-
teresting opportunities for future ad-hoc and device-to-device
communications. In the future work, throughput performance
comparison versus traditional time domain multiplexed pilots
and analytical limits for the symbol error rate at the FB based
maximum ratio combiner output are also of great interest.
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