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ABSTRACT 

Mixed reality applications have been traditionally devel-
oped for stereoscopic or auto-stereoscopic displays scaling from 
AR glasses to Powerwalls and CAVEs. These approaches how-
ever, all suffer from the inherent shortcomings of the underlying 
technology such as limitations of stereoscopic rendering, track-
ing latency, low resolution and potentially uncomfortable weara-
ble components. In this paper we present a novel rendering 
method that overcomes these limitations by augmenting the vir-
tual images rendered on light-field displays. Our ultimate aim is 
to blur the line between real and virtual as much as possible and 
have a gadgetless, completely believable experience where the 
ambient environment is able to seamlessly augment the rendered 
image on the screen. Our approach makes it possible for the 
ambient environment to augment the virtual content rendered on 
the light-field display in real-time and in a view-dependent way 
which was not possible with earlier techniques. 

 
Index Terms — light-field display, virtual environments, 

mixed reality, augmented virtuality, augmented reality 

1. INTRODUCTION 

Traditionally mixed reality applications were developed for var-
ious stereoscopic or auto-stereoscopic displays. These displays 
greatly vary in size and capabilities from head-mounted displays 
(HMDs) [1] to Powerwalls and CAVEs [5]. One type of HMDs 
is augmented reality glasses such as Google Glass [21]. These 
however, usually don't support stereoscopic rendering and are 
more geared towards presenting extra information and notifica-
tions unobtrusively to the user. Consequently such devices have 
very limited rendering capabilities (they typically use mobile 
CPUs and GPUs with limited amounts of memory) and low reso-
lution which makes them unsuitable for those mixed reality ap-
plications which require high-end visualization. More traditional 
HMDs are geared towards head-mounted, immersive virtual 
reality. These immersive devices could theoretically work well 
in a mixed reality setting as their resolution is usually higher 
than that of the AR glasses and the multiple viewpoint problem 
may be solved by using multiple units for the different users 
with the content synchronized. However, these devices also suf-
fer from various problems such as relatively low resolution 
(compared e.g. to Powerwalls or light-field displays), tracking 
latency and imprecision, it's uncomfortable to wear them for 
longer periods of time and they can cause motion sickness in 
some cases. Furthermore since the user cannot see the ambient 
environment at all, it makes mixed reality applications unnatural. 
There are developments to tackle some of these disadvantages 
(e.g. the Oculus Rift VR headset has high resolution and wide 
field of view and the NVIDIA Near-Eye Light-Field Display [6] 
tries to be as lightweight and easy to wear as possible) but these 

are not yet available commercially and don't address all of the 
shortcomings mentioned above. 

In contrast to HMDs, Powerwalls [3][4] and CAVEs [5] 
achieve immersion by placing large, fixed projection screens 
away from the viewer. On these screens usually stereoscopic 
images are projected; stereo separation for the users is done by 
wearing active (shutter) or passive (polarization) glasses. These 
glasses are much lighter and a lot less intrusive than HMDs, but 
wearing them over a long time can still be uncomfortable. Even 
though such systems are typically used by multiple users simul-
taneously, usually only one user is tracked via head-tracking and 
images are generated from that user's viewpoint. If the other 
users stand “close enough” to the tracked user, they are still able 
to view the content from an almost correct perspective. Another 
advantage of projection based systems is that users can com-
municate naturally with each other and are able to maintain visu-
al contact as well as observe each other's gestures. In projection 
systems, head movements such as rotation moves the projection 
point only slightly whereas in HMDs the whole world is moved 
around the user, therefore projection-based systems are a lot less 
sensitive to tracking errors and latency issues. Moreover as pro-
jection-based systems are not completely immersive, users can 
see real-world objects so it is not necessary to model input de-
vices (usually some kind of tracked input device is used) which 
makes mixed reality applications look and feel more natural. 

Light-field displays [6][7][8] offer the same advantages as 
projection-based stereoscopic displays but overcome their limita-
tions: the users don't have to wear glasses and since they offer 
continuous view parallax (at least horizontally) tracking is not 
necessary as all users view the display content with correct per-
spective. This makes light-field displays well suited for develop-
ing mixed reality applications. 

In this paper we present a rendering method for mixed reali-
ty applications for light-field displays and argue that mixed reali-
ty applications are more natural on light-field displays as they 
don't suffer from the drawbacks detailed above. We will focus 
on HoloVizio [8] displays but our method should be general 
enough to be usable on all light-field displays that are driven by 
a distributed rendering cluster. 

2. RELATED WORK 

Milgram’s Virtuality Continuum [9] is a good classification 
of different mixed reality settings. It defines a range where 
mixed reality extends from completely real environments to 
completely virtual environments (see Figure 1). On one side of 
the virtuality continuum are real environments, on the opposite 
side are virtual environments while augmented reality (AR) and 
augmented virtuality (AV) applications reside somewhere in the 
middle. AR applications typically build upon a real environment 
(either through a video camera or live e.g. via see-through glass-
es) and add virtual content to this environment, e.g. additional 
information which is not visible in the real world.  



 

 

Figure 1: Virtuality Continuum as defined in [9] 

A recent typical example of such systems is Google Glass. For a 
more detailed survey of current AR applications we refer to [10]. 

Further along the virtual direction are augmented virtuality 
applications, where a virtual scene is augmented with infor-
mation coming from the real environment. AV applications have 
commonly been used for surveillance or telepresence.  

For surveillance scenarios the virtual environments are usu-
ally augmented by adding textured quads at suitable locations 
and rendering the video sources on these [13]. Telepresence 
applications employ a similar approach, although the exact rela-
tion between the augmentation and the virtual scene may be 
more complicated [14][15]. 

While light-field displays overcome many of the limitations 
discussed above, they come with their own set of challenges. On 
the one hand, the content must be rendered from many view-
points [8] which potentially requires a rendering cluster in case 
of high-resolution displays. On the other hand, producing either 
pre-recorded or real-time content suitable for such displays is 
also not straightforward [17].  

3. RENDERING METHODS FOR LIGHT-FIELD 
DISPLAYS 

We call the radiance at a point in a given direction a light-
field. This definition is equivalent to the plenoptic function [16]. 
In the case of light-field displays, we have no occluders, thus we 
can reduce the dimensionality of the light-field to 4D. We can 
represent the light-field as lines parameterized by their intersec-
tions with two planes in arbitrary positions. This representation 
is called a light slab [11]. 

For horizontal parallax only displays, we can have further 
useful simplifications (see Figure 2). We can replace the uv 
plane with a line parameterized by u. We can choose the st plane 
to be the display screen and the u line to be the line where the 
observer moves horizontally. From now on, we will refer to the 
u line as the observer line and the st plane as the display screen 
plane. 

We can create a right-handed 3D Cartesian coordinate sys-
tem with the origin display screen, the x axis pointing to the right 
edge of the screen, the y axis pointing up and the z axis being the 
normal vector of the screen surface in the center. Due to the 
horizontal parallax, the display's pixels are diffused vertically. 
Thus if the observer line is chosen to be parallel to the x axis, the 
z and y positions of the observer line from the display screen can 
be chosen arbitrarily.  

However the choice of z, i.e. the observer line-display dis-
tance will influence the resulting vertical field of view (the fur-
ther one goes from the display the smaller the vertical FOV be-
comes under which the display is visible). Depending on the 
light source type and virtual lighting model used this choice may 
also influence the lighting calculation while solving the render-
ing equation. In practice the observer line-display distance can 
be chosen as the value where the user will be able to observe the 
entire scene. Values greater than this distance have proven not to 
influence the light field image significantly. 

This simplification allows us to precompute the intersec-
tion points and the direction of rays travelling from the pixels of 
the optical modules to the observer line. During rendering we 
account for all rays visible in the theoretical display model.  
 

  

Figure 2: Light slab representation and horizontal parallax only 
light- field representation 

The displacement between the theoretical and the physical rays 
is usually measured by a camera during the display calibration 
phase and is applied as a post processing step. The precomputed 
table of the theoretical display model is called the observer to 
screen ray lookup table. This consists of two parts: a single 
channel table containing x position values (as y is 0 and z is the 
observer line distance so both y and z are constant) for ray ori-
gins and a three channel table containing (x,y,z) ray directions. 

There are two basic approaches for rendering images for 
light-field displays; both of which reconstruct the light-field of a 
scene for a given observer position as accurately as possible. The 
two methods are: 

 capturing the light-field with cameras and reconstruct-
ing it for a light-field display [11] 

 solving the rendering equation for a scene with sur-
face, lighting and material representation [18] 

Our approach merges the advantages of both methods for 
rendering realistic scenes while adhering to the constraints of 
real-time rendering. Mixing in a real-world video feed is also 
possible, which is necessary to achieve our goal of mixed reality 
rendering. 

 

3.1 Capturing and reconstructing light-fields 

For the capture of light-fields, there are several methods 
utilizing various types of camera arrays. There are several possi-
ble camera setups for example: 

 linear camera arrays  
 arc camera arrays 
 matrix camera arrays 
 HDR/LDR light probes [12] 
Light-field reconstruction consists of selecting pixels from 

the original camera images that correspond to the rays of the 
display's light-field stored in the observer to screen ray lookup 
table. We define a region of interest (ROI) transformation be-
tween the visible light rays of the original scene defined by the 
capture arrangement and the display's light-field. 

We are going to use a cube map generated from an HDR 
light probe [12] to provide real world environmental reflections 
for the scene. As the pixels of an environment map are treated as 
being at infinite distance from the scene, we could perform a 
lookup based on the observer to screen lookup table. However, 
due to the limited depth of light-field displays the theoretically 
correct solution would be very undersampled. To achieve an 
effect similar to the 2D rendering of environment maps, we ren-
der the environment onto a skybox geometry. 

 

3.2 Solving the rendering equation 

If a sufficiently accurate model of the scene is present one 
might give an approximate solution of the rendering equation 
[18]. 

For backlit horizontal parallax only displays, there are two 
basic approaches for rendering: 
 ray-tracing the rays from the viewing line towards the scene 



 

 using a linear approximation of the light field image by 
rasterizing the scene with per vertex transformation 
The ray-tracing approach is not feasible on the current 

hardware configuration due to real-time constraints. Therefore 
we opted for using sufficiently tessellated models to avoid errors 
from the linear approximation. 

In our current implementation, we use the Phong-Blinn 
lighting model for per pixel lighting of a scene. Directional 
lights can be calculated without the eye position lookup from the 
observer to screen ray lookup table. For rendering spotlights and 
point lights a single eye position lookup per pixel is necessary 
(since the y and z positions are constant only the x position needs 
to be looked up). If the object has only tangent space normal 
maps, the eye position is also used to transform the normal to 
world space correctly. 

For all light types, hardware shadow maps are rendered at 
a resolution of 512x512 per light direction (1 for directional and 
spot lights, 6 for point lights), and applied with percentage closer 
filtering. 

It is advantageous to do all lighting calculations in world 
space as otherwise we would need to transform all vectors nec-
essary to eye space per pixel. 

Both mixing the texels of a light probe with the warped 
camera input and using only the camera input as reflection map 
for the scene is possible. Reflections are calculated based on 
Schlick's approximation of Fresnel reflections [20]. This creates 
an effect of providing visual feedback of the user and / or the 
environment in the scene. That is, the lights of the real environ-
ment can lit the objects of the virtual scene, as well as the user 
can see his / her own reflections on highly reflective virtual sur-
faces in the virtual scene. 

All textures (including the camera image texture) are used 
with gamma correction applied to them as this is necessary for 
the conversion between the sRGB and RGB color spaces. Such 
conversion is not necessary for HDR environment maps, as they 
are in linear space. Figure 3 show a typical 2D rendering pipe-
line as well as our light-field rendering pipeline for comparison. 
The differences to the 2D rendering pipeline are set in italic. 

4. RESULTS 

Our implementation runs on the HoloVizio HV80C system 
and uses its rendering cluster for distributed rendering. We use a 
single low-cost web camera for augmenting the virtual scene. By 
using the camera stream to provide reflections of the ambient 
physical scene on virtual objects we manage to create an immer-
sive effect. Using a single camera stream is sufficient to provide 
real world interaction such as using a torch to influence the vir-
tual lighting or to visualize real world reflections (e.g. a display 
cabinet in a museum setting). Due to the cluster based rendering 
the images produced by the web camera must be distributed over 
the network creating a significant network load, however, we 
still achieve interactive frame rates. Lighting and reflection 
mapping (including the camera texture) is calculated on a per 
pixel basis, so that the lighting is always correct from the view-
er’s position and it seamlessly changes as the horizontal parallax 
changes when the viewer is moving in front of the display. This 
was not possible with previous approaches. 

Figures 4 and 5 show how the ambient scene can be re-
flected on virtual models.  

Both the material and the structure of the models influence 
the reflection: the fist model has a less reflective material and its 
structure scatters the camera texture while the second one has a 
more reflective material and a much simpler structure therefore 
the camera image is much more recognizable. 

 

 

 

Figure 3: Comparison of a typical 2D rendering pipeline and a light-field 
rendering pipeline  

 

Figure 4: Reflection of the ambient scene on a complex model 

 

Figure 5: Reflection of the ambient scene on a smoother surface 



 

5. CONCLUSIONS AND FUTURE WORK 

We have presented a novel rendering method that is capable 
of displaying mixed reality content in real-time on light-field 
displays with per pixel lighting. We have demonstrated the via-
bility of our method on HoloVizio type displays.  

As future work we plan to experiment with using multiple 
cameras to better capture the ambient scene. By using multiple 
cameras it would be possible to capture ambient lighting and 
light effects direction selectively and to match the lighting of the 
virtual scene with the ambient lights precisely even if in the real 
scene complicated lighting effects are present. 

Another future work direction would be to provide physi-
cally based lighting based on the incoming camera image(s). 
This could be done e.g. by calculating a Voronoi-diagram or the 
Penrose-tiling of the reflection map based on the radiance 
amount and using the resulting areas as directional lights to add 
correct lighting based on the camera image. Moreover, in order 
to provide further realism the surface reflection model could be 
changed from Phong BRDFs to Cook-Torrence BRDFs [20]. 

Likewise tone mapping the scene would also help immer-
sion by simulating how the human eye adapts to varying light 
conditions. In order to achieve the correct effect we would need 
HDR cameras to capture the ambient scene. 
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