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Abstract—This article addresses some implementation
challenges in the potentially very energy-efficient charge-
sampling radios. Alternative ways to implement charge sampler
in charge sampling radio are considered, and the impacts and
spectral shape characteristics of the sampling jitter induced signal
distortion are analytically studied in these cases. The analysis
shows that the spectrum of the distortion caused by the sampling
jitter in a charge sampling receiver is not necessary flat, which in
turn has direct impacts on the receiver design and dimensioning.
The validity of the analytical results is verified with computer
simulations. In simulations, both white Gaussian noise -type clock
jitter and clock jitter generated by a phase-locked-loop oscillator
are considered.

Index Terms—Charge sampling; sampling jitter

I. INTRODUCTION

HARGE sampling, or charge-domain sampling, is a

sampling technique that is based on integrating the signal

current derived from the signal voltage, instead of
sampling the signal voltage directly [1]. The approach
potentially allows building energy-efficient sampling circuits
that work at very high frequencies [1], [2], [3], [4]. In such
circuits, sampling jitter still remains as one of the
implementation problems.

Sampling jitter effects on charge sampled signal have been
studied, e.g., in [5]. They derived a formula for signal-to-noise
ratio (SNR) due to sampling jitter with assumption that the
sampling jitter instants are mutually independent and
uncorrelated white Gaussian noise. However, to our best
knowledge, frequency domain behaviour of sampling jitter
error in charge sampler (CS) has not been studied in existing
literature. In this paper, we study the spectrum of the noise
caused by the sampling jitter in CS. We show that the noise
spectrum is not necessarily white, and in certain cases power
spectrum has a strongly frequency-dependent shape. This is an
important finding because the SNR is only deteriorated by
noise within the band of interest, as out-of-band noise will be
filtered out or at least attenuated.

The structure of the rest of the paper is as follows. In the
second section, general charge sampling radio and general
model for charge sampled bandpass-signal are derived. In the
third section, the effect of the sampling jitter is analyzed in
different charge-sampling receiver implementation cases. The
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analytical results and discussion in the third section are
verified with simulations in the fourth section. In fifth section,
charge-sampling receiver design-considerations are shortly
given based on the spectral shape of the sampling-jitter error.
Finally the sixth section concludes the work.

Notation in this paper is as follows. Sampling interval T, is
the time between the discrete samples at the sampler output
and 7, is the integration time within the sampling interval
during which the sample is integrated in the CS. Sampling rate
is the inverse of the sampling interval.

II. CHARGE SAMPLING RADIO

This section gives general description of a charge sampling
radio and a signal model for general 1Q-modulated signal
received by such radio.

A. General Description of Charge Sampling Radio

Charge sampling radios are proposed for direct RF sampling
receiver architecture, e.g., in [2] and [3]. Principle structure of
such direct RF sampling radio using charge sampling is
illustrated in Fig. 1. In the structure, the signal is charge
sampled after amplification and then processed further in
sample domain. Unlike more traditional voltage sampler, CS
does heavily shape the spectrum of the sampled signal. The
frequency response of CS (magnitude response illustrated in
Fig. 2 is H(w)=csinc(T,w/2), where @ is the angular
frequency, T, is the length of the integration interval used in
CS, ¢ is a constant that depends on the sampling circuit, and
sinc(+) is the unnormalized sinc function [1]. In order to tackle
the signal corruption at the output of a CS, either 1) the
incoming signal should be very narrowband with respect to the
integration interval or 2) proper digital equalization should be
done after the CS.

B. Model for Charge Sampled 1Q-Signal

General operation of CS is illustrated in upper parts of Fig.
3 and Fig. 4. In model of Fig. 3, it is assumed that the previous
integration interval always ends at the same time that the next
integration interval begins. Fig. 4 on the other hand gives a
more general CS model. In the more general model,
integration window length is not necessary equal to the
sampling interval. In Fig. 4, the same notation is used as in the
following analysis.

Let us consider a general IQ-modulated continuous
bandpass-signal

r(t) = x,(¢) cos(w,t) — x, (1) sin(@,?) . (N

Here, @, is the carrier frequency, and x, () and x,(¢) are the
I and Q components of the baseband message signal,
respectively. When the bandpass signal is sampled with an
ideal CS, (1) achieves the form
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Fig. 1. Principal structure of charge sampling radio, consisting of low-noise
amplifier, CS, lowpass filter, downsampler and analogue-to-digital converter.
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Fig. 2. Normalized (max. 0 dB) magnitude response of a charge sampler. T,
denotes the integration interval of the sampler.
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Fig. 3. An example demonstration of charge sampling in case 1. Here, next
integration intervals starts when previous ends. Upper figure is without
sampling jitter and lower figure is with sampling jitter. Dashed lines mark the
ideal integration boundaries.
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Fig. 4. A general demonstration of the charge sampling in case 2. There is a
gap between the end of the previous and start of the next integration intervals.
Upper figure is without sampling jitter and lower figure is with sampling jitter.
Dashed lines mark the ideal integration boundaries.

nT +T; /2

= [ [x@cos(@t)—x,(t)sin(e,) ]dt
o @
= j [ x,(7)cos(a,1) —x, (F)sin(e,7) |dF ,

t=nT,
where T, is the sampling interval. From now on for the sake of
compactness we mark ¢, =nT, —7,/2 and ¢ ,=nT +T,/2.

The samples correspond to those of the Voltage sampler but
with the discussed filtering response. The response is also
visible in (2), as the boxcar filtering in time domain
corresponds to the sinc pulse in frequency domain.

III. SAMPLING JITTER IN CHARGE SAMPLING RADIO

Given a conventional voltage sampler, sampling jitter
modelling is usually a simple task [6]. The clock signal that
controls the sampler can simply be considered to be generated,
e.g., by a phase-locked loop (PLL) oscillator or similar. The
phase noise of such oscillator then gives directly a relatively
good basis to model the statistics of the sampling jitter.
However, modelling the jitter process in CS is not such a
simple task. This section concentrates on the analysis,
modelling and the effects of the sampling jitter in CS.

A. Charge Sampled Signal Corrupted by Sampling Jitter

Now, let us consider CS that is impaired by sampling jitter.
The jitter only affects the integration intervals in (2), thus
giving a signal model

nT +T;/2+6, 5

rit = j [ x, () cos(@,1) — x, (t)sin(a,t) |t . 3)
nT =T, /2+6,

Here, 6,, and o, , are the sampling jitters at the beginning

and at the end of the nth integration period, respectively.

Now, Dby using partial integration and denoting
! =nT, - ~T./2+6,, and t)y=nT,+T,/2+6,,, we can
separate (3) n two parts as
pit = [x, ) sin(@, ")+ x, (" ) cos(e,t))
—x, (¢} sin(@,t]) = x, (t]1) cos(e,t]) | (4)

it
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‘;f

{dx, © sin(@,t) +Mcos(a)ct)} dr.
e i dt dt
Here, notation dy/dt refers to derivative of y with respect to
t . Now, when using the partial integration again in the integral
in (4), the result would once again be divided by @, . Because
we consider direct RF sampling system, we are sampling
relatively narrowband signal at a very high carrier frequency
o, (around 10" radians/s). From this it stems that when @,
indeed divides the integral in (4), it makes the integral term
diminishingly low-valued compared to the value of first term
of (4). Thus we can approximate (4) as

r o — [x1 (65)sin(@,2)5) + x, (£)5) cos(, 1,5 )

—x, (t])sin(@,2)") = x, (£ cos(a, 1) )} .

n,l n,l 1,



Now, since the I and Q components of the baseband signal are
always multiplied with the corresponding high-frequency
carrier components (sine and cosine waves), the time error
caused by the sampling jitter to the I and Q components is very
small compared to the time error caused to high-frequency
carrier components [7]. We can thus further approximate (5) as

Jit
=

1 . N N
—[x,(t,,)sin(@,8]) + x4 (¢, ,) cos(@,])
o " ’ ’ ’ (6)

=, (1, )sin(@,t]) = x, (¢, ) cos(a 2]} ]

We also know that the jitter terms o, , and J,, in general are
relatively small values, so we can use the well-known small
phase approximation for the sine and cosine terms and get

. 1 .
rt = ;{xl (tn,2)|:81n(a)ctn‘2 )+ wcan,z Cos(wctn,Z ):|

n
c

+ xQ (tn,2 ) [Cos(a)ctnl) - a)c5ir,2 Sin(a)ctn,Z ):I (7)

-x,(,,) [sin(a)ctm1 )+@,0,,cos(@.t,, )]

c

—x,(t,,) [cos(a)ctn,1 )— @6, sin(w.t,, )]} .

This approximately gives the model for a signal sampled with
CS impaired by the sampling jitter.

B. Sampling-Jitter Error in Charge Sampled Signal

Above we have derived a model for the sampling jitter
impaired charge sampled signal in (7). With the same
approximation used to obtain (5), the signal without sampling
jitter can be written as

1 .
7’;1 ~ _I:xl (tn 2) Sln(a)ctn 2) + xQ (t” 2 ) COS(a)ctn 2)
o, ’ ’ ’ ‘

®)

_'xl (tn‘] ) Sin(a)ctn,] ) - 'xQ (tn,l ) Cos(a)vtn,] ):| .

It is thus trivial to derive the model for the actual error or
distortion caused by the sampling jitter. As can be seen, (7)
and (8) are already simplified to forms from which their
difference is easily calculated. This difference is the error
signal caused by the sampling jitter and can be written as

_ it
=r

1
N a)yé‘n,z x](tn,Z)COS(a)ctn,Z)_x (tn,Z)Sin(a)ctn,Z)
o] o]

0,8, x,(t,)cos(@, )~ x, (¢, )sin(e,t,,) |}
= é:l‘Zr(tn,z)_ 5n,lr(tn‘]) .
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We can see that the noise caused by the sampling jitter is
simply sum of two terms, &, ,r(t,,) and —o,,r(¢,,) . Both of
the terms are product of the sampling jitter and the 1Q signal.
The only difference between the two terms is timing. What the
actual sampling jitter caused noise is like, especially in
frequency domain, depends on the relationship between the
sampling jitter and the 1Q signal at the different moments in
time (z,, and ¢, ).

C. How to Model the Timing Jitter in Charge Sampler

The sampling jitter modelling depends on the hardware
implementation of the sampler and the sampling clock. This is
because in a CS the sampling jitter effect on a sample does not
depend only on a time error caused by a simple timing offset in
the time when the sample is taken. This is the case in voltage
sampler, but in a CS, as Fig. 3, Fig. 4 and (9) illustrate, the
error depends on the time error in the beginning and in the end
of the integration period. One implementation approach
assumes that timing jitter merely moves the boundary in which
the previous integration ends and the next one starts. This
assumption is made in the case in Fig. 3. In this case a sample
window ends and the next window starts at the same instant,
hence they share the same time offset. This corresponds to the
case of jitter-free switches fed by a clock contaminated by
jitter. A more general model is depicted in Fig. 4. There
sampling jitter values &, and &, , for Vn may either depend
on each other, may not depend on each other, or only some of
them may depend on each other, depending on the
implementation of the CS. So the main question in sampling
jitter modelling is how the sampling jitter terms in (9) depend
on each other, and what kind of an effect does that have on the
error caused by the sampling jitter.

D. Effect of the Sampling Jitter on Charge Sampler
Here sampling jitter effect is studied in two interesting cases.

1) Casel
Case 1 is depicted in Fig. 3. In case 1 the next integration
period start at the same time as the previous ends. This means
that in (9) 6,, =6,.,, £ 8,,, and r(tn,Z) =r(l1,) 2 r(t,,) > as
can be seen by comparing Fig. 3 and Fig. 4. Also,
r(t,)=r(nT,—T, /2). Therefore, based on (9), the jitter can be

written in the form
lr(thrl)_é'nr(tn) . (10)

This is equivalent to filtering signal &,r(¢,) with digital filter
H(z)=1-z". This means that the sampling jitter is directly
the filtered product of the voltage sampled 1Q-signal »(¢,) and
the sampling jitter process &, .

2) Case?

The case 2 is the one depicted in Fig. 4. Here, 6, ,, J,, and
0,., are not mutually pair-wise fixed to be equal to each
other. The error term due to jitter is directly the one derived in
(9), namely sum of terms 6, ,7(¢,,) and -J,,r(,,). If the
sampling jitter process is assumed to be white Gaussian noise
(WGN), then there is no filtering effect, and the resulting
sampling-jitter noise is white. To show this explicitly, the
correlation of the sampling-jitter-induced noise samples e’
and ¢/" for k#n must be zero. From approximation in (9),
we can conclude, that this is indeed the case in case 2 when
sampling jitter process is assumed to be WGN. However, if all
the sampling jitter terms &,, and J,, for Vn come from the
same correlated process, e.g., the sampling jitter sequence is
generated by PLL, there might be some filtering effect. This
happens when 6, , ~46,,,, and r(t,,) = r(t,,,,) , namely when
we are very close to the case 1, i.e. when 7, is near to 7,. In
such case, the strength of the filtering effect depends on how
close 7; actuallyisto T, .

Jit
e, ~5)1+



In case 2 it should be noted that if the integration interval
length 7, is made narrower, also the charge integrated by the
CS is relatively small. At the same time the power of the
sampling-jitter noise, however, is not affected by the shorter
integration period, resulting in relatively low SNR. Of course,
not integrating all the time gives savings in used energy.

IV. SIMULATIONS AND SIMULATION ANALYSIS

In this section, we verify that simulations confirm the
analytical results. This is verified by simple spectrum
comparisons. In simulations a baseband equivalent OFDM
signal with 12 MHz bandwidth is first created at sampling
frequency 1536 MHz. The signal is then 2" times
oversampled and IQ mixed around carrier frequency f, of
867.5 MHz. These parameter values are selected for the sake
of example. After the signal creation, the CS with jitter is
modelled. We model a CS working at sampling frequency of
3932.16 MHz, so we are oversampling the baseband waveform
by 2° times. This allows us to use the remaining 2'° times
oversampling, to model the sampling jitter. Furthermore, we
use linear interpolation to make the simulation of the sampling
jitter even more accurate. The used PLL-type sampling-jitter
sequence is generated with the PLL-type oscillator model
used, e.g., in [§].

Simulation results are given in Figures 5 to 9. In these, term
semianalytical refers to calculating sampling-jitter error using
(9) and inputting the same waveforms to it as used in the
simulations. The magnitude response of H(z)=1-z" filter
curve is also given in the figures where considered relevant.

Fig. 5 depicts the case 1 with 20-ps root-mean-square
(RMS) WGN-type sampling jitter. As expected, the
simulations confirm the analytical results. The sampling jitter
caused error indeed has the shape of H(z)=1-z"' discrete
time filter. In case of PLL-type sampling jitter in Fig. 6, we
can see the same shaping effect. In Fig. 7, the case with PLL-
type sampling jitter for which J,; and 6,, come from the
separate PLLs is depicted (this corresponds to case 2 with
T, =T ). When comparing the results of Fig. 6 to results of
Fig. 7, we can indeed see that the former results have the clear
filtering effects present, whereas the latter results do not have
any filtering effect at all. In Fig. 7, we only see the resulting
spectrum when the information signal is multiplied with the
sampling jitter sequence.

Now, for the case 2 results change a little. For WGN-type
sampling jitter, there is no noise shaping at all. The sampling
jitter caused noise is thus WGN as well. Fig. 8 and Fig. 9
depict the case with PLL-type noise in case when sampling
jitter is generated with a single PLL, for 27, =T and 47, =T,
respectively. In this case, J,, and J,, correlate with each
other. We can see that, as expected, in 27, =7, case there is
still minor filtering effect visible, but as integration interval
gets narrower and narrower (e.g. 47, =7, ), the filtering effect
ceases to exist due to lack of correlation either between 0, ,
and 6,,,, or between r(¢,,) and r(z,,,,) .

V. IMPACT ON RECEIVER DESIGN

The spectral shape of the sampling jitter in the sampling clock
signal that controls a CS has been ignored in most of the
earlier studies in the literature. Such is the case, e.g., in our
case 2 with the white Gaussian noise like jitter model, when
the sampling jitter at the end of the previous integration period
and at the beginning the current integration period are not

dependent on each other. However, when CS is implemented
so that the sampling jitter at the end of the previous integration
period equals to, or is heavily depends on, the sampling jitter
at the beginning of the next integration period, the error caused
by the sampling jitter is not white anymore. This must be taken
into account in the receiver design as is demonstrated in Fig.
10.

Fig. 10 demonstrates the signal and the jitter-noise shaping
in case 1 when WGN shaped sampling jitter is assumed. The
figure tells how the signal or sampling-jitter noise is shaped
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Fig. 5. Error spectrum caused by sampling jitter, when jitter is white Gaussian
noise. 20-ps RMS jitter, case 1 (with 7, =T, ).
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Fig. 6. Error spectrum caused by sampling jitter when jitter is generated by
PLL oscillator. 20-ps RMS jitter, case 1 (with 7, =T ).
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VI. CONCLUSION

As in all systems that sample high-frequency signals,
sampling jitter is also an interesting phenomenon in charge
sampling radio. We studied the spectral shape of the sampling-
jitter induced noise in various charge sampler implementation
scenarios. In certain implementations, the charge sampler
shapes the spectrum of sampling jitter generated noise in a way
that differs from the way the spectrum of the useful signal is
shaped. This difference can and should be exploited directly in

Fig. 9. Error spectrum caused by sampling jitter when jitter is generated by
PLL oscillator. 20-ps RMS jitter, case 2 (with 47, =T, ).

when the useful signal is at a certain carrier (or centre)
frequency (horizontal axis). Signal response curve gives the
basic signal response without sampling jitter, jitter noise
response curve is the response that was derived for the
sampling jitter in this work, signal-to-jitter-noise density gain
curve is the gain in signal-to-jitter-noise ratio compared to
traditional voltage sampling scheme, and finally signal-to-
noise density ratio curve has also the additive thermal noise in
addition to sampling jitter.

In case 1, the receiver designer can exploit the sampling
jitter spectrum by adjusting the relationship between carrier
frequency f, and sampling rate F, so that the information
signal is in a region where sampling jitter is attenuated and the
useful signal is not. This only happens when very high
oversampling is used as Fig. 10 suggests. The same can be
done for case 2 when the filtering effect is present, namely in
case when the sampling jitter is generated with a single PLL
process and when 7, and T, are relatively close to each other.
In other cases, the spectrum of the sampling jitter behaves
similarly as in the voltage sampling.

For example, in [9] bandpass CS is used to sample a radio
signal with centre frequency f, at sampling rate F, =2f .
Unfortunately, Fig. 10 shows that the jitter noise shaping
observed in case 1 boosts the jitter noise at these frequencies.
On the other hand, the jitter-noise notches coincide with the
signal notches, the only exception being the jitter-noise notch
at the zero frequency, where the advantages can be achieved,
with a cost of high sampling frequencies of course.

receiver design, to optimize the receiver chain SNR.
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