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Abstract This paper deals with 2D (plane strain) and
axisymmetric numerical modelling of concrete frac-
ture processes under mechanical and thermal loading.
Amesoscopicmodelling approachwith an explicit rep-
resentation of aggregates as Voronoi polygons is cho-
sen while the concrete fracture model is based on rate-
dependent embedded discontinuity finite elementswith
Rankine criterion indicating a newcrack initiation. This
choice enables the study of the effects of inherent crack
populations on the response of concrete under mechan-
ical and thermal loading. In the numerical examples,
the performance of the present modelling approach is
first demonstrated in the uniaxial compression and ten-
sion tests under plane strain conditions. Then, the prob-
lem of thermal spallation of concrete surface under dry
conditions due to a high intensity, short duration heat
flux is simulated under axisymmetric conditions. The
underlying uncoupled thermo-mechanical problem is
solved with an explicit time marching scheme based
on the staggered approach. Different heat flux inten-
sities and heating times as well as combined effect of
surface roughness and pre-stress field are tested. The
simulation results suggest that demolition of concrete
structures by heat shock is a viable method.
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1 Introduction

Understanding concrete fracture processes under ther-
mal and thermo-mechanical loading conditions is of
substantial practical importance in structural engineer-
ing. Fire induced concrete spalling, for example, is a
problem encountered with concrete structures under
fire (Lottman 2017; Liu et al. 2018; Fu and Li 2011).
This phenomenon is characterized by, often violent,
ejection of chunks of concrete, called spalls, from
heated concrete. While the occurrence of this kind of
concrete spalling is an undesired event leading to a loss
of load bearing capacity, spalling can also be a desired
event to be exploited in drilling and demolition of con-
crete structures. In the present paper, this latter kind
of concrete spalling, which is exploited in thermal jet
rockdrilling (Kant et al. 2017), is considered.Naturally,
there are numerous studies on thermo-mechanicalmod-
elling of concrete in general (Gawin et al. 2003, 2011;
Caggiano and Guillermo 2015; Schrefler et al. 2002)
and concrete spalling under fire in particular (Fu and
Li 2011; Tenchev and Purnell 2005; Ju et al. 2016; Cal-
das et al. 2013; Ozbolt and Bosnjak 2013; Zhao et al.
2017). However, the numerical studies on demolition
or drilling of concrete by exploiting the spalling phe-
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nomenon or heat shocks seem extremely rare or nonex-
istent, as the author could not find any of the kind.

When the spalling phenomenon is exploited for
demolition of concrete structures, e.g. by drilling, the
surface area affected by the heat flux is local while
the intensity of the flux, or the heating rate, is much
higher than in the fire-induced spalling. Indeed, if the
drilling by thermal spalling is to be competitive with
purely mechanical drilling, the heating time leading to
spalling should be of the order of fractions of a second,
while the heating times in fire-induced spalling vary
from tens of minutes to hours (Liu et al. 2018).

Concerning themechanismsbehind concrete spalling,
the two main theories are pore pressure spalling and
thermal stress spalling (Fu and Li 2011). The former,
occurring typically between 220 and 320 ◦C, is induced
by moisture clogging and pore pressure build up inside
the heated concrete, while the latter is caused by ther-
mal stresses induced by the thermal gradient and occurs
within 430 ◦C and 660 ◦C (Liu et al. 2018). Thermal
stress spalling is facilitated by the local concrete inho-
mogeneities causing strain incompatibilities between
the cement matrix and aggregates (Fu and Li 2011).
Moreover, the favorably oriented inherent microcracks
also enhance the spalling by the wing crack-growth
mechanism (Kant et al. 2017; Walsh and Lomov 2013;
Kant and von Rohr 2016). In the present study, the
thermal stress spalling is taken as the mechanism that
drives the phenomenon and motivates the model devel-
opment.

The traditional approach on concrete modelling is
to homogenize the aggregate-mortar bi-phasic struc-
ture and to use phenomenological constitutive mod-
els, based on plasticity theory and/or damage mechan-
ics, implemented in the finite element method (FEM)
(Barpi 2004; Winnicki et al. 2001; Grassl and Jirásek
2006; Feenstra and De Borst 1996; Jason et al. 2006;
Hofstetter andMeschke 2011). This approach can real-
istically predict the concrete structural response and
is still of great importance in structural design. How-
ever, homogenized approach is inadequate when het-
erogeneousmesostructure of concrete needs to be taken
into account. This is especially true in the present
case of modelling concrete spalling where the inher-
entmicrocracks and the aggregate-induced heterogene-
ity have a major effect on the behavior. Moreover,
as aggregates introduce various fracture toughening
mechanisms, such as crack stopping, redirection and
branching (Landis and Bolander 2009), their explicit

description is crucial. For this reason, mesomechanical
approach explicitly representing the aggregate-mortar
structure has been a topic of many numerical studies
[see Tang et al. (2007), Pulatsu et al. (2019), Pieral-
isi et al. (2016), Etse et al. (2012), Tang et al. (2016),
Wu et al. (2019), Nitka and Tejchman (2015, 2020)),
Gangnant et al. (2016), Pedersen et al. (2013), Snozzi
et al. (2011, 2012) and Saksala (2018b) for example].

As for the fracture or cracking description in con-
crete, the discrete element or particle methods would
be a natural choice due to their inherent superiority, in
this regard, over the continuummethods.However, par-
ticle methods are computationally at least one order of
magnitude more demanding due the need to track the
particle configurations and their contacts. Therefore,
the embedded discontinuity finite elements approach
is (see Simo et al. (1993) and Simo and Oliver (1994)
for original developments) chosen here to describe the
concrete fracture processes. This approach was suc-
cessfully applied in modelling concrete cracking by
Sancho et al. (2007) and by Huespe and Oliver (2011)
for example.

Within these guidelines, a numerical study on the
demolition of concrete by thermal spalling with high
intensity and short duration heat shocks is attempted
in this paper. A mesomechanical approach based on
embedded discontinuity finite elements for numeri-
cal modelling of concrete fracture processes under
mechanical and thermal loading is developed and tested
for this purpose. There are, of course, numerous pre-
vious studies considering thermo-mechanical cracking
with discontinuity finite elements approach, see e.g.
Ngo et al. (2014, 2013), Pressacco and Saksala (2020)
using the embedded discontinuity FEM, and Jung et al.
(2016), Habib et al. (2018), and Liu et al. (2013) using
the extended FEM. However, none of them deal with
short duration, high intensity heat shocks on brittle
materials. To the best of the author’s knowledge, this is
the first numerical study of this kind. The main novelty
of the present study is not so much in the numerical
method developed, which is actually a new combina-
tion of the existing components, but in the fact that
it represents innovative applications-oriented research
that uses numerical methods to investigate the feasibil-
ity of new technologies.
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2 Theory of the numerical model

The theory of the chosen concrete modelling approach
is explained in this section. First, the constitutivemodel
for concrete fracture based on the embedded discon-
tinuity finite element method is outlined. Then, the
concrete mesostructure modelling is given. Finally,
an explicit staggered scheme to solve the underlying
thermo-mechanical problem of concrete under exter-
nal heating is specified. At this preliminary level of
developments, dry conditions of concrete are assumed
meaning that the hygro-thermal effects are ignored.

2.1 Concrete fracture model based on the embedded
discontinuity FEM

Concrete fracture is modelled by the embedded dis-
continuity approach. Only the finite element imple-
mentation of the embedded discontinuity kinematics
is presented here. For a detailed treatment of the topic,
see Simo et al. (1993), Simo and Oliver (1994), Hue-
spe and Oliver (2011) and Jirásek (2000). According to
this method, the crack is represented by a displacement
discontinuity embedded inside a finite element. For the
constant strain triangle (CST) with a discontinuity �d
(see Fig. 1), the displacement and strain fields can be
written as

u (x) = Ni (x)uei
+M�d (x)αd with M�d (x) = H�d (x) − ϕ (x) (1)

ε (x) = (∇Ni⊗uei
)sym − (∇ϕ (x)⊗αd )

sym

+δ�d (n ⊗ αd )
sym (2)

where Ni and uei are the standard interpolation func-
tions and nodal displacements (i = 1, 2, 3 with sum-
mation on repeated indices), respectively, and the dis-
placement jump is denoted by αd . Moreover, H�d and
δ�d are the Heaviside function and its gradient, the
Dirac delta function at the discontinuity. Finally, the
usual assumptionwith loworder elements that∇αd≡ 0
was made in arriving at the expression for the strain in
(2). This means that the displacement jump is element-
wise constant, similarly as the ordinary strain for a CST
element.

The reason for using function MΓd in (1) is that is
restricts the effect of αd inside the corresponding finite
element, i.e. αd≡ 0 outside that element, see Fig. 1.
From the practical point of view, this decomposition of
the displacement facilitates the handling of the essential
boundary conditions (Huespe and Oliver 2011; Jirásek
2000; Saksala et al. 2015). Function ϕ appearing in

Fig. 1 Illustration of a CST element with an embedded discon-
tinuity line

M�d is chosen, from among the possible combinations
of the shape functions, so that its gradient is as parallel
as possible to the crack normal nd :

∇ϕ = arg

⎛

⎝max
k=1,2

∣
∣∣
∑k

i=1 ∇Ni · nd
∣
∣∣

∥∥
∥
∑k

i=1 ∇Ni

∥∥
∥

⎞

⎠ (3)

This choice has proved to be computationally robust,
and it gives good results (Sancho et al. 2007). For the
case in Fig. 1, criterion (3) gives the interpolation func-
tion Nsol of the solitary node as function ϕ.

An essential component of the finite element imple-
mentations of the embedded discontinuity theory is
the imposition of the traction discontinuity over a dis-
continuity. Here, the enhanced assumed strains con-
cept is chosen for this purpose (Radulovic et al. 2011).
Accordingly, the variation of the enhanced part of the
strain in (1) is constructed in the strain space orthog-
onal to the stress field. Applying the L2-orthogonality
condition with a special Petrov–Galerkin formulation,
gives the following expression for the weak form of the
traction balance (Radulovic et al. 2011; Mosler 2005):

1

Ae

∫

�e\Γd

σ·ndd�− 1

ld

∫

Γd

tΓd d�d = 0 (4)

where σ is the stress tensor, tΓd is the traction vector,
Aeis the area of the element, and ld is the length of
the discontinuity �d . As the integrands in (4) are con-
stants for theCST element, theweak traction continuity
reduces to the strong (local) formof traction continuity:

tΓd = σ·nd = (
E(θ) : (

ε̂ − (∇ϕ (x) ⊗αd)
sym)) · nd

(5)

where E is the elasticity tensor depending on temper-
ature θ and ε̂ = (∇Ni⊗uei

)sym . It is worth noting
that such an EAS concept based formulation results
in a simple implementation without the need to know
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explicitly neither the exact position of the discontinu-
ity within the element nor its length. However, this,
along with the criterion (3) for choosing the ramp func-
tion, leads to discontinuous crack path, which in turn
results in locking problems. A remedy to alleviate lock-
ing is presented below in Sect. 2.2. Moreover, only
the regular part, (∇ϕ (x) ⊗αd)

sym , of the enhanced
strain (2) appears in the stress–strain relationship and
the final discretized equations since the singular part,
δ�d (n ⊗ αd)

sym , is nonzero only at the discontinuity
while the regular part is valid for the bulk material.
Moreover, this procedure is in agreement with the EAS
concept (Mosler 2005).

The formal similarity of expression (5) to that of the
stress-elastic strain relation in computational plastic-
ity suggests that a similar formulation, i.e. a traction-
separation law with loading functions indicating crack
opening, as in plasticity could be used here for solv-
ing the irreversible crack opening increments. As this
is indeed the case (Mosler 2005), a computational mul-
tisurface plasticity inspired model based on the classi-
cal elastic predictor-plastic corrector split is employed
here.

As for the loading functions indicating the stress
states leading to crack opening in tension (mode I) or
shear (mode II) modes, there are basically two options:
the effect of shear and tension components of the trac-
tion can be combined into a single loading function
(Saksala 2018b; Mosler 2005) or divided into sepa-
rate loading functions (Saksala et al. 2015; Brancherie
and Ibrahimbegovic 2009). As a single discontinuity
per element is allowed in the present approach, the
separation of shear and tension modes does not result
in computationally inconvenient scheme, as it would
in multiple discontinuity per element case. Moreover,
separation of the modes alleviates the shear parame-
ter problem inherent in the combined modes loading
function approach (Saksala 2018b).Namely,whenboth
modes are combined in a single loading function and
the crack opening direction is defined as a gradient of
the loading function, the opening direction may not
be parallel to the loading axis even in uniaxial tension
if the local stress state is disturbed by inhomogeneities
of concrete. This problem can partially be alleviated by
the shear retention parameter, as was shown by Saksala
(2018b). However, separation of themodes I and II into
their respective loading functions solves the problem in
a more satisfactory manner. Therefore, this approach is
chosen here. The relevant model components, i.e. the

loading functions, softening rules and evolution laws
are defined as (Saksala et al. 2015)

φt
(
t�d , κ, κ̇

) = n·t�d − (σt(θ) + q (κ, κ̇)) (6)

φs
(
t�d , κ, κ̇

) = ∣
∣m · t�d

∣
∣ −

(
σs(θ) + σs

σt
q (κ, κ̇)

)

(7)

q = hκ + sκ̇, h = −gσt exp (−gκ) , g = σt

GIc
(8)

ṫ�d = −E(θ): (∇ϕ (x) ⊗α̇d) ·n (9)

α̇d = α̇I + α̇II = λ̇t
∂φt

∂t�d

+λ̇s
∂φs

∂t�d

, κ̇ = −λ̇t
∂φt

∂q
− λ̇s

∂φs

∂q
(10)

λ̇i � 0, φi � 0, λ̇iφi = 0 (i = t, s) (11)

where m denotes the unit tangent of a discontinuity,
κ, κ̇ are the internal variable and its rate related to
the softening law for a discontinuity, and σt and σs
are the temperature, θ , dependent tensile and shear
strength, respectively. Moreover, parameter h is the
softening modulus of the exponential softening rule
while parameter g controls the initial slope of the soft-
ening curve and is calibrated by the mode I fracture
energyGIc. Equation (9) is obtained from (5) by taking
into account that at the material point level temperature
and the total stain are constants. Moreover, the Koiter’s
rule for bi-surface plasticity is applied in (10)1 where
the total displacement jump is a sum of the contribu-
tions from mode I and mode II increments, while λ̇t,λ̇s
are the corresponding crack opening and sliding incre-
ments. The evolution law (10)2 for the internal variable
κconsists also of the contributions from the mode I and
mode II components. Note also that the material rate-
sensitivity is accommodated by adding a constant vis-
cosity term, withs being viscosity modulus, to the uni-
axial tensile strength. However, strain rate effects are
not studied in this paper. In addition to accommodation
of rate effects, the introduction of viscosity enhances
the robustness of the integration of Eqs. (6)–(11). This
can be seen as follows. Assume, for simplicity, the 1D
case with the tensile loading function being violated.
Now, the corresponding opening increment is solved by
δλt = φt/(E+h+s/
t) where E is the elastic modu-
lus. If the softening modulus is negative enough, as it
may be for deep softening curves, the divisor here can
become negative, and the computations consequently
halt, in the inviscid case. In the viscid case, the time
step 
t is usually so small for explicit time stepping
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that the term s/
t secures the positivity of the divisor
and thus enhances the robustness.

The Eqs. (11) are the classical Kuhn–Tucker con-
ditions imposing the consistency. This means that the
viscosity is included with the viscoplastic consistency
approach by Wang et al. (1997). The solution of the
model in (6)–(11), i.e. the stress return mapping, is
described by Wang et al. (1997) and Saksala et al.
(2015), and summarized for the convenience of the
reader in Appendix B.

At the local level, the material behavior is isotropic
and linearly elastic until the tensile strength is reached.
When the tensile strength in an element is reached, a
discontinuity is embedded with a normal parallel to the
first principal direction. A discontinuity, once embed-
ded, cannot rotate. This criterion to introduce crack
based on the principal stress (Rankine) criterion is suit-
able for modelling concrete fracturing under thermal
loading since thermal strains are volumetric in nature.
However, it will be demonstrated in the numerical sim-
ulations that this criterion is sufficient to predict the
concrete failure mode and compressive strength of the
specimen in purely mechanical uniaxial compression
test as well. Finally, it should be noted that cracks
appear naturally in each element where the Rankine
criterion is violated and, thus, no crack path tracking
algorithms are used. This, however, leads to discontin-
uous crack path, which may cause locking problems
dealt with next.

2.2 Isotropic damage model to alleviate locking
problems

The FE formulations of embedded discontinuity kine-
matics with low-order elements suffer from crack lock-
ing (spurious stress transfer over the crack) and spread-
ing (i.e. the crack dispersion over a wide zone) prob-
lems (Sancho et al. 2007; Radulovic et al. 2011). Some
remedies, such as the rotating discontinuity approach
(Sancho et al. 2007) and the multiple intersecting dis-
continuities (Radulovic et al. 2011) have been devel-
oped to alleviate the locking problem with linear ele-
ments. However, the rotating discontinuity approach is
not physically sound (cracks do not rotate in reality),
while the multiple intersecting discontinuity approach
results in considerably more complicated stress return
mapping algorithm. Therefore, a simple isotropic dam-
age model, which has been used by Jirásek and Zim-

mermann (1998) with the rotating crack models to pre-
vent spurious stress generation, is employed to alle-
viate these problems. Accordingly, a transition from
embedded discontinuity model to isotropic damaging
is triggered in an element with a discontinuity after the
displacement jump has reached certain threshold open-
ing. The damage variable is defined as

ω = 1 − exp (−g (αd − αtr )) with (12)

αtr = −ln(qtr/q0)/g (13)

where g is defined in the previous section, αd is the his-
tory variable for the damagemodel being defined as the
maximum value reached (during the loading process)
by the norm of the displacement jump αd . Moreover,
αtr is the threshold value indicating the transition to
the damage model. Finally, qtr/q0 represents the ratio
of the final (softened) and initial strength. The value
of this parameter should be small enough so as not to
affect the softening process too early. In the simulations
presented later, a value of 0.1 is used, which means that
the damage model is activated when 90of the strength
is exhausted. By this model, spurious stress generation
is effectively eliminated, as the stress multiplied with
(1−ω) as

σ = (1 − ω)E(θ) : (ε̂ − (∇ϕ(x)⊗αd)
sym

−εθ ), εθ = α
θI (14)

where εθ is the thermal strain due to the external heat
flux to be explained later in Sect. 2.4.

2.3 Mesoscopic description of concrete

Concrete is described mesoscopically as a bi-phasic
material with explicit aggregate grains in a mortar
matrix similarly as in Saksala (2018b). Thereby, in the
numerical concrete, the aggregates are generated by
shrinking Voronoi polygons from a Voronoi tessella-
tion. However, here a random shrinkage (the shrinkage
parameter being uniformly distributed between 0.2 and
0.6) is applied and the aggregates are also randomly
rotated (with the rotation angle uniformly distributed
between 0 and π /4) in order to obtain a more realistic
mesostructure. The resulting mortar-aggregate struc-
ture is meshed with ordinary CST elements. Another
new feature in the present study is to include an ini-
tial randomly oriented microcrack population in the
cement matrix, see Fig. 2. Concrete contains inher-
ent microcrack populations induced by hydration pro-
cesses, for example. These cracks have, expectedly, a
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Fig. 2 Numerical concrete mesostructure (aggregates in mortar
matrix containing microcracks)

non-negligible influence on the concrete failure pro-
cesses.

In the numerical concrete mesostructure in Fig. 2,
the aggregates are represented by 50 Voronoi poly-
gons of different shapes and sizes. The blue lines (598
in total) represent the inherent microcrack population
with random orientation (i.e. their alignment angle is
uniformly distributed between −π /2 and π /2). Their
locations are obtained by random permutation of an
array of mortar element numbers having 598 tags sig-
nifying the initial cracks. It is assumed that only the
cement matrix contains initial cracks. It should finally
be stressed that this numerical concrete do not neces-
sarily correspond to any real concrete but is generated
for demonstrative purposes only.

2.4 Explicit solution scheme for solving the
underlying uncoupled thermo-mechanical
problem

The starting point for developing a time stepping solu-
tion scheme for the heat shock induced fracturing
of concrete is the fully coupled localized thermo-
mechanical problem. Here, “localized” means that
a discontinuity (crack) is included. However, in the
present approach the crack surface is not a traction-
free surface with explicit topological features, such as
doubled nodes as in the cohesive zone interface ele-
ments (see Willam et al. (2014) for example), but an
embedded cohesive crack governed by the model in
Eqs. (6)–(11). Thereby, the temperature over the dis-
continuity is taken to be continuous while the heat flux,
being defined by the Fourier’s law, has a discontinuity.
The justification for this assumption is that generally,
the material properties are temperature dependent so
that the crack surface acts as a material interface. With
a temperature difference over the nodes of an element

with a crack, the material properties are also different
over the crack leading to a jump in flux at the crack sur-
face while still having continuity in temperature over
the crack (Ngo et al. 2014, 2013). This being the set-
ting, the local, strong form of the balance equations
can be written for present purposes as (Pressacco and
Saksala 2020)
{

ρü = ∇ · σ + b for x ∈�e\�d

σ · nd = tΓd for x ∈ �d
mechanical part

(15)
{

ρcθ̇ = −∇ · q + Qmech for x ∈ �e\�d

�q� · nd = tΓd · α̇d + hκκ̇ for x ∈ �d
thermal part

(16)

where Qmech is the mechanical heating due to thermo-
elasticity effects in the bulkmaterial and �q� is the jump
in the heat flux defined by the Fourier’s law q = −k∇θ

with k being the conductivity of thematerial.Moreover,
ρ and c are the density and the specific heat capacity
of the material, θ̇ is the rate of change of temperature
in Eq. (16). Finally, ü is the acceleration vector.

Now, this coupled thermo-mechanical problem can
be significantly simplified based on the nature of the
application in mind in the present work. Namely, the
thermal fracturing of concrete under transient, i.e. high
intensity and short duration, heat fluxes is considered.
The related order of magnitude of the temperature
rise at the surface under the exposure of heat flux
is hundreds of degrees centigrade, ∼ 500 ◦C. There-
fore, the thermo-elastic effects in the bulk continuum
material can be ignored as their order of magnitude is
about 10−1◦C (Ottosen and Ristinmaa 2005). Hence,
Qmech≡ 0 hereafter. Moreover, the mechanical dissi-
pation effects at the discontinuity, i.e. the right-hand
side of Eq. (16)2, are also considered as insignificant in
comparison to the external heat flow (Ngo et al. 2013).
Therefore, the problem to be solved defined by (15) and
(16)1 accompanied with suitable initial and boundary
conditions, becomes uncoupled. That means the only
information transfer between thermal and mechanical
parts being the thermal strain defined in Eq. (14) and
temperature dependence of the mechanical properties
of concrete.

At this point, it should be noted that no reference to
any thermodynamic framework has been made above.
The reason for this is that the mechanical part of
the problem, i.e. model in Eqs. (6)–(11), was formu-
lated analogously to the associated plasticity. Further-
more, the thermodynamic coupling was shown to be
negligible in the present application and the problem
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became thus uncoupled. However, it is still instruc-
tive to derive the state equations from a free energy
potential and show that the model fulfils the dissipa-
tion inequality. These aspects are treated at some length
in Appendix A (for more details in thermodynamic
aspects of embedded discontinuity models and coupled
thermo-mechanical models can be found in Radulovic
et al. (2011), Mosler (2005), Brancherie and Ibrahim-
begovic (2009), Willam et al. (2014), Ngo et al. (2014,
2013) and Ottosen and Ristinmaa (2005)).

The finite element discretized version of Eqs. (15)
and (16) are (Ottosen and Ristinmaa 2005)

Mu üt + fintt

= fextt with fintt = ANel
e=1

∫ e

�

Be,T
u σ t d� (17)

Mθ θ̇ t + Kθθ t = fqt with

Mθ = ANel
e=1

∫

�e
ρcNe,T

θ Ne
θ�

e,

Kθ = ANel
e=1

∫

�e
kBe,T

θ Be
θd�e, fqt

= ANel
e=1

∫

�e
q

Ne
θqndΓ (18)

where, u,Mu, fint, fext are the nodal displacement vec-
tor, the (lumped) mass matrix, the internal and external
force vectors, respectively. Moreover, θ, Mθ , Kθ , fq ,
andqn are the nodal temperature vector, the capacitance
matrix, the conductivity matrix, the external heat vec-
tor, and the heat flux (normal to surface), respectively.
A is the standard finite element assembly operator, Ne

θ

and Be
θ are the temperature interpolation matrix and its

gradient matrix and, finally, Be
u is the standard kine-

matic matrix mapping the nodal displacement vector
into the element strains.

Since the present paper considers concrete under
transient thermal loading, the governing equations of
motion and heat are solved with an explicit time inte-
grator. The explicit modified Euler method is chosen
for time integration of the mechanical part and thermal
parts. For mechanical part, it is a second order method
(in convergence) having the same critical time step as
the central difference scheme (Hahn 1991). The system
response is calculated by equations (Saksala 2018a)

Muüt = fextt − f intt →üt (19)

u̇t+
t = u̇t + 
t üt (20)

ut+
t = ut + 
t u̇t+
t (21)

Mθθt+
t=
(
Mθ−
tKθ,t

)
θt+
tfqt (22)

where
t is the time step. Unfortunately, the drawback
of this scheme (as well as all other explicit schemes) is
the conditional stability with respect to the time step.
For themechanical part, the time step is restricted by the
Courant limit 
t = αlemin/c where lemin is the dimen-
sion of the smallest element in the mesh, c is the dilata-
tion wave speed, and α < 1 is a security coefficient.
Thermal part allows usually time steps several orders of
magnitude larger than the mechanical one. Fortunately,
the inertia effects in the thermal cracking problem of
concrete are so mild that the problem is particularly
amenable to the mass scaling technique.

The solution of the uncoupled thermo-mechanical
problem of concrete cracking under intensive external
heat influx is as follows. First, the temperature field
is solved with Eq. (22) while ignoring convection at
the boundaries of the concrete domain due to the short
heating time (< 1 s). Then, having the thermal strain
due to the new temperature field as a loading (Eq. 14),
the model described in Eqs. (6)–(11) is solved at the
element level resulting in a new internal force vector
for the mechanical part. Finally, the mechanical part is
solved by (19)–(21). The solution process is presented
as a flow chart in Appendix B.

Finally, the simplifying assumptions and techniques
facilitating the formulation of the present modelling
approach merit a brief discussion before presenting
the numerical simulations. First, the embedded discon-
tinuity kinematics were implemented with the linear
triangular element without imposing the crack path
continuity over the boundaries of adjacent elements.
This approach results in locking problems under cer-
tain loading types (mixed mode I/II opening). A rem-
edy of activating a scalar damage model at the later
stage of the crack opening process was employed. This
remedy, however, generates an undesired side effect
of destroying the crack induced anisotropy in the ele-
ments where applied. Nevertheless, this shortcoming
comes into play only in cyclic or highly rotated stress
states. Second, the coupled thermo-mechanical prob-
lem related to an element with a discontinuity was
simplified by setting thermo-elasticity effects in the
bulk material and mechanical dissipation effects at the
discontinuity to zero. This assumption, while justified
by the governing nature of the external heat influx,
makes the modelling approach suitable only for prob-
lems of the present class of applications. Third, due to
the chosen explicit time marching approach to solve
the global system of equations, mass scaling of the
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mechanical part of the solution scheme (Eqs. 19–22)
must be applied in order to increase the critical time
step so that practical heating times can be simulated.
This choice restricts even more the applicability of the
present modelling approach to applications with rela-
tively short time duration. Moreover, as the mass of the
mechanical part is scaled, the inertia effects must be
negligible.

3 Numerical examples

The above presented numerical method is applied here
in modelling concrete fracture in mechanical, thermal
and thermo-mechanical loading conditions. First, the
boundary conditions and material properties as well
as model parameters are specified. Then, the model is
tested first in a purelymechanical uniaxial compression
and tension tests. Finally, the thermal spalling prob-
lem of concrete is simulated under axisymmetric con-
ditions. The effect of lateral mechanical confinement
and the surface roughness is also tested. All the simu-
lations are carried out with a self-written Matlab code.

Due to the unfortunate fact that no experiments
on spalling of concrete under short duration and high
intensity thermal jets were available, a proper model
validation is postponed to future studies of the method.
However, the model is tested under mechanical loading
and the results are discussed in reference to the liter-
ature. Moreover, the simulation results are discussed
in reference to experiments on plasma shock induced
damage on granite rock by Mardoukhi et al. (2017).
Finally, there are many numerical studies on thermo-
mechanical problems without validation against exper-
iments, see Willam et al. (2014) and Ngo et al. (2014)
for example.

3.1 Boundary conditions and material parameters for
simulations

The material properties, the values given in Table 1 for
the mortar and the aggregates are used if not otherwise
explicitly stated. The mechanical and thermal proper-
ties of themortar are the averages of the range given for
Portland cement in the site www.engineeringtoolbox.
com while the values for aggregates are valid for
quartzite rock (Mahabadi 2012). As for the density, a
homogeneous value, 2400 kg/m3, is used in all simula-

tions. The viscosity values in Table 1 are chosen small
enough so as not to cause notable strain rate hardening
at low strain rates in tension and high enough to guar-
antee the robustness of the simulations, as discussed
in Sect. 2.1. Finally, the damage transition parameter,
qtr/q0 representing the ratio of the final (softened) and
initial strength, is set to 0.1, which means that the dam-
age model is activated when 90% of the strength is
exhausted (Sect. 2.2).

As the focus in this paper is primarily on themechan-
ical response, only some of the key properties affect-
ing the mechanical response within the present uncou-
pled modelling are assumed temperature dependent.
Namely, for the sake of simplicity, the Young’s modu-
lus, tensile and shear strength are assumed to depend
linearly on temperature so that their values at 500 ◦C
are 50 % of the corresponding values at room tempera-
ture (293 ◦K) (Ottosen andRistinmaa 2005; Tufail et al.
2017; Heuze 1983). At 500 ◦C, the thermal expansion
coefficient is assumed to increase 1.5 times the value
it has at room temperature. Mathematically, the tem-
perature dependence of a property x is thus of form
x (θ) = x (θref) + K 500

x (θ − θref) where K 500
x is the

modulus of temperature dependence and θref is refer-
ence temperature. This simplified assumption is suf-
ficient for the present purpose to reveal the effect of
temperature dependence in general, not its exact quan-
tification for a specific concrete. It is noted that crack-
ing affects the thermal conductivity. Unlike the tem-
perature dependence of the thermal properties, which
is ignored, this effect is tested here in the numerical
simulations for the bulk conductivity.

The initial cracks, represented by randomly oriented
pre-embedded discontinuities, are assumed to have
insignificant tensile and shear strength, say 0.1 MPa.
Moreover, the elements in the Interfacial Transition
Zone (ITZ) modelled as a strip of elements around the
aggregates have strength 50% of the mortar strength.
The tensile strength distribution of the numerical con-
crete is illustrated in Fig. 3b. Moreover, the finite ele-
ment mesh and the boundary conditions for mechani-
cal and thermo-mechanical simulations are illustrated
in Fig. 3a. It is reminded here that the boundaries are
thermally insulated.

The volume fraction of aggregates in the numerical
concrete sample in Fig. 3b is 0.289, a value that does
not necessarily represent any real concrete.
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Table 1 Material properties and model parameter values used in simulations

Property/Parameter Mortar Aggregates
Value Value Unit

E (Young’s modulus) 27.5 60 GPa

ν (Poisson’s ratio) 0.2 0.17

ρ(Material density) 2400 2400 kg/m3

σt (Tensile strength) 3.5 10 MPa

σs (Shear strength) 7 25 MPa

GIc (fracture energy) 20 40 N/m

s (Viscosity) 0.005 0.005 MPa s/m

c (Specific heat capacity) 731 731 J/kgK

k (Conductivity) 1.4 2.85 W/mK

α(Thermal expansion coeff.) 11E–6 8E–6

qtr /q0 (Damage transition param.) 0.1 0.1

Fig. 3 Boundary conditions for thermo-mechanical test simulations and the CST mesh with 16,662 elements (a), and tensile strength
distribution of numerical concrete (b)

3.2 Uniaxial tension test

A uniaxial tension test simulation under plane strain
conditions is carried out first. The material and model
data given in Table 1 are used. Due to the explicit time
stepping, truly quasi-static simulations are beyond any
practical convenience. Thereby, a constant boundary
velocity condition with vx = 0.01 m/s, resulting in a
strain rate of 0.1 s−1, is applied. This value is small
enough so as not to induce any inertia effects or, with
the low viscosity values in Table 1, notable strain rate
hardening effects. Neither the initial microcrack pop-
ulation shown in Fig. 2 nor the ITZ by lowering the
strengths of the elements surrounding the aggregates
are applied here in order to reveal the effect of the

aggregates only. The simulation results are shown in
Fig. 4.

As the aggregates cause stress perturbations due to
the mismatch in elasticity coefficients, they also serve
as natural sites for crack initiation. This is indeed the
case, as can be observed in Fig. 4a, b. Here, the aggre-
gate edges that are perpendicular to the loading have
most of the cracks (note that no ITZ is modelled here).
As expected, the aggregates themselves, due to their
higher strength, have a small number of cracks. At
the post-peak part of the loading process, crack open-
ings localize into a final macro failure mode shown in
Fig. 4c. This is the transversal splitting mode with dou-
ble crack system [see van Mier (1996) and Zhou and
Qiao (2020)] for experimental instances of this failure
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mode). It appears quite commonly in numerical simu-
lations (Nitka and Tejchman 2015; Tang et al. 2016).
The corresponding tensile strength of the specimen is
3.4 MPa (Fig. 4d), which is close to the value given to
the mortar in Table 1. A notable feature in the stress–
strain curve is the non-linear pre-peak part, which is
caused by the heterogeneity-induced microcracking.

Next, the effect of the ITZ scheme and the initial
microcrack population (Fig. 1) is tested. The simulation
results are shown in Fig. 5.

When the ITZ and the initial microcrack population
are included, the crack pattern due to uniaxial tension
loading in Fig. 5a is considerably different from that
in Fig. 4a. Namely, there are much more new cracks
around the aggregates due the ITZ having lowered ten-
sile strength, as can be observed upon comparison of
Figures 4a and 5a. Moreover, the initial cracks serve as
stress concentrations facilitating thus the initiation of
new cracks. The failure mode is the single transversal
split mode exhibited in Fig. 5b. As expected, the ten-
sile strength of the specimen is lower, 2.15 MPa to be
exact. A notable feature of the stress–strain response in
Fig. 5c is the pronounced pre-peak nonlinear part due
cracking in the ITZ.

Before moving on, it is interesting to calculate the
upper-bound elastic moduli with the rule of mixtures
and compare it to the one realized in the simulation
(i.e. the slope of the stress–strain curves. The rule of
mixtures gives (Eub = faggEagg + fmorEmor) 36.8
GPa while the realized one is 35 GPa.

3.3 Uniaxial compression test

As the present model use the first principal stress cri-
terion as the failure criterion, the uniaxial compressive
strength of the numerical concrete is likely to be over-
predicted (a homogeneous sample would never fail).
The heterogeneities introduced by the aggregates, the
initial microcracks and the ITZ surely mitigate this
problem by inducing local, short-range tensile stresses.
However, if the orientation of the introduced crack is
nearly parallel to the loading axis, which is the major
principal direction, the required shear component of the
traction over the crackmay still not be enough to trigger
the shear band formation and, consequently, the result-
ing compressive strength will be overestimated. With a
non-structured mesh, a remedy is to reorient the crack
by setting it parallel to the element edge whose normal

is the most parallel to the first principal (of the stress
state in that element) direction. This scheme, which has
certain computational benefits (Radulovic et al. 2011;
Mosler 2005), is tested here.

In passing, it is interesting to note here that the
present principal stress criterion for uniaxial compres-
sion test simulation works very well, when hetero-
geneity is taken into account in some form, with crys-
talline rocks (e.g. Kuru granite) for which the com-
pressive/tensile strength ratio is about 20 or even more
(Saksala 2016). With these rocks, the very existence
of mode II as a primary fracture mechanism has been
questioned (Doz and Riera 2000).

Uniaxial compression test is next simulated with the
present principal stress criterion with the material data
in Table 1 and with the reorientation of the crack nor-
mal mentioned above.With the latter method, the crack
shear strength for mortar is set to 11.5 MPa, which
is the average of the values given for the cohesion
of Portland cement in www.engineeringtoolbox.com.
Moreover, the initial crack population and the ITZ are
ignored. The simulation results with the crack reorien-
tation scheme applying a constant boundary velocity
of 0.1 m/s (corresponding to a strain rate of 1 s−1)

are shown in Fig. 6. The reasons for using this loading
rate are the same as for the uniaxial tension test above.
Moreover, the compressive strength is expected to be
ten times higher than the tensile strength—hence the
ten times higher loading rate. This value is still small
enough so as not to induce any inertia effects (which
start to be significant at∼ 100 s−1). Moreover, with the
low viscosity values in Table 1, no notable strain rate
hardening effects are produced. Finally, it is noted that
the experimental dynamic increase factor at this rate is
less than 1.5 (Barpi 2004; Winnicki et al. 2001).

According to the results in Fig. 6a, there are cracks
nearly everywhere in the mortar matrix. Some of these
cracks traverse the aggregates as well (see Fig. 6a). The
reorientation of crack normals facilitates the mobiliza-
tion of the shear strength, which results, through the
localization of crack opening deformation, in a typi-
cal experimentally observed shear failure mode (van
Mier 1996) in Fig. 6c. The corresponding compres-
sive strength is 33.4 MPa giving the uniaxial com-
pressive/tensile strength ratio 9.8 (33.4/3.4), which is
experimentally acceptable (van Mier 1996). It should
be stressed here that this reorientation of the crack nor-
mal is a numerical trick which of course do not have a
counterpart in nature since there are no finite elements
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Fig. 4 Simulation results for uniaxial tension test (without ini-
tial cracks and ITZ): Crack distribution (a), a detailed view on
cracks (b), failure mode (in terms of crack opening magnitudes)

(c), and the corresponding stress–strain curve (d) at the end of
simulation

in real materials. However, given that the brittle mate-
rials have grains and grain boundaries and the fact that
a crack path usually follows randomly oriented grain
boundaries, i.e. the microcracks are not fully parallel
to loading axis in uniaxial compression, this approach
is not alien to nature (compare to the rock mechanics
implementations of the cohesive zone element method
and the discrete element method where cracking takes
place along the randomly oriented boundaries of the
discrete polygons).

As the final purely mechanical numerical test, the
compression test is simulated with the original crack
orientation scheme. This time, the ITZ and the initial
crack population (in Fig. 1) are included. The simula-
tion results for the values given in Table 1 are shown in
Fig. 7.

When the crack normal vectors are oriented parallel
to thefirst principal direction, the resulting failuremode
changes substantially from the reorientation scheme

above. More specifically, the macrocracks are more
axially oriented and there are many more cracks in the
aggregates (Fig. 7b).Asobserved inFig. 7a showing the
crack distribution just before the peak stress, the aggre-
gate boundaries, now weakened by the ITZ scheme
and the pre-existing microcracks, serve as the initia-
tion sites for new cracks. The corresponding compres-
sive strength is about 54 MPa (the compressive/tensile
strength ratio is 25 (52/2.15)), which is about 62%
larger than that with the crack reorientation scheme.
In any case, it can be concluded that the main features
of pure mechanical behavior concrete can be captured
with the present modelling approach.

3.4 Thermal and thermo-mechanical loading cases

Thermal cracking test simulations are carried out here
with the boundary conditions described in Fig. 3a.
Three different heating time/heat flux intensity com-
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Fig. 5 Simulation results for uniaxial tension test (with initial cracks and ITZ): Crack distribution (a), failure mode (in terms of crack
opening magnitudes) (b), and the corresponding stress-strain curve (c) at the end of simulation

binations are tested. These combinations are: (LC1)
Theat = 0.03 s, qn = 1E7 W/m2; (LC2) Theat =
0.2 s, qn = 2E6 W/m2; (LC3) Theat = 1 s, qn =
4.5E5W/m2.Moreover, the effect of surface roughness
and the lateral confining pressure are tested. As men-
tioned, mass scaling must be used in order to keep the
simulation times feasible with longer heating durations

3.4.1 LC1: Temperature distribution and stress
components for linear elastic material

Before showing the results for thermal cracking, it is
instructive to see the stress component distributions in
the linear elastic case resulting from the heating. These,
along with temperatures, are shown in Fig. 8.

The temperatures at the surface under the heat flux
vary between 300 anf 900 ◦C at the end of heating, as
shown in Fig. 8b. Due to the very short heating time,
the changes in temperature have restricted into a very
narrow strip adjacent to the surface. The steep tem-
perature gradient generates a compressive stress state
in a narrow strip adjacent to the surface. In this strip,
the compressive stress varies between −50 to −250

MPa. Beneath the compressive stress zone, the radial
stress component displays values exceeding the tensile
strength of the mortar matrix, see Fig. 8c. It should
also be observed that the heterogeneities, i.e. the dif-
ferent mechanical and thermal properties of the matrix
and the aggregates, produce stress concentrations as
well as shear stresses of considerable magnitude. This
is the case at the edge of the thermal jet, r = 0.05
mm, where the vertical (σz) and shear stress (σrz) com-
ponents have considerable values inside an aggregate
located here. These stress component fields help to
understand the basic mechanism of the thermal spalla-
tion phenomenon: the tensile stresses below the highly
compressed disc-shaped layer lead the tensile cracking
therein enabling thus the buckling of the compressed
surface layer outwards.

3.4.2 LC1: Effect of mass scaling

It appears that the present problem is amenable to
extreme mass scaling in the mechanical part. The den-
sity for the mass matrix is multiplied with factors of
100 and 10,000, which results, respectively, in 10-fold
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Fig. 6 Simulation results for uniaxial compression test with the
crack normal reorientation: Crack distribution (a), detailed view
on cracks (b), final failure mode (in terms of crack opening mag-

nitudes) (c), and the corresponding stress–strain curve (d) at the
end of simulation

and 100-fold critical time steps. The simulation results
are presented in Fig. 9 for different mass scaling fac-
tors. First, the general features of the results are dis-
cussed. The induced cracks are parallel to the concrete
surface in the compressive stress zone but below it,
their orientation is, complying with the tensile stress
state therein, perpendicular to the surface. Moreover,
the cracks traverse the aggregates as well in the com-
pressive stress zone. The mismatch in the mechanical
and thermal properties of the mortar and the aggre-
gates has generated a considerable number of cracks
in the ITZ around the aggregates. However, the cracks
are restricted quite close to the concrete surface due to
the short heating time. Local spalling is predicted here
at the elements adjacent to the concrete surface with
r < 0.01 m (Fig. 9d). It should be noted that the crack
opening magnitude is plotted in the deformed meshes
without magnification.

As for the mass scaling effects, the results with no
mass scaling and with 100-fold density are virtually
identical (compare Fig. 9a and d to b and e). In con-
trast, when the density is 10,000-fold, local differences
appear, as can be observed in Fig. 9c and f. The most
notable difference is that the heavy deformation of the
surface elements is predicted at different locations with
the larger mass scaling. However, these differences are
not so dramatic as to invalidate the results computed
with this extreme mass scaling altogether.

Finally, a detail of cracks for the case without mass
scaling and for the case with 10,000-fold density is
shown in Fig. 10. As can be observed, there are more
cracks in the mass scaled results than in the solution
without mass scaling.
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Fig. 7 Simulation results for uniaxial compression test with the
initial microcrack population (blue lines) and ITZ (nd = n1):
Crack distribution just before the peak stress (a), at the end of

loading (b), final failure mode (in terms of crack opening mag-
nitude) (c), and the corresponding stress-strain curve (d) at the
end of simulation

Fig. 8 Simulations results for LC1 with linear elastic material: Temperature distribution (a), temperature–time evolution at the flux
nodes (b), and the stress components (c) at the end of simulation
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Fig. 9 Simulations results for LC1 with different mass scal-
ing: Cracks for no mass scaling (a), for 100-fold density (b), for
10,000-fold density (c), crack opening magnitude without mass

scaling (deformed mesh) (d), 100-fold density (e), for 10,000-
fold density (f) at the end of simulations

3.4.3 LC2: Influence of ITZ, initial cracks, and
temperature dependence of material properties

Due to the longer heating time, simulations for this load
case are carried out with themildermass scaling, which
gave results almost identical to the case without mass
scaling. The simulation results are shownfirst in Fig. 11
for the case where the ITZ, initial crack distribution,
and temperature dependence of the material properties
(see Sect. 3.1) are included. Then, these features are
ignored in another simulation to see their effect.

The temperature reaches 600 ◦C in some of the sur-
face nodes under the thermal flux at the end of expo-
sure. It should be noted that this temperature is enough
for spalling to occur in granitic rocks (Kant and von
Rohr 2016) so that the aggregate cracking visible in
Fig. 11a is realistic. There are also more cracks here
than in LC1 between the aggregates adjacent to the sur-
face (Fig. 11a). Moreover, the crack openings display
considerably more pronounced values so that spalling
is predicted in a wider area (note the different scale of
crack opening norm in Fig. 11d). Indeed, the isotropic
damage variable approaches unity at many elements
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Fig. 10 Simulations results for LC1 with different mass scaling: Details of cracks without mass scaling (left), for 10,000-fold density
(right)

Fig. 11 Simulations results for LC2 (100-fold density): Cracks
(a), temperature–time evolution at the flux nodes (b), crack open-
ing magnitude (deformed mesh, no magnification) (c), and a

detail with different scale (d), and isotropic damage (e) at the
end of simulation
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(see Fig. 11e) meaning that the tensile strength at the
cracks in those elements is totally exhausted. Consid-
ering the temperature range (from 430 to 660 ◦C (Liu
et al. 2018)) within which the concrete spalling has
been observed, this prediction is in accordance with
the experiments.

Next, the ITZ, the initial crack population, and the
temperature dependence are ignored in order to see
their joint effect on the thermal cracking. The results
are shown in Fig. 12.

The results in Fig. 12 display many fewer cracks
and the opening magnitudes are modest. Definitely, no
spalling is expected here. The effect, combined or indi-
vidual, of the initial cracks and the ITZ is less pro-
nounced than that of the temperature dependent mate-
rial parameters.

3.4.4 LC2: Influence of surface roughness and
confining pressure

In reality, concrete structures (e.g. circular slab of a
footing under lateral confinement at depth) are sub-
jected to loading and their surfaces are not perfectly
smooth as in the simulations above. Therefore, it is
important here to test the combined effect of surface
roughness and radial confinement stress on the crack
pattern and damage induced by the heat shock. More-
over, it is interesting to see the effect of the lateral
confinement as it adds to the compressive stress state
due to temperature gradient. The surface roughness is
accounted for by adding a random perturbation vec-
tor with an average component of 0.25 mm to the y-
coordinates of the mesh surface (upper edge) nodes.
Moreover, a radial initial stress of 5 MPa is applied
gradually (i.e. increasing from 0 to 5 MPa during a
rise time of 0.05 s) before the application of the heat
flux (see Fig. 3a). The simulation results are shown in
Fig. 13.

The combined effect of the surface roughness and
the confining pressure is notable (see Fig. 13). To some
extent, the confinement suppresses cracking at the non-
favorably oriented edges of the ITZs around the aggre-
gates (compare Figs. 11a, c to 13a, b). However, it
should be noted that the results for the crack opening
magnitude distribution in Fig. 13b are plotted in the
undeformed mesh due to heavy deformation of some
of the elements adjacent to the concrete surface shown
in Fig. 13e. This behavior did not affect the compu-
tation due to the explicit solution scheme employed.

Moreover, the isotropic damage parameter approaches
unity at these elements (see Fig. 13c). Consequently,
the nominal stress components at these heavily dam-
aged elements is close to zero, as can be observed in
Fig. 13e, meaning an insignificant contribution to the
internal force vector (17). It can be concluded that a
combination of surface roughness and lateral (to the
heat flux direction) confinement facilitates the thermal
spalling by amplifying the buckling mechanism of the
surface cracks.

It should be noted here that spalling is not predicted
in the simulations above as it appears in reality, i.e.
buckling and ejection of rock chips from the surface.
The main reason is the switching on of the isotropic
damagemodel, which eliminates all the stresses (spuri-
ous and real ones alike) in the element byEq. (14). Con-
sequently, the highly damaged elements cannot bear
any compressive stresses and the buckling, and hence
the ejection of the strip of elements adjacent to the sur-
face is prevented. Another reason is that hygro-thermal
effects, especially the pore pressure, which enhance
the spalling phenomenon, are not accounted for at the
present stage of the model.

3.4.5 LC3

The third load case with the longest heating time and
lowest flux magnitude is applied here. As the heating
time is 1 s, the simulation is carried out with the larger,
10,000-fold mass scaling. The simulation results are
shown in Fig. 14.

With LC3, as the final temperature levels reached
at the surface nodes are considerably lower than those
in previous loading cases, the resulting crack opening
magnitudes in the elements adjacent to the concrete
surface also remained substantially lower than those in
LC2. Nevertheless, there are four elements even here
(adjacent to the surface with r ∼ 7 mm) where the
isotropic damage variable approaches unity. Therefore,
spalling, albeit very local, is predicted here as well.
Moreover, the crack opening magnitudes around the
aggregates are similar or even slightly larger than in
the previous loading cases.

3.4.6 Mesh size effect

The effect of mesh size is tested. For simplicity, the
ITZ and the microcrack distribution are ignored here.
Loading case 2 is applied with the 10,000-fold mass
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Fig. 12 Simulations results for LC2 (100-fold density)without ITZ, initial cracks and temperature dependence of thematerial properties:
Cracks (a) and crack opening magnitude (b) at the end of simulation

Fig. 13 Simulations results for LC2 (100-fold density): Cracks
(a), crack opening magnitudes (undeformed mesh) (b), isotropic
damage variable distribution (c), temperature–time evolution at

the flux nodes (d), radial stress component (deformed mesh) (e),
and temperature distribution (f) at the end of simulation
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Fig. 14 Simulations results for LC3 (10,000-fold density): Cracks (a), crack opening magnitudes (b), temperature–time evolution at
the flux nodes (c),and temperature distribution (d) at the end of simulation

scaling. The simulation results for the original mesh
(16,662 elements with average element size 1 mm) and
for a finer meshwith 39,569 elements (average element
size 0.65 mm) are shown in Fig. 15.

The results with the original and refined meshes
show similar general features but the details deviate
to some extent. The temperature evolutions at the flux
nodes in Fig. 15e, f are reasonably similar. Moreover,
the number of cracks is naturally higher with the finer
mesh, and the details of the crack opening magni-
tude patterns in Fig. 15c, d differ as well. However,
these deviations are not severe enough to disqualify
the results obtained with the original mesh.

3.4.7 Effect of cracking on thermal conductivity of the
bulk material

The final simulation tests the effect of cracking on the
thermal conductivity of the material. For this end, fol-
lowing Willam et al. (2014), an exponential degrada-
tion of the thermal conductivity as a function of crack
opening magnitude is employed as

k (‖αd‖) = k0exp(−g ‖αd‖) (23)

where k0 is the initial value of thermal conductivity
and g is defined in Sect. 2.2. This choice actually syn-
chronizes the degradation of the conductivity with the
traction-separation law in Sect. 2.1. Note also that the
norm of the displacement jump is used in (23) instead
of the history variableαd of the isotropic damagemodel
since, upon crack closure, the thermal conductivity
recovers.

This setting renders the global thermo-mechanical
problemcoupled, i.e. there is two-way informationflow
between the mechanical and the thermal parts. How-
ever, no modifications are needed in the global solution
scheme due to its explicit nature. Simulation results for
LC2 are shown in Fig. 16.

Comparing the results in Fig. 16 to those in Fig. 11,
it can observed that the effect of cracking on thermal
conductivity is considerable. Namely, the temperature
evolution at the flux nodes, solved from Eq. (22), is
now reaching much higher values at the end of sim-
ulation. This can be understood after noting that the
entries of the conductivity matrix in (22) approach zero
as the crack opening increases (in the failed elements).
This leads to a linear temperature evolution, as Eq. (22)
becomes linear with a constant external heat vector.
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Fig. 15 Simulations results for mesh refinement test (LC2,
10,000-fold density) without ITZ, initial cracks and temperature
dependence of the material properties: Cracks with the original

mesh (a), finermesh (b), crack openingmagnitudeswith the orig-
inal mesh (c), finer mesh (d), and temperature–time evolution at
the flux nodes with the original mesh (e) and the finer mesh (f)

The difference in the temperature evolution is natu-
rally reflected in the details of the final failure modes
in Figs. 11c and 16c.

4 Discussion

A mesoscopic numerical method for concrete under
thermal and mechanical loadings based on embed-
ded discontinuity finite elements was developed in this
paper. This approach describes the concretemesostruc-
ture explicitly bymodelling the aggregates as randomly
shrunken and rotated Voronoi polygons. The mortar
and the aggregates were meshed with linear triangle
elements which allows the interfacial transition zones
to be accounted for as strips of weaker elements around
the aggregates. With the chosen first principal stress
(Rankine) criterion, the accommodation of heterogene-
ity is indispensable to have any fracturing in uniax-

ial compression test simulations. This approach is also
suitable to account for the inherent microcrack pop-
ulations in concrete cement matrix as pre-embedded
discontinuities with lowered strengths.

As for the thermal cracking, themodel was designed
to simulate concrete demolition by high intensity, short
duration heat shocks exploiting the thermal spalling
phenomenon. Due to the highly dominating role of the
external heating (heat shock), the mechanical heating
effects were neglected and, consequently, the under-
lying thermo-mechanical problem was solved as an
uncoupled problem. An explicit time marching with
mass scaling was employed for this purpose. Due to the
heavy deformation of the elements during the spalling
stage and almost perpendicular crack orientations in
adjacent elements close to the specimen surface, an
implicit solution scheme would face insurmountable
convergence difficulties. On the other hand, in the
explicit method the mechanical part suffers from the
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Fig. 16 Simulations results for cracking dependent conductivity
(LC2, 100-fold density): Cracks (a), temperature–time evolution
at the flux nodes (b), crack opening magnitude (deformed mesh,

no magnification) (c), and isotropic damage (d) at the end of
simulation

conditional (time step) stability, which is a serious
drawback in thermo-mechanical problems.

In the axisymmetric simulations of a numerical con-
crete plate subjected to local surface heat shocks of
various intensity and duration were tested. However,
spallingwas not predicted in the simulations above as it
appears in reality, i.e. buckling and ejection of concrete
chips from the surface. The main reason is the switch-
ing on of the isotropic damagemodel, which eliminates
all the stresses (spurious and real ones alike) in the
element by Eq. (14). Consequently, the highly dam-
aged elements cannot bear any compressive stresses
and the buckling, and hence the ejection, of the strip of
elements adjacent to the surface is prevented. Another
reason is that hygro-thermal effects, especially the pore
pressure, which enhance the spalling phenomenon, are
not accounted for at the present stage of the model.
Instead of the ejection of concrete chips, spalling was
predicted as highly damaged elements.

Finally, the reliability of the results is addressed. As
alreadymentioned, themechanical part does predict the
realistic failure modes of concrete under uniaxial ten-
sion and compression.Moreover, spalling in the numer-
ical simulations was predicted within the temperature
range of the experiments, i.e. from 430 to 660 ◦C (Liu
et al. 2018). As for the evaluation of spalling depth,
no experiments were available to the author. However,
experiments on granite rock based on a plasma torch
treatment do exist. Mardoukhi et al. (2017) performed
heat shock experiments on Kuru granite with a plasma
torch. In their setup, the plasma torch (with a nomi-
nal power or 50 kW and a jet diameter of 20 mm) was
moved at a constant velocity of 50 mm/s at a distance
6.5 cm over a Kuru granite sample. An example of the
resulting damage patterns is shown in Fig. 17.

In this setup, the heating time of a rock surface
points under the circular jet varied from a negligible
time (at the outer edge) to 0.4 s (at the center), which
is of the same order of magnitude as in the simulations
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Fig. 17 Optical images (under UV light) of a Kuru granite sur-
face before (a) and after (b), and identified cracks/craters before
(c) and after (d), the plasma jet treatment, and the surface of

a specimen in the normal light after the experiment (the arrow
indicates the direction of the movement of the plasma torch, and
the dashed lines in (e) marks the border of the affected zone)

presented here. Figure 17 shows clear damage due to
thermal spalling. The depth of the craters thus induced
ranged from 0.2 to 0.8 mm, which does not deviate
too much from the thickness of the damaged layer in
the present simulations. However, it should be noted
that the Kuru granite has the tensile strength of about
10 MPa, which is more than twice the mortar tensile
strength (3.5 MPa) used here but equal to the tensile
strength of the aggregates (which also failed in some
of the simulations here). Moreover, it should be men-
tioned that the plasma torch gases have a large flow
velocity (about 50–100 m/s at the distance applied in
these experiments),which contributed to the removal of
the loose spalls from the rock surface. Furthermore, the
surface temperatures during the heating or after it were
not determined. It was also impossible to evaluate the
heat flux to the rock surface at the distance of 6.5 cm.
Despite these shortcomings, these experimental results
provide some credibility and qualitative validation for
the present thermal spalling simulations.

Another aspect of the validity of the results concerns
the fact that themesostructure of the numerical concrete
was generated by some random processes (location of
initial cracks and their location, the shrinkage of aggre-
gates and their rotation) and yet only a single sample
was considered. Now, this issue is more relevant con-
cerning the mechanical simulations where stress state
is global and different mesostructures lead to different
details of the failure mode and to deviation of the peak
strength, see Saksala (2018a, b) for an example. How-
ever, the influence of mesostructural architecture is far
less pronounced in the heat shock simulations where
the stress state is more local. Moreover, the numerical
concrete mesostructure was so designed that the area

subjected to the heat flux has all the relevant features
of the numerical concrete. Indeed, there are aggregates
having a common edge with the free rock surface sub-
jected to the heat flux, and aggregateswith only a vertex
touching the heated part of the free surface. Moreover,
there is plain mortar as well as the mortar with initial
cracks on the heated surface. Therefore, as simulations
on different mesostructures did not result in drastic
deviations, it can be concluded that the heat shock sim-
ulation results are representative while the mechanical
test simulations may have deviations in detail, depend-
ing on the particular mesostructure.

5 Conclusions

The present numerical study on the demolition of con-
crete by high intensity, short duration thermal shocks
involved the development of a suitable numerical
approach and its application in both purely mechan-
ical and thermo-mechanical problems. Concerning the
mechanical constitutive tests, the following conclu-
sions on the present approach can be cautiously drawn:

1. The salient features of concrete behavior in uni-
axial compression and tension tests, including the
global pre-peak and post-peak nonlinearities, can
be captured by an embedded discontinuity FEM
model having a linear elastic behavior up to frac-
ture (introduction of a crack) at the material point
level, if heterogeneity description due to aggregates
(modelled here asVoronoi polygons), the ITZ (mod-
elled here as a narrow strip of elementswith lowered
strength around the aggregates) and inherent micro-
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cracks (modelled here as a pre-embedded randomly
oriented discontinuity population) is included.

2. The typical failure modes of low and high strength
concretes can be predicted with the embedded dis-
continuity FEM, having the first principal stress cri-
terion as the crack initiation criterion, when a crack
re-orientation scheme is employed: If the crack nor-
mal is parallel to the first principal direction, high
strength concrete behavior with the multiple axial
splitting mode is realized. When the crack is re-
oriented parallel to the element edge, which is most
parallel to the first principal direction, the typi-
cal shear banding of low strength concrete samples
results.

Concerning theuncoupled explicit thermo-mechanical
solution scheme and its application in simulations of
concrete demolition heat shocks, the following conclu-
sions can be drawn:

1. Due to the quasi-static nature of thermally induced
cracking, themechanical part of the explicit thermo-
mechanical solution scheme is amenable to extreme
mass scaling by which the critical time step can
increase to 100-fold without losing the overall qual-
ity of the solution.

2. The axisymmetric simulations of a numerical con-
crete plate subjected to local surface heat shocks
demonstrated that concrete demolition by short
duration and high intensity thermal jet is a viable
method: In the simulations, the most pronounced
spalling was predicted in the case with 0.2 s of dura-
tion and 2E6W/m2 of flux intensity, with the surface
temperature reaching 600 ◦C.

3. As the present method is able to account for various
environmental conditions, such as the ITZ, inher-
ent microcracks, surface roughness and confining
pressure, it could serve as a tool in the develop-
ment of the thermal shock based concrete demo-
lition techniques, especially after an extension to
include hygro-thermal effects and to genuine 3D
setting.
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Appendix A

The thermodynamic aspects of the model are consid-
ered here. The starting point is the postulation of a free
energy potential. Before that, however, the continuum
mechanics counterparts of Eqs. (1) and (2) are written
in form

u (x) = ū (x)

+M�d (x) αd with M�d (x) = H�d (x) − ϕ (x)

(A1)

ε (x) = ∇s ū (x) − (∇ϕ (x) ⊗ αd)
s

︸ ︷︷ ︸
ε̄(x)

+δ�d (n ⊗ αd )
s

︸ ︷︷ ︸
εδ(x)

(A2)

where ū is the regular displacement, and αd is the
displacement jump over the discontinuity �d . More-
over, (·)s denotes the symmetric part of (·) while ε̄(x)
(x ∈�e\�d) and εδ(x) (x ∈�d) in (A2) are the regu-
lar and irregular (singular) parts of the strain, respec-
tively. In addition, under the infinitesimal deforma-
tion assumption the strain can be additively split into
mechanical and thermal parts by

ε = εm + εθ = ε̄ + εδδ�d︸ ︷︷ ︸
¯̄ε

+εθ (A3)

where thermal strain is εθ=α(θ)(θ − θ0)I (as in Eq.
(14)). Now, the free energy per unit volume for the
present model is defined by (compare to Grassl and
Jirásek (2006); Ngo et al. (2013, 2014)

ρψ (ε, κ, ω, θ)

= 1

2
(1 − ω) (ε − εθ ) : E(θ) : (ε − εθ )

+ψp (κ) + ρc

(
(θ − θ0) − θ ln

(
θ

θ0

))

= 1

2
(1 − ω) (ε̄ − εθ ) : E (θ) : (ε̄ − εθ )

︸ ︷︷ ︸
ψm
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+ ρc

(
(θ − θ0) − θ ln

(
θ

θ0

))

︸ ︷︷ ︸
ψθ

+ 1

2
(1 − ω) ¯̄ε : E (θ) : ¯̄ε + ψp (κ)

︸ ︷︷ ︸
ψd

(A4)

where,ψθ andψm are the thermal and regular mechan-
ical part of the free energy defined for x ∈�e\�d , and
ψd is singular part of the free energy defined for x ∈�d

with ψ p being the “plastic” part governing the soften-
ing at the discontinuity by q = − ∂ψ p/∂κ , where q is
the stress like softening variable in Eq. (8).

Now, the stress–strain relation (14) and the thermo-
dynamic force conjugate to the damage variable, i.e.
the damage energy release rate Y , can be obtained by
the standard procedure as

σ = ρ
∂ψ

∂ε
= ρ

∂ψm

∂ ε̄

= (1 − ω)E(θ) : (ε̄ − εθ ) , Y = −ρ
∂ψ

∂ω

= 1

2
(ε − εθ ) : E(θ) : (ε − εθ ) (A5)

Next, the dissipation inequality for deriving Eq. (10) is
needed. As the model is linear elastic up to fracture, all
the dissipative processes, save the thermal dissipation,
take place in the discontinuity.Hence, under the present
assumption of negligible thermo-elastic effects in the
bulk continuummaterial, the dissipation inequality can
be written as (Ottosen and Ristinmaa 2005)

D = t�d · α̇d − q κ̇ + Y ω̇
︸ ︷︷ ︸

Dm

−q · ∇θ/θ
︸ ︷︷ ︸

Dθ

≥ 0 (A6)

whereDθ is the thermal dissipation with the flux vector
being q = −k∇θ (Fourier’s law), as defined earlier. It
is straightforward to show that the presentmodel fulfills
the dissipation inequality. By the Fourier’s law, the last
term is nonpositive and hence its negation always non-
negative. Moreover, as E is positive definite, Y in (A5)
is always nonnegative. In addition, as ω̇ is always non-
negative by construction, the damage dissipationY ω̇ is
always nonnegative. As for the product q κ̇ , it is clearly
nonpositive for pure softening “plasticity” (h �) as
κ̇ is nonnegative by Eq. (10). Therefore, the negation
of this product is always nonnegative. Finally, the first
term t�d · α̇d is shown to be nonnegative as follows:

t�d · α̇d = (σ·nd) · (
λ̇tnd + λ̇ssgn

(
md · t�d

)
md

)

= λ̇tt�d ·nd+λ̇s sgn
(
md · t�d

)
md · t�d︸ ︷︷ ︸

∣
∣m·t�d

∣
∣

≥ 0

where Eqs. (5) and (10) have been used. More-
over, λ̇t and λ̇s are nonnegative by Eq. (11). Finally,
term t�d ·nd� for all t�d such that φt = n·t�d −
(σt (θ) + q (κ, κ̇)) = 0, sinceσt (θ)+q (κ, κ̇) is always
positive. Thus, the dissipation inequality is fulfilled.

Actually, as the model is formulated analogously to
the associated plasticity models, the mechanical dissi-
pation inequality without damage is automatically ful-
filled by Eq. (10) (Ottosen and Ristinmaa 2005) due
to the convexity of the loading functions. Therefore, it
remains to be shown that these evolution equations can
be derived by the postulate of maximum dissipation.
This is done as follows [see Mosler (2005); Ngo et al.
(2013, 2014)]. The solution for the maximum of the
constraint maximum dissipation problem is equivalent
to the Kuhn–Tucker conditions of the free optimization
problem of the Lagrangian

L (
t�d , q,Y, θ, λ̇t, λ̇s

) = −D + λ̇tφt+λ̇sφs (A7)

from which Eqs. (10) and (11) follow as the stationary
conditions, e.g.

∂L

∂t�d

= − ∂D

∂t�d

+ λ̇t
∂φt

∂t�d

+ λ̇s
∂φs

∂t�d

⇒ α̇d=λ̇t
∂φt

∂t�d

+λ̇s
∂φs

∂t�d

(A8)

∂L

∂q
= −∂D

∂q
+ λ̇t

∂φt

∂q
+λ̇s

∂φs

∂q

⇒ κ̇= −λ̇t
∂φt

∂q
−λ̇s

∂φs

∂q
(A9)

which are Eq. (10). This concludes the thermodynamic
considerations of the present model.

Appendix B

A flow chart for the solution process of the problem of
heat shock induced cracking of concrete is presented
here (Fig. 18).

The stress return mapping is performed by the fol-
lowing update formulae (valid when both φt > 0 and
φs > 0):
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Fig. 18 Flow of the thermo-mechanical solution process

λt,k+1 = λt,k + δλt,k, λs,k+1 = λs,k + δλs,k


λt,k+1 = 
λt,k + δλt,k,
λs,k+1 = 
λs,k + δλs,k

δαI,k+1 = δαI,k + δλt,kn, δαII,k+1

= δαII,k + sgn(t�d · m)δλs,km

δαd,k+1 = δαI,k+1 + δαII,k+1,αd,k+1

= αd,k + δαd,k+1

t�d ,k+1 = t�d ,k − n · E(θ) : (∇ϕ ⊗ δαd,k+1)
sym

κk+1 = λt,k+1 + σs

σt
λs,k+1.κ̇k+1

= 
λt,k+1 + σs

σt

λs,k+1

where the crack opening increments δλt,k and δλs,k are
solved by
Gδλ = F with

G =

⎡

⎢⎢⎢
⎣

n · (n · E (θ) · ∇ϕ) · n+h
+ s


t
∂ϕs
∂t�d

n · (n · E(θ) · ∇ϕ) · m + σs
σt

(h + s

t )

∂φs
∂t�d

m · (n · E(θ) · ∇ϕ) · n
+ σs

σt
(h + s


t )m · (n · E(θ) · ∇ϕ) · m + ( σs
σt

)2(h + s

t )

⎤

⎥⎥⎥
⎦

δλ =
(

δλt
δλs

)
,F =

(
φt

φs

)

After the convergence is reached, i.e. φt(σ k+1,

κk+1, κ̇k+1) < T OL and φs(σ k+1, κk+1, κ̇k+1) <

T OL , the new stress is calculated with Eq. (14).
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