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Abstract Internet search volumes have been success-

fully adopted for time series analysis of different phe-

nomena. This empirical paper evaluates the feasibility

of search volumes in modeling of weekly video game

sales. Building on the theoretical concepts of product

life cycle, diffusion, and electronic word-of-mouth ad-

vertisement, the empirical analysis concentrates on the

hypothesized Granger causality between sales and search

volumes. By using a bivariate vector autoregression model

with a dataset of nearly a hundred video games, only

a few games exhibit such causality to either direction.

When correlations are present, these rather occur in-

stantaneously; the current weekly amount of sales tends

to mirror the current weekly amount of searches. Ac-

cording to the results, search volumes contribute only a

limited additional statistical power for forecasting, how-

ever. Besides this statistical limitation, the presented

evaluation reveals a number of other limitations for use

in practical marketing and advertisement foresight. In-

ternet search volumes continue to provide a valuable

empirical instrument, but the value should not be ex-

aggerated for time series modeling of video game sales.
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1 Introduction

In 2008 the market leader in Internet search, Google,

Inc., launched a web service that provided estimates

for predicting flu trends around the world. Although

the service was later discontinued, it was strongly mo-

tivated by the promising time series results that were

obtained for predicting influenza and other periodic epi-

demics of infectious diseases (Ginsberg et al 2009; Pol-

green et al 2008). While the evaluation work has con-

tinued actively in biology, medicine, and health care

(Gluskin et al 2014; Proulx et al 2013; Zhang et al 2015;

Zhou et al 2013), search engine time series have been

increasingly adopted also for many other predictive pur-

poses, covering such different fields as economics (Dimpfl

and Jank 2015; Vosen and Schmidt 2011), marketing

(Du et al 2015; Rangaswamy et al 2009), ecology (Wilde

and Pope 2013), political science (Reilly et al 2012),

and, rather tellingly, research of scholarship and the

popularization of science (Segev and Baram-Tsabari

2010; Vaughan and Romero-Fŕıas 2014). Although there

is some prior work for modeling product sales with re-

lation to Internet search data (Hu et al 2014), thus far,

time series applications have been limited in empirical

research questions related to the video game industry.

This empirical paper sets to the fill the gap.

The larger background is far from being novel, of

course. The so-called word-of-mouth (WOM) advertise-

ment was actively researched already in the 1960s for

understanding the dynamics related to pioneers, early

adopters, latecomers, and non-adopters (Arndt 1967).

In fact, in all likelihood, purchasing decisions have been
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influenced by communication and social dynamics even

for centuries. The historical emergence of the Inter-

net brought a new letter E to the WOM abbrevia-

tion, nevertheless. Online product reviews, blogs, dis-

cussion boards, social media, and related characteristics

turned the scholarly attention towards specific forms of

electronic word-of-mouth (EWOM) advertisement. Sec-

onded by the fact that search engines continue to dom-

inate the Internet-wide dissemination of information

to consumers, this empirical paper approaches mass-

scale EWOM effects by evaluating whether Internet

search volumes can help at predicting global video game

sales volumes. The theoretical background comes from

the classical product life cycle literature and the sta-

tistically oriented diffusion tradition (Burmester et al

2015; Cox 1967; Dellarocas et al 2009; Chintagunta et al

2009). The evaluation is based on four broad facets.

The paper (1) assesses the underlying theory and

assumptions, (2) verifies methods, (3) evaluates data,

and (4) validates operational requirements for practical

foresight (Piirainen et al 2012). The first two facets are

approached with the concept of precedence, which is

also known as Granger causality.1 Namely, (a) the pri-

mary empirical question is whether the current weekly

volumes of video game sales are affected by the past vol-

umes of Internet searches, or the other way around. The

empirical analysis further (b) evaluates the persistence

of the time series dynamics in the two volumes, (c) ad-

dressing also the effect product launches. Following the

recent time series evaluations in economics and mar-

keting (Choi and Varian 2012; Dimpfl and Jank 2015;

Du and Kamakura 2012), these three questions are ex-

amined with a bivariate vector autoregression (VAR)

model, using a longitudinal dataset comprised of nearly

a hundred video games. Although a brief forecast ex-

periment is carried out to evaluate the fourth facet,

more emphasis is placed on the evaluation of the three

questions that can be also motivated theoretically.

With this evaluation, the paper contributes to the

domain of video game sales modeling in general, and the

subdomain of EWOM research in particular. Besides in-

troducing and evaluating a new and novel source of em-

pirical material for observing EWOM in the video game

industry, the results presented allow also contemplating

about a few practical implications for marketing and

advertisement. In a bigger interdisciplinary picture, the

paper further adds the video game industry to the ap-

1 In this paper, the concept of precedence is understood in
the sense of Granger’s (1988) classical exposition. While the
term Granger causality is often used interchangeably, causal-
ity itself is a much more problematic concept, of course – as
are the related concepts such as exogeneity (here see, e.g.,
Lütkepohl 2005). This terminological disclaimer should be
kept in mind throughout the paper.

plication domains of Internet search volume modeling.

The addition is important in its own right. In contrast

to the globally occurring but seasonal influenza trends,

many variables in the video game industry are directly

controllable by the associated companies, which opens

the door for theoretically more intriguing time series

modeling related to search volumes.

2 Background

The theoretical background can be motivated by rely-

ing on the so-called diffusion tradition, which has been a

prominent interdisciplinary scholarly branch for study-

ing the evolution and propagation of different techno-

logical phenomena (e.g., Chintagunta et al 2009; Cor-

tada 2013; Hewing 2011; Ruohonen et al 2015a). For

the purposes of this paper, the concept of diffusion itself

can be loosely understood as an observable mechanism

via which a phenomenon propagates in a population

through time, eventually reaching a saturation point

and the potential final demise. While this characteriza-

tion provides a large amount of theoretical anchors, the

scope is restricted against the constraints imposed by

time series modeling. For framing the theoretical back-

ground against these constraints, a few preliminary re-

marks should be made regarding the approach adopted.

2.1 Approach

A few exploratory statistical assessments are carried

out for evaluating whether the results vary across some

specific games, but the theoretical focus is still strictly

longitudinal. That is, different cross-sectional abstrac-

tions (such as gaming platforms, genres, franchises, or

geographic markets) are deliberately excluded from the

forthcoming theorizing and empirical analysis.

Moreover, only two observable time series quantities

are used under a weekly sampling frequency: the vol-

ume of video game sales (S) and the volume of Google

searches (G). The specific word volume can be also used

for placing the paper into a specific branch in the extant

EWOM literature (cf. Hyrynsalmi et al 2015; King et al

2014). In other words, the fundamental presumption is

that the mere amount, the volume of global Internet-

wide EWOM, as proxied by G, can help at predicting

global video game sales volumes, as measured by St.

Given this overall expectation, the forthcoming discus-

sion derives six general conjectures for guiding the later

empirical time series evaluation. The term conjecture

underlines that the knowledge about search volumes is

arguably still too incomplete for drawing definite con-

clusions and contesting strict hypotheses. The same ap-
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plies to methodological choices. As Choi and Varian

(2012) argue, Internet search volume modeling is still

an exploratory field, meaning that simple time series

models are preferable for better understanding the ba-

sic correlations and directions for model refinement.

2.2 Motivation

The use of conjectures does not apply to the larger

scholarly background. In particular, there is an ample

amount of empirical evidence for the fundamental as-

sertion that electronic word-of-mouth is correlated with

product sales (for literature reviews see Dellarocas et al

2009; Hyrynsalmi et al 2015; King et al 2014). Also

the electronic commerce research of the video game in-

dustry has progressed rapidly in recent years (Chin-

tagunta et al 2009; Hyrynsalmi et al 2016; Kim et al

2014; Landsman and Stremersch 2011; Marchand and

Henning-Thurau 2013). Thus, a sufficient theoretical

rationale and enough empirical evidence exist for link-

ing search volumes to Internet-wide EWOM, and for

motivating the focus on the video game industry.

Even when limiting the attention to the longitudinal

dimension and the theoretical diffusion tradition, the

video game industry emerges as a particularly interest-

ing case. Consider the vertical and horizontal industry

structures as a brief motivating example.

Although game development may be rapid and agile

for small games released on mobile platforms, the indus-

try has long been segmented further into personal com-

puter (PC) and console markets. This long-standing

horizontal segmentation illustrates the importance of

questions related to “multi-homing”, that is, the de-

velopment (or porting) of games for different gaming

platforms and distribution channels (Hyrynsalmi et al

2016; Landsman and Stremersch 2011). The industry

tends to further exhibit a vertical structure; analogous

to book publishing, for instance, games are typically de-

veloped, published, and distributed by distinct compa-

nies (Williams 2002). As the cumulative adoption rates

among consumers are usually rapid, typically follow-

ing characteristically smooth non-linear trends (Chin-

tagunta et al 2009), different diffusion questions are

present at different levels of the vertical structures. Due

to the horizontal segmentation, the diffusion dynamics

vary also across platforms and distribution channels.

For producers and publishers, respectively, concepts

such as “time-to-delivery” and “time-to-market” im-

ply different schedules and deadlines. In fact, the video

game industry is notoriously famous for different de-

lays and schedule overruns. For better optimizing the

scheduling, a key element is related to better under-

standing of the consumer behavior. In terms of mar-

keting, it can be crucial for correctly approximating

the optimal timing of marketing campaigns, including

the increasingly relevant but typically fixed-period on-

line advertisement “banners” (Chen et al 2016). An

analogous example would be the commonplace infor-

mation disclosure in video game events, including the

premium Electronic Entertainment Expo. Against this

backdrop, it is important to know whether the timing

of new releases affects not only sales but also the large-

scale EWOM in the Internet. In terms of EWOM itself,

the video game industry is particularly relevant due

to the active and predominantly Internet-based gam-

ing community (Jöckel et al 2008). The social aspects

of gaming underline the importance of opinion leaders,

game reviews, different wiki-sites and other community

platforms, modification packs developed by volunteers,

video streaming services, and numerous other electronic

commerce characteristics explicitly or implicitly related

to EWOM and the social propagation of information.

For putting these motivating points into a more

practical context, consider two recent and novel video

games released in 2016, the mobile augmented reality

game Pokémon Go and No Man’s Sky with its algorith-

mically generated content. The latter game was widely

promoted prior to the actual release, which, however,

received largely negative reviews, allowing to question

whether the publicity campaigns were correctly opti-

mized. The former game is also highly illustrative. In

fact, the release of the new Pokémon game was almost

like a stylized textbook example on how to create pub-

licity at a grand scale. However, at the time of writing,

it seems that the global social phenomenon that the re-

lease was able to generate lasted only for a short period.

After release in early July 2016, the adoption peaked

in mid-July, and then started to decay (Suber-Jenkins

2016). This rapid trajectory is a good example on the

diffusion patterns that are typical to video games.

2.3 Diffusion

Theoretically, it can be asserted that video game sales

volumes are driven by the traditional S-shaped diffu-

sion curves, which lead to the classical staged product

life cycle models and their corresponding but varying

marketing premises (Cox 1967; Polli and Cook 1969).

In essence, products are assumed to live through dif-

ferent theoretical stages, such as introduction, momen-

tum, maturity, and the eventual decay. These theoreti-

cal stages are understood to reflect empirically observ-

able growth rate periods, such as acceleration, maxi-

mum slope, and deceleration, which can be derived from

the typical S-shaped curves (Ruohonen et al 2015a).
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Then, the current diffusion stage of a game places con-

straints on the suitable marketing and advertising strate-

gies. The mass of late comers likely needs a different

strategy than the relatively small but rapidly adopting

amount of initial consumers, and so forth.

Most entertainment products, whether movies, mu-

sic, or video games, have only a short life cycle; sales

start to diminish quickly (Burmester et al 2015; Zhu

and Zhang 2010). Also the structure of the video game

industry places constraints on the life cycles. A good ex-

ample would be the continuing polarization into hard-

ware and software segments. While hardware sales may

affect software sales, or the other way around (Chin-

tagunta et al 2009; Kim et al 2014; Landsman and

Stremersch 2011), hardware platforms and their life cy-

cles ultimately restrict also the life cycle of software

products (cf. Marchand 2015). The transition may take

long – as exemplified by the contemporary migration to

the new generation game consoles – but when a plat-

form has finally reached the stage of demise, the prod-

ucts for the platform are unlikely to generate notewor-

thy revenue. Although such long-run scenarios are im-

portant for understanding the evolution of the video

game industry as a whole, the short-run diffusion is

more relevant for the sales dynamics of individual games.
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Fig. 1 An illustration of Video Game Sales Dynamics

Because the life cycles are short, the presumed S-

shaped trends should show maximum growth rates early

on. Indeed, many entertainment industry segments ex-

hibit so-called “big bang dynamics”; sales are strongly

influenced by the performance during the initial launch

period (Dellarocas et al 2009). This effect is best illus-

trated with concrete empirical data. As a motivating

example, consider thus the weekly cumulative sales of

a video game called God of War III. By using a dataset

that is later described in detail, both the S-shaped trend

and the big band dynamics are highly visible in the

illustration shown in Fig. 1.2 While growth was very

2 Although cumulative sales and search volumes are used
for a few illustrations, formal estimation is carried out with
the non-manipulated weekly St and Gt time series.

rapid during the initial few months, in less than a year,

a point of diminishing sales was reached. Also the search

volumes followed a strikingly similar pattern. Given this

general life cycle and diffusion reasoning, the following

three Conjectures C1, C2, and C3 seem reasonable the-

oretically and empirically.

C1 In the context of video game industry, volumes of

sales and searches tend to exhibit only relatively short

time series “memories”, meaning that the statistical

effect of past volumes on current volumes tends to

fade away approximately after a month or two.

C2 The timing of new video game releases affects posi-

tively the weekly volume of video game sales.

C3 New releases tend to peak Internet search volumes.

Also classical (E)WOM presumptions follow. If early

adopters drive the rapidly accelerating early growth

rates in sales, special care should be taken to lure this

segment, which, by hypothesis, propagates the received

information to more hesitant consumers. By further

considering the whole consumer population as a so-

cial network, the propagation of information within the

network typically yields a familiar S-shaped curve (De

Nooy et al 2011). This reasoning further leads to the fa-

mous concept and theory of network effects (Katz and

Shapiro 1985), which not only characterize the positive

influence of an existing user base upon new adopters,

but also extend to the noted industry connection be-

tween hardware and software (Marchand and Henning-

Thurau 2013). Then, in case the social propagation

mechanisms truly are as important as widely believed,

it is also relevant to know whether these mechanisms

tend to precedence sales peaks, or the other way around.

2.4 The Precedence Puzzle

It is not difficult to demonstrate the empirical plausibil-

ity of the correlation between Internet search volumes

and video game sales volumes. Thus, consider another

motivating illustration in the form of Fig. 2. For this

particular game, the two time series, St and Gt, have

followed even surprisingly similar trajectories. Also the

big bang dynamics are again visible; both sales and

searches peaked around the shown product launch for

a particular geographical market.

The diffusion background allows to question the lon-

gitudinal direction of causality, however. It can be ar-

gued, for instance, that the EWOM effects are only

present during the later life cycle stages (see Zhu and

Zhang 2010, who use a four month cut-off point in sales

to dichotomize a game’s state of popularity). It is also

possible to argue with a more fine-grained granularity.
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Fig. 2 Another Illustration of Video Game Sales Dynamics

On one hand, the past amount of Internet searches

may influence the current amount of sales because of

successful marketing and advertisement campaigns. This

potential effect of past search volumes would exemplify

a prevalent characteristic of the entertainment industry;

the commonplace strategy to create sufficient “buzz”

before product launches via product pre-announcements

and related techniques (Hennig-Thurau et al 2015; and

more generally Su and Rao 2010). When interpreted

against the larger life cycle literature, such buzz fab-

rics would also signify the so-called pre-release “shadow

diffusion”, which may foreshadow sales volumes due to

prior adoption decisions and even concrete pre-orders

(here see Burmester et al 2015; and not to be con-

fused with piracy; see Hewing 2011). It is also possible

to argue in favor of the reverse – but not necessarily

contrary – direction of longitudinal causality.

Thus, on the other hand, past sales may affect, ei-

ther positively or negatively, the present EWOM vol-

ume of a game due to consumers’ increased knowledge

about the video game (Situmeang et al 2014). For in-

stance, a blockbuster game is likely to receive attention

also from the latecomers precisely because of the large

amount of past sales. It is also possible that consumers

who have already bought such a game will subsequently

conduct Internet searches for information about the

game – an assumption that has been also known as a

“post-purchase contagion” effect (Hu et al 2014). This

general direction of causality reasoning is also hinted by

the illustration in Fig. 2, which shows that the search

volumes peaked slightly after the sales volumes had al-

ready peaked a week or two earlier.

Finally, keeping in mind the weekly sampling fre-

quency, it is also entirely possible that the current weekly

sales and search volumes are “instantaneously corre-

lated”. These three different alternatives are formalized

in Conjectures C4, C5, and C6, respectively. Unlike with

the earlier three conjectures C1, C2, and C3, the follow-

ing listing carries a more inferential statistical logic.

C4 The past volume of weekly Internet searches made

for a video game tends to either increase or decrease

the current weekly sales volume of the video game.

C5 The past volume of video game sales tends to influ-

ence, either positively or negatively, the volume of

current Internet searches.

C6 In addition to C4 and C5, the current search vol-

ume of a game correlates with the current volume of

sales; the volumes are “instantaneously correlated”.

The six conjectures presented allow to contemplate

about practical foresight value for marketing and adver-

tisement purposes. If C1 and C6 are accepted but C4 is

rejected, for instance, it would seem sensible to recom-

mend that the generation of buzz would be worthwhile

with short-run campaigns. The conjectures also bind

the paper into the larger interdisciplinary research do-

main that has examined the precedence questions re-

lated to Google search data (see, in particular, Dimpfl

and Jank 2015; Hu et al 2014). The answers to the

six conjectures also enlarge the arguably still limited

(Brynjolfsson et al 2010) existing empirical knowledge

regarding the impact of Internet search volumes on dif-

ferent real-world phenomena.

3 Data

The dataset covers 96 video games (see Fig. 3). The

sample sizes vary: T1, T2, . . . , T96 ∈ [21, 279] weeks. No

biases are present towards any specific geographical mar-

ket, platform, or genre. The sampled games range from

big multi-platform Hollywood-style productions, such

as Grand Theft Auto V, to smaller games released for

handheld devices and smartphones. While the sample

size is on the small side for observing the video game

industry in general, the dataset is neither atypical (cf.

Dellarocas et al 2009) nor ill-prepared for time series

analysis. The aspect of quality, rather than quantity,

is reflected in the weekly sampling frequency, which al-

lows to observe the short-run dynamics present in the

postulated conjectures. Care was also used during the

data collection in late January 2016.

3.1 Data Sources

Two sources were used for data collection to obtain

the variables of interest. First, release information and

global weekly sales statistics were obtained from the

business intelligence company VGChartz, Ltd. (2016).

In general, the data covers also retain channels, ex-

cluding pre-orders. The company obtains these statis-

tics with regular polls from both consumers and retail
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partners. The polls are accompanied with statistical

robustness evaluations and checks against data from

other tracking firms and vendors’ shipment statistics.

The company’s sales statistics have been also frequently

used in recent empirical research (Kim et al 2014; Marc-

hand 2015; Situmeang et al 2014), which, in general,

raises the overall confidence over the validity and relia-

bility of the data for research use.

The observed dataset was not constructed by ran-

dom sampling of games. After all games with weekly

sales statistics were retrieved, the sample was then re-

duced according to suitability for time series analysis.

A large number of games had to be excluded due to in-

sufficient number of weekly sales statistics. A minimum

of twenty weekly observations was used as the crite-

rion for inclusion in the sample. This choice is close to

the absolute minimum that is required for time series

analysis in general.

Second, the standard online trend service of Google,

Inc. (2016) was used to obtain the weekly search vol-

umes. Rather than seeking for generality (cf. Vaughan

and Romero-Fŕıas 2014), less ambiguous data (cf. Drake

et al 2012) was sought by querying each game from the

Google’s trend service with the exact same name pro-

vided by VGChartz, Ltd. (2016), further enclosing the

names with quotation marks.3 This choice also allows

reproducing the dataset.

As the obtained sales data refers to worldwide pur-

chasing statistics, also the search trends were specified

with a global scope. Again a number of games had to

be excluded due to the unavailability of search data,

which is explained by the insufficient global search vol-

ume. To maintain the weekly sampling frequency, also

those games were excluded for which Google provided

only monthly statistics. Finally, a few games had to be

further excluded because of their names, which were too

general to be adequately represented by search engine

trends. These exclusions are subjective but sensible, in-

cluding such games as Cars, Grid, Game of Thrones, In-

fected, Skate, Robots, Gun, Pure, Rock Band, Cather-

ine, Hannah Montana, Madagascar, NBA, and Gret-

zky NHL. Already a visual evaluation reveals that the

search trends for these few games cannot have been

fully generated by people specifically searching for these

3 A few details are also worth remarking. First, Google
defines some characters (such as the plus sign) invalid; these
were omitted from a few names. Second, release information
(see Section 3.2.2) was also queried with the same strategy,
and, hence, special editions and other non-standard release
types are counted as separate games insofar these carry differ-
ent names. Third, the platform-specific releases of a few out-
liers (notably, Super Mario Bros.) are classified by VGChartz,
Ltd. (2016) as separate games, although these are collapsed
into one composite for most other sampled games.
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broadly entitled video games, especially when further

reflected against the release dates and sales trends.

3.2 Operationalization

The dataset contains two continuous time series vari-

ables and two deterministic dummy variables. A few

remarks should be made about the operationalization

of both variable types.

3.2.1 Continuous Variables

The data collection procedure ensured full synchroniza-

tion between St and Gt. In other words, the two data

sources share the same calendar time continuum; the

seven day sampling frequency starts from the 26th of

December 2004 and ends to the 26th of December 2015

for both sources. Unlike with some related research

problems (Segev and Baram-Tsabari 2010; Vosen and

Schmidt 2011), there is no need for calendar time ag-

gregation into monthly or annual frequencies. Yet, there

exists a tricky problem of missing values in the weekly

sales statistics of many sampled games. That is, an

imaginary vector of raw sales might look like

[NA, . . . ,NA, . . . ,Si,NA,Si+2,Si+3,NA, . . . ,NA]′, (1)

where the symbol NA denotes a missing value. Plain

dropping of the missing values is not a plausible option

because the resulting time series would be irregular in

calendar time.

Rather than excluding observations, the problem is

solved, for each game separately, (a) by first restricting

the estimation period to the period between the first

and the last available non-missing weekly time point.

This reduction would result [Si,NA,Si+2,Si+3]′ for the

example vector (1). Then, (b) the remaining missing

values are interpolated using a cubic spline approxima-

tion (for splines and interpolation see, e.g, Hastie et al

2011). If Si = 1 and Si+2 = Si+3 = 3 in the example

vector, a value 2.333 would be used for the single miss-

ing value, for instance. It was also necessary to (c) ex-

clude the games that required more than a year of inter-

polation approximations. Finally, keeping in mind the

supposedly non-linear diffusion dynamics of the weekly

sales volumes, (d) in case the cubic spline technique re-

sulted negative values, these were replaced with zeros

because negative sales are impossible.

While the exclusion threshold of 52 interpolated ob-

servations is arbitrary in the case (c), it is arguably

sufficient to ensure decent approximations. It can be

also remarked that without the criterion, there would

be prohibitively long periods for interpolation. For in-

stance, VGChartz, Ltd. (2016) provides a period from

circa November 2006 to May 2007 for the game Gears of

War. This period contains three missing values, which

are all robustly enough interpolated by the cubic spline

technique. Yet, the source provides a further small pe-

riod of data that dates to circa September 2015. Clearly,

interpolating the long gap in-between would be too long

for the present purposes.

Finally, Google, Inc. (2016) only provides indexed

search volumes at the range from a zero to hundred,

the maximum value corresponding with the highest rel-

ative number of searches in an unknown time interval.

As is well-understood, this indexing makes it impos-

sible to deduce about the actual absolute amount of

searches (Curme et al 2014; Reilly et al 2012; Segev

and Baram-Tsabari 2010; Vaughan and Romero-Fŕıas

2014). The maximum value 100 might refer to a few

thousand searches, or it might denote a few hundred

million searches – or even more. This general limitation

should be kept in mind when interpreting the empiri-

cal results, although it does not affect the statistical

computations as such.

3.2.2 Deterministic Variables

In general, the construction of suitable release proxies is

difficult because video games are typically released for

different geographical markets at different times, and

these release timings often further vary according to

video game platforms (Chintagunta et al 2010). Some-

times there may even be a decade in-between the initial

releases and the release of later versions ported to new

video game platforms. For instance, Ridge Racer was

released for Playstation in 1994, which was much later,

in 2004, followed by a release for Playstation Portable.

Analogous historical multi-platform scenarios are ap-

proximated constructing three dummy-variables of the

following form:

dit =

{
1 for any platform-specific release at t

0 otherwise
, (2)

given i ∈ {U.S.,Europe, Japan}. Because the resulting

vectors may be identical for some games due to the

same release dates across the three continents, the three

variables were further collapsed into a single

dt = max{dU.S.,t, dEurope,t, dJapan,t}. (3)

Holiday seasons are important for video game sales

in all three continents (Harada 2007; also Chintagunta

et al 2009; Kim et al 2014). To proxy the supposedly

most important holiday season for video games sales,

the Christmas week is controlled with

ct =

{
1 if the 24th of December is at week t

0 otherwise
. (4)
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It should be noted that ct likely proxies only a small

portion of Christmas sales. While longer effects have

been considered (for instance, Marchand 2015 defines

ct = 1 for a period between October and December),

the operationalization in (4) is justified in the present

context due to the relatively short length of some ob-

served time series (see Fig. 3). A further remark should

be made also about the geographic dimension.

In theory, it would be relevant to model particu-

larly the EWOM dynamics through the geographical

diffusion from a continent to another. For instance, a

new release in the U.S. likely increases EWOM volume

in the North America, which likely also increases elec-

tronic word-of-mouth volume in Europe even when the

corresponding European release would not have yet oc-

curred. Nevertheless, the use of the collapsed (3) is jus-

tified because of the global scope of both St and Gt,

and because the geographical release timings have of-

ten been outside of the observed period due to the un-

availability of data even after the interpolation. The au-

toregressive estimation strategy also reduces the sam-

ple sizes, which may further push the Christmas week

or the global release dates outside of a given estima-

tion sample. Moreover, an analysis with specific geo-

graphic markets faces additional data collection chal-

lenges, which can be at least partially remedied by op-

erating at the global scale.

4 Methods

Estimation is carried out for each game separately by

using a bivariate VAR model. Computation is carried

out with an R implementation (Pfaff 2008), which fol-

lows closely the exposition and implementation (JMulTi)

of Lütkepohl (2005) and associates. The forthcoming

discussion outlines the basic methodology.

4.1 Model

The primary estimation methodology is based on a bi-

variate vector autoregression model, possibly augmented

with the two deterministic variables. The estimated pth

order vector autoregressions are algebraically simple:

xt = u +

p∑
i=1

Aixt−i + b1ct + b2dt + et, (5)

where xt is a two-dimensional vector comprised of the

two observed (endogenous) time series, u is a vector of

intercepts, A1, . . . ,Ap are coefficient matrices, b1 and

b2 are coefficient vectors for the two (exogenous) deter-

ministic variables in (4) and (3), respectively, and et is

a residual vector. The model is a “vector regression” be-

cause there are two dependent (endogenous) variables

with their own “mirror image equations”. The model

is also autoregressive because both of these equations

contain lagged values of the dependent variables on the

right-hand sides. If p is moderate, the recent past ex-

plains the near future.

It should be emphasized that the representation in

(5) is a little misleading because either b1ct or the term

b2dt =

[
β1,2

β2,2

] [
dt
dt

]
(6)

is excluded in case the two dummy variables record no

values besides zero. Moreover, if ct equals dt for all t,

only one of the variables is included. As this multi-

collinearity case occurs for one game, the one included

variable proxies the combined release and Christmas

effects in this case.

In general, the residual vector is assumed to contain

zero-mean error processes that are independent and

normally distributed with a positive-definite variance-

covariance matrix V. In other words, E(ete
′
t) = V and

et ∼ N(0,V), where 0 is a vector of zeros As such,

there is also nothing unusual in the basic time series

premises: (a) the model is linear in the parameters that

are (b) constant over time, while the (c) error terms are

normally distributed (d) without serious time depen-

dencies (Hendry and Juselius 2001). These are all con-

ventional time series premises translated to a multivari-

ate context. In general, as a prior-analysis expectation,

all but (c) seem reasonable assumptions; non-normality

is to be expected due to the presumed non-linear diffu-

sion dynamics.

4.2 Precedence

To see more clearly why the model is called a vector

autoregression, consider the simplest case with p = 1,

such that only the first lags, St−1 and Gt−1, are used

on the right-hand sides. By further omitting the de-

terministic variables for brevity, unpacking the matrix

notation yields[
St

Gt

]
=

[
µS

µG

]
+

[
α11,1 α12,1

α21,1 α22,1

] [
St−1

Gt−1

]
+ et, (7)

where [µS, µG]′ is the intercept vector u in (5) and

et =

[
εS,t

εG,t

]
∼ N

([
0

0

]
,

[
υ11 υ12

υ21 υ22

])
(8)

with positive variances (υ11 > 0 and υ22 > 0). If the

second right-hand term in (7) is multiplied out, that is,

A1xt−1 =

[
α11,1 St−1 +α12,1 Gt−1

α21,1 St−1 +α22,1 Gt−1

]
, (9)
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it is better seen that the lagged value Gt−1 does not in-

fluence St when α12,1 = 0, and the other way around in

case α21,1 = 0. The same generalizes to higher orders.

In fact, Granger causality has a simple intuitive mean-

ing in the context. If α12,1 = α12,2 = · · · = α12,p = 0 for

the VAR(p) process in (5), the second series does not

Granger cause the first series (Lütkepohl and Reimers

1992). That is to say, each A1, . . . ,Ap would be lower-

triangular, the upper-right corner being zeros.

This longitudinal causality reasoning provides means

for evaluating C4 and C5. Testing is carried out with

conventional F -tests by comparing the corresponding

unrestricted and restricted models. The third Conjec-

ture C6, in turn, can be examined by evaluating whether

υ12 = υ21 = 0 in (8), and analogously for higher order

processes. Thus, in essence, the residual vectors εS,t and

εG,t must be uncorrelated for no instantaneous effects

between the variables (Lütkepohl 2005). A thousand

bootstrapped computations are further used to derive

the associated p-values by using the routine provided

in the implementation (Pfaff 2008). Finally, it should

be emphasized that the bivariate vector autoregression

model is generally estimated equation-by-equation with

ordinary least squares. By implication, unless either C4

or C5 is rejected, or both are, the bivariate model is

not identified in the sense that the two series could be

uniquely represented in a single system of equations.

4.3 Stability

The foremost estimation requirement is the stability of

the autoregressive process. The most straightforward

violation occurs when some of the included time series

are not stationary, meaning that their mean and vari-

ance do not remain constant over the observed period.

To test the stationarity requirement, univariate per-

series testing is possible with the conventional applied

tools (Ruohonen et al 2015b), which have been also used

to assess stationarity requirements in Internet search

volume modeling (Zhang et al 2015). The multivari-

ate VAR context permits also somewhat easier – or at

least more “ergonomic” – stationary testing (Juselius

2006). A commonly used testing technique is based on

a matrix decomposition in the form of a so-called com-

panion matrix (for technical details see B̊ardsen et al

2005; Juselius 2006; Lütkepohl 2005). This technique is

also sufficient for the present purposes: the stability of

the models is evaluated by observing the eigenvalues of

the companion matrix. Then, in essence: if all observed

series are stationary, a VAR(p) process is stable, and all

eigenvalues are inside or on the unit circle. This stabil-

ity requirement is easy to evaluate visually by simply

plotting the associated eigenvalues, subsequently mod-

ifying the plot by adding a circle with a radius of one.

4.4 Order Selection

Determining the optimal order can be tricky. Besides

the theoretical problems associated with interpreting

C1 against the integer p in (5), the order selection af-

fects most of the statistical assumptions, including the

stability requirement. Moreover, the order selection ques-

tion exposes a problem of overparametrization; a large

p leads to a large number of parameters to be estimated.

As can be deduced from (9), the number of estimated

parameters can escalate also in small bivariate vector

autoregressions. Parsimonious small models are also de-

sirable for interpretation (Dellarocas et al 2009). Fortu-

nately for applied work, there are numerous statistical

ways to determine the order of a VAR(p) process.

It is possible to consider, for instance, theoretical

plausibility, sequential tests of parameter restrictions,

forecast performance, cointegration tests, comparisons

with simulations, tests for remaining autocorrelation,

and different information criteria measures (Athana-

sopoulos et al 2011; Lütkepohl 2005). Although the sole

use of information criteria metrics has been observed to

perform poorly (Athanasopoulos et al 2011), the order

selection is done automatically according to a routine

(Pfaff 2008) that uses the Bayesian information crite-

rion (BIC) for selecting the order. That is, in essence,

the order p corresponds to the VAR(p) model that has

the smallest BIC. The rationale to prefer this BIC selec-

tion is practical: fine-grained decision making is difficult

because it is not plausible to carefully (manually) eval-

uate each estimated model separately. It should be also

remarked that the orders were determined prior to the

inclusion of the two deterministic variables. As noted

also in Section 3.2.2, this choice is necessary because a

large selected order may result a zero-valued ct or dt.

4.5 Diagnostics

Numerous diagnostic checks are frequently used in ap-

plied VAR modeling (B̊ardsen et al 2005). Two sta-

tistical tests are sufficient for the purposes of this pa-

per. Namely, the absence of remaining autocorrelation

is evaluated with the so-called Portmanteau test, while

the Jarque-Bera test is used to assess the normality

assumption. Both are multivariate generalizations of

the original tests (Pfaff 2008; for details see Lütkepohl

2005). That is, the latter evaluates whether et is nor-

mally distributed, whereas the former is used for assess-

ing that the residuals are not correlated with the past
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residuals. A brief forecast experiment is also carried out

to reassess the results from the precedence tests.

The within-sample forecasting experiment is done

by predicting the month-ahead weekly sales, using the

last four weeks in a given series as the forecasting target.

Rather than seeking good forecasting performance in

general, the interest is to compare the predictions with

unrestricted VAR(p) models to the predictions done

with models in which C4 is restricted to false. In other

words, the familiar restriction α12,1 = · · · = α12,p = 0

is approached from a more practical foresight perspec-

tive; when the performance improves, Gt−1, . . . ,Gt−p
are arguably worth retaining, irrespective of statisti-

cal significance. This said, the evaluation of forecasting

performance is often no easier than evaluation based

on statistical significance. To compare the two types of

models, the mean absolute error (MAE) can be used; in

the present setting, MAE is defined as the monthly av-

erage of the absolute difference between the predicted

and actual sales in a four week period. While the met-

ric carries limitations, as does inference with statistical

significance, it is sufficient for the present purposes.

5 Results

The results are presented in two steps: model specifica-

tion precedes the evaluation of the six prior conjectures

of interest. The actual evaluation is carried out by fo-

cusing on the results that can be said to characterize

most of the games in the dataset.

5.1 Specifications

The formal estimation can be started by examining the

order selection with the Bayesian information criterion.

Because the sample sizes vary from a game to another,

the selection can be approached by restricting the max-

imum process order to five and ten. According to the

summary in Table 1, this restriction is unnecessary for

most games, however. In other words, a relatively short

order of p ≤ 4 is selected for many games, which trans-

lates to a month of past information or less. For a few

games, however, even a VAR(10) process is indicted by

the BIC selection, which, in general, signals that the

bivariate processes do not fit well to all games. The

foremost suspect is stationarity.

Surprisingly, however, the supposedly non-linear dy-

namics in the strongly decaying sales volumes, in par-

ticular, do not translate into notable stability problems

in the bivariate processes. A possible explanation re-

lates to the large early sales amounts (see Table 2). In

other words, the big bang dynamics are highly visible:

the early weeks are crucial for the overall sales perfor-

mance; on average across games, the first three weeks

amount to about twenty percent of all sales in the sam-

ple. These short early fluctuations may not be enough

for forceful non-stationarity to emerge, especially since

the later growth rates generally decay in a rather stable

manner with small increments.

Table 1 VAR(p) Orders (BIC selection, no. of games)

Order

1 2 3 4 5 6 7 8 9 10

Max p = 5 33 27 9 8 19 – – – – –
Max p = 10 26 21 6 3 3 5 6 3 8 15

Table 2 Share of Early Sales (% of total absolute sales)

Min Max Mean Std. Dev.

The first week (S1) 0.6 45.5 11.2 11.6
The second week (S2) 0.2 19.4 6.0 4.4
The third week (S3) 0.0 13.9 4.9 3.5

The stability observation is illustrated in Fig. 4 by

plotting the (complex) eigenvalues of the companion

matrices under three different specifications. The best

specification is at the middle. That is, only one eigen-

value is outside of the unit circle.

The first two plots, (a) and (b), refer to the fit-

ted VAR(p ≤ 5) models with and without (4), respec-

tively. It is evident that the Christmas holiday dummy

variable slightly increases the instability of the pro-

cesses. A likely statistical reason relates to the fact that

many games are deliberately released around Christ-

mas. When the deterministic Christmas effect is omit-

ted, which seems reasonable, the p ≤ 5 restriction re-

sults stable processes for all but one outlying game,

Tetris DS. The modulus of the associated eigenvalue

is 1.074 for this outlier, which is problematic but not

overly large. While there are also a few borderline cases

in terms of stationarity (cf. Juselius 2006), the majority

of the points remain rather neatly within the unit circle.

The same conclusion does not apply when (4) is omit-

ted but the maximum order is raised to ten, as clearly

seen from the last plot (c) in Fig. 4. Thus, the remain-

ing evaluation is carried out by excluding the Christmas

effects for all 96 bivariate VAR(p ≤ 5) processes.

The p ≤ 5 restriction contributes to the presence

of some remaining autocorrelation in some of the es-

timated models, however. This can be seen from the

summary in Table 3, which tabulates the relative per-

centage share of games for which the two discussed di-
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Fig. 4 Eigenvalues of three VAR specifications

Table 3 Diagnostics Checks (% of rejections at 5 % level)

AR(p+ 1) AR(p+ 5) AR(p+ 10) Normality
78.1 % 56.2 % 28.1 % 78.1 %

Specification: VAR(p ≤ 5), (4) omitted

agnostic checks (see Section 4.5) resulted p-values less

than 0.05. That is, the table shows the relative share of

rejections for the null hypotheses of no remaining au-

tocorrelation and multivariate normality. As expected,

the latter is also problematic; only about 22 % of the

models accept the null hypothesis of normality. Never-

theless, it is also worth emphasizing that the remaining

autocorrelation effects decline rather fast. While for 75

games the first lag after the VAR order is problematic,

only a few models would benefit from the generally un-

stable high-order VAR(p ≤ 10) specification.

In general, the autocorrelation and other potential

statistical problems presumably reduce the forecast ac-

curacy for many games. Because the stability require-

ment is satisfied with the preferred specification (put

aside the single outlier out of 79), sufficient fits are

available for trying to answer to the six conjectures of

theoretical interest.

5.2 Evaluation

The BIC-based selection tentatively supports the first

Conjecture C1 even with the longer p ≤ 10 restriction

(see Table 1). The illustration in Fig. 5 allows to also

conclude that Conjectures C2 and C3 attain sufficient

but approximate support. The shown information refers

to the per-game estimates for the β1,2 and β2,2 coeffi-

cients from (6). For the 60 bivariate models to which (3)

could be included, most of the coefficients have positive

signs. The magnitudes are also relatively high particu-

larly for the Internet search volumes. Thus, when com-

pared to the normal weeks without new game releases,

the release weeks tend to generally exhibit higher sales

volumes and larger amounts of Internet searches.
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Fig. 5 Release Effects (p ≤ 5 without Eq. 4)

The two precedence assumptions fail to realize. A

half of the decision making material is summarized in
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For approximately 59 % of the games, MAE is smaller for the restricted VARs
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Fig. 7 Four Sales Forecasts with Restricted and Unrestricted VAR(p ≤ 5) Models (month-ahead)

Table 4 Precedence Tests (% of rejections at 5 percent level)

Conjecture %
C4 vs. H0 : α12,1 = · · · = α12,p = 0 20.8 %
C5 vs. H0 : α21,1 = · · · = α21,p = 0 13.5 %
C6 vs. H0: no instantaneous effect 45.8 %

Specification: VAR(p ≤ 5), (4) omitted
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Fig. 8 Residual Correlations (p ≤ 5 without Eq. 4)

Table 4. According to the numbers on the first two

rows, on average, Granger causality between the two

variables cannot be used to generally characterize the

whole dataset. Only for a minority (21 %) of games,

Gt−1, . . . ,Gt−p influences St according to the reported

F -tests. The reverse applies even for a smaller minority.

On the other hand, the instantaneous effects be-

tween St on Gt apply to about 46 % of the sampled

games. These instantaneous effects are shown also in

the lengthy range [−0.95, 0.93] for the correlation coef-

ficients between the residual series εS,t and εG,t. From

the 96 per-game correlations shown in Fig. 8, about

48 % are significant at 5 % level. The formal test re-

sults in Table 4 are in accordance with the amount.

A brief evaluation of the forecasting performance

supports these observations. The other half of the ma-

terial can be thus presented in the form of Fig. 6. The
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foremost conclusion is the small divergence between

the mean absolute errors from the full VAR(p ≤ 5)

models without Christmas effects and the correspond-

ing restricted models without Gt−1, . . . ,Gt−p on the

right-hand sides. While the restricted models exhibit

slightly better performance, there are also many ex-

ceptions to both directions. For instance, one visible

outlier (marked with an arrow in Fig. 6), shows much

worse performance with the full unrestricted specifi-

cation. This small detail is further illustrated in the

upper-right plot of Fig. 7, which indicates that a short-

run fluctuation in the search volumes affected the sales

forecasts, although the actual sales continued to follow

the stable path in the month-ahead forecast window.

The upper-left side plot exemplifies a contrary case.

All in all, only modest performance gains are avail-

able with the additional information from search vol-

umes. This said, it should be emphasized that not all

of the forecasts are bad as such. As exemplified by the

bottom-right plot in Fig. 7, for some games, there are

visible instantaneous effects between the two volume

series, and these can also reduce the forecast mean ab-

solute errors. These observations lead to a further ques-

tion about whether the generally weak support for the

precedence puzzle is specific to some particular games.

5.3 Assessments

A few assessments can be computed for a brief eval-

uation of whether the sample characteristics vary ac-

cording to the results for the three Conjectures C4, C5,

and C6 for which formal statistical tests are available.

By classifying the games to binary categories according

to whether these pass the precedence tests (see Table 4),

it is possible to quickly evaluate whether the per-game

time series lengths and absolute sales amounts vary.

The results from the computation are shown in Table 5.

The numbers on the first row indicate that there are

some differences between the length of the time series

particularly in terms of Conjecture C5. That is, the me-

dian time series length (T ) is higher among those games

for which past sales volumes tend to affect the current

search volumes. Interestingly, the contrary does not ap-

ply as strongly. When turning to the second row, it is

also evident that absolute sales amounts are higher for

games that support C5 and C6. Although it should be

kept in mind that the per-game absolute sales amounts

vary according to T , these observations might be used

as weak evidence for justifying a further assertion that

particularly sales volumes of well-selling or blockbuster

games may affect Internet search volumes, but not nec-

essarily the other way around.

There seem to be no clear cross-sectional groupings

behind the results, however. Consider thus Fig. 9, which

shows the about 21 and 14 percent of games that sup-

port C4 and C5, respectively (see also Table 4). For

instance, on the left-hand side, there are games for mo-

bile and console platforms, relatively old games (such

as MotorStorm and Twisted Metal: Head On) and more

recent games (including Witcher 3 and Far Cry 4). In

particular, the results do not seem to vary systemati-

cally across the observed per-game calendar time peri-

ods. The observation is interesting because search en-

gine technologies and people’s use of search engines

have both evolved from the mid-2000s when the ob-

served Twisted Metal game was released.

On both sides, there are also games that represent

wildly different genres, ranging from racing games and

so-called first-person shooters to the music and fitness

genres. The situation becomes more complex by mak-

ing a further breakdown in terms of the support for the

instantaneous effects (C6). However, it is again easy to

pinpoint different contradictions between the two list-

ings in Fig. 10. For instance, the results are not uniform

across some game franchises, including Far Cry 3 and 4

as well as Battlefield 3 and 4. As with the earlier prece-

dence results (see Fig. 9), no uniform pattern can be ob-

served in terms of the per-game calendar time periods.

Although a more thorough statistical analysis would

be required for a definite answer, it can be summarized

that conventional cross-sectional abstraction may not

be enough for explaining the diverging results across

the observed video games.

6 Discussion

This empirical paper evaluated the potential of Internet

search volumes for time series modeling of video game

sales. By framing the forthcoming summary to the four

specified evaluation facets related to theory, methods,

data, and practice (Piirainen et al 2012), the remainder

of this paper first summarizes the key empirical results

against the specified six conjectures and the existing

literature. The summary is followed by a few brief notes

about managerial implications and research limitations.

6.1 Summary of Results

The results are summarized in Table 6. Most impor-

tantly, the dual precedence assertions, C4 and C5, are

both rejected for the majority of games. Search volumes

do not seem to generally Granger-cause video game

sales volumes. The reverse applies to even fewer games.
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Table 5 Sample Characteristics According to Conjectures

Gt Granger-causes St St Granger-causes Gt Instantaneous effects

Yes (C4) No (vs. C4) Yes (C5) No (vs. C5) Yes (C6) No (vs. C6)

Median T 42.5 47.5 54.0 44.0 47.5 44.0

Median
∑T

t=1 St 2834164.1 2936695.4 3919701.8 2772403.9 3603660.2 2748239.0

Specification: VAR(p ≤ 5), (4) omitted

Search volumes

Granger−cause

sales volumes (N = 20)

Sales volumes

Granger−cause

search volumes (N = 13)

Twisted Metal: Head On

Midnight Club 3: DUB Edition
Monster Hunter Freedom

The Legend of Zelda: Twilight Princess
MotorStorm

Mario Kart Wii

Call of Duty: Modern Warfare 2
God of War III

Red Dead Redemption
Call of Duty: Black Ops

Zumba Fitness
Pokemon Black Version

Call of Duty: Modern Warfare 3
Call of Duty: Black Ops II

Far Cry 3
Tomb Raider

Minecraft: Xbox 360 Edition

Super Smash Bros. for Nintendo 3DS
Far Cry 4

The Witcher 3: Wild Hunt

(2005 − 2005)

(2005 − 2006)

(2005 − 2006)

(2006 − 2007)

(2007 − 2008)

(2008 − 2013)

(2009 − 2010)

(2010 − 2011)

(2010 − 2011)

(2010 − 2011)

(2011 − 2013)

(2011 − 2011)

(2011 − 2012)

(2012 − 2014)

(2012 − 2013)

(2013 − 2013)

(2013 − 2015)

(2014 − 2015)

(2014 − 2015)

(2015 − 2015)

Ridge Racer
Spider−Man 2

Nintendogs
New Super Mario Bros.

Super Smash Bros. Brawl
Mario Kart Wii

Assassin’s Creed II
Halo: Reach
Battlefield 3

Just Dance 4
Youkai Watch

Titanfall
Mario Kart 8

(2004 − 2006)

(2004 − 2005)

(2005 − 2009)

(2006 − 2011)

(2008 − 2009)

(2008 − 2013)

(2009 − 2010)

(2010 − 2011)

(2011 − 2013)

(2012 − 2013)

(2013 − 2014)

(2014 − 2014)

(2014 − 2015)

Fig. 9 Breakdown by Precedence Effects (observed calendar time periods in parenthesis on left and right of the groupings)

At first glance, the conclusion may appear as some-

what disappointing for the question of using Google

search data for modeling sales volumes of video games

in general. Because C6 can be partially accepted – there

are often instantaneous effects – this line of thought is

slightly unwarranted, however. For many games, the

two series are strongly correlated, following rather sim-

ilar short-run trends, but these correlations largely oc-

cur contemporaneously. Therefore, when predicting the

weekly sales volumes in the video game industry, the

results rather bespeak for a simple univariate autore-

gressive model that utilizes the current search volumes

as an exogenous right-hand side variable.4 By possi-

bly further augmenting such a model with moving av-

erages or other time series properties, a classical time

4 To clarify, a simple leading indicator model (Choi and
Varian 2012), St = µ+

∑p
i=1 αi St−i +β1 Gt +β2dt + εt could

be used as a simple benchmark model for the VAR models,
among other algebraic variations of the equation. Another op-
tion might be to investigate the effect of deterministic trend
functions in the VAR specifications. Such models should be
further benchmarked against the common (Chintagunta et al
2009; Ruohonen et al 2015a) non-linear diffusion models. Fi-
nally, it should be remarked that predicting a game’s later
life cycle may not be a realistic scenario in practice. There-
fore, further empirical experiments are required for forecast-
ing time periods that are closer to video game release dates.

series path would be readily available for further im-

provements (for related models see Du and Kamakura

2012). Model benchmarking is also one plausible option

for further empirical research.

While the generalizability of the results to other ap-

plication domains is limited, some of the findings are

in line with the existing literature. In particular, the

estimated models support the observation that lagged

sales may have only a limited impact current search

volumes (Hu et al 2014). There are also some signals in

the literature for instantaneous effects between domain-

specific time series and Google search volumes. For in-

stance, lagged search volumes have been considered but

still ultimately omitted, often without explicit evalua-

tion (Choi and Varian 2012; Ginsberg et al 2009). Al-

though instantaneous effects have been observed previ-

ously also under a comparable time series setup, it is ap-

parent that also past search volumes may improve pre-

dictions in some applications (Dimpfl and Jank 2015).

Thus, it is important to emphasize that the results ap-

ply only to the observed video games, and, moreover,

there are also many exceptions to this conclusion.

In fact, over a half of the games seem to exhibit

no forceful instantaneous effects either. What is more,

forecasting performance of sales with the VAR mod-
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No instantenous

 effects (N = 52)

Instantenous

 effects (N = 44)

Super Mario 64 DS
Dynasty Warriors

Ridge Racer
Asphalt: Urban GT

Tiger Woods PGA Tour
Twisted Metal: Head On

WipEout Pure
Nintendogs

Big Brain Academy
Midnight Club 3: DUB Edition

Call of Duty 2
Monster Hunter Freedom

The Elder Scrolls IV: Oblivion
Metroid Prime Hunters

Tetris DS

Cooking Mama
Mario Party 8

The Legend of Zelda: Phantom Hourglass
Call of Duty: World at War

Mario & Luigi: Bowser’s Inside Story
EA Sports Active

Uncharted 2: Among Thieves
Call of Duty: Modern Warfare 2

Assassin’s Creed II
Halo: Reach

Call of Duty: Black Ops
Michael Jackson: The Experience

Zumba Fitness
NBA 2K12
Battlefield 3

Call of Duty: Modern Warfare 3
Zumba Fitness 2

NBA 2K13
Just Dance 4

Assassin’s Creed III

New Super Mario Bros. U
Far Cry 3

Luigi’s Mansion: Dark Moon
The Last of Us
Youkai Watch

Minecraft: Xbox 360 Edition
Grand Theft Auto V

FIFA Soccer 14

Call of Duty: Ghosts
Mario Kart 8

Tomodachi Life

Destiny
FIFA 15

Call of Duty: Advanced Warfare
Halo: The Master Chief Collection

The Witcher 3: Wild Hunt

Splatoon

(2004 − 2007)

(2004 − 2005)

(2004 − 2006)

(2004 − 2005)

(2004 − 2005)

(2005 − 2005)

(2005 − 2005)

(2005 − 2009)

(2005 − 2007)

(2005 − 2006)

(2005 − 2006)

(2005 − 2006)

(2006 − 2007)

(2006 − 2006)

(2006 − 2006)

(2006 − 2008)

(2007 − 2008)

(2007 − 2008)

(2008 − 2010)

(2009 − 2010)

(2009 − 2010)

(2009 − 2010)

(2009 − 2010)

(2009 − 2010)

(2010 − 2011)

(2010 − 2011)

(2010 − 2011)

(2011 − 2013)

(2011 − 2012)

(2011 − 2013)

(2011 − 2012)

(2012 − 2012)

(2012 − 2013)

(2012 − 2013)

(2012 − 2013)

(2012 − 2014)

(2012 − 2013)

(2013 − 2013)

(2013 − 2014)

(2013 − 2014)

(2013 − 2015)

(2013 − 2015)

(2013 − 2014)

(2013 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2015 − 2015)

(2015 − 2015)

Spider−Man 2
Need for Speed Underground Rivals
Grand Theft Auto: Liberty City Stories

Mario Kart DS
Sonic Rush

New Super Mario Bros.
Resistance: Fall of Man

The Legend of Zelda: Twilight Princess
Wii Play

MotorStorm
Wii Fit

Super Smash Bros. Brawl
Mario Kart Wii

Guitar Hero: World Tour

My Fitness Coach
Halo 3: ODST

Wii Fit Plus

Forza Motorsport 3
New Super Mario Bros. Wii

God of War III

Red Dead Redemption
Super Mario Galaxy 2

Wii Party
Just Dance 2

Donkey Kong Country Returns
Pokemon Black Version

Just Dance 3

Super Mario 3D Land
Mario Party 9

FIFA Soccer 13
Halo 4

Animal Crossing: Jump Out
Call of Duty: Black Ops II

Tomb Raider
Pokemon X/Y
Battlefield 4

Assassin’s Creed IV: Black Flag
Titanfall

Minecraft: PlayStation 3 Edition
The Last of Us Remastered

Super Smash Bros. for Nintendo 3DS
Assassin’s Creed: Unity

Pokemon Omega Ruby and Alpha Sapphire
Far Cry 4

(2004 − 2005)

(2005 − 2005)

(2005 − 2007)

(2005 − 2011)

(2005 − 2007)

(2006 − 2011)

(2006 − 2007)

(2006 − 2007)

(2006 − 2010)

(2007 − 2008)

(2007 − 2009)

(2008 − 2009)

(2008 − 2013)

(2008 − 2009)

(2009 − 2009)

(2009 − 2010)

(2009 − 2012)

(2009 − 2011)

(2009 − 2013)

(2010 − 2011)

(2010 − 2011)

(2010 − 2010)

(2010 − 2012)

(2010 − 2011)

(2010 − 2011)

(2011 − 2011)

(2011 − 2012)

(2011 − 2013)

(2012 − 2012)

(2012 − 2013)

(2012 − 2013)

(2012 − 2013)

(2012 − 2014)

(2013 − 2013)

(2013 − 2014)

(2013 − 2014)

(2013 − 2015)

(2014 − 2014)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

(2014 − 2015)

Fig. 10 Breakdown by Instantaneous Effects (observed calendar time periods in parenthesis on left and right of the groupings)

els improves only modestly from the inclusion of search

volumes – and for many games, the inclusion actually

reduces the performance. In other words, the results

justify also a healthy dose of skepticism regarding the

usefulness of search volumes in the context of video

game sales modeling.

Also data limitations (see Section 6.3) explain a

part of this divergence. Although a detailed examina-

tion was deliberately restricted outside to the scope of

this paper, these cases may relate also to different cross-

sectional abstractions. In particular, the results hint

that the games that sell well may show stronger correla-

tions between sales and search volumes. In this regard,

it might be interesting to further use search data for

examining the questions related to “superstar” games

(Brynjolfsson et al 2010; Hyrynsalmi et al 2016; and

for related EWOM and industry concentration impacts,

see also King et al 2014; Williams 2002). There are also

numerous other theoretically relevant abstractions (for

a summary, see Marchand 2015, Fig. 3), including se-

quels and franchises (Situmeang et al 2014), popularity

and life cycle stages (Zhu and Zhang 2010), platforms

and genres (Marchand and Henning-Thurau 2013), and

regional market differences (Chintagunta et al 2010).

Although the results presented do not seem to vary

across these additional abstractions, which is generally

in line with some existing EWOM observations (Zhu

and Zhang 2010), further research is required for thor-

ough statistical assessments. The cross-sectional abstrac-

tions also lead to more complex correlation structures

(Chintagunta et al 2010), although the results presented

indicate that the longitudinal dependence structures
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Table 6 Summary of Empirical Results

Ci Support Summary
C1 Yes Internet search volumes and video game

sales volumes tend to exhibit only rel-
atively short autoregressive “memories”
that amount to less than two months.

C2 Yes Platform-specific, geographically vary-
ing, and often consecutive release timings
are associated with high sales volumes.

C3 Yes Likewise, Internet search volumes are
usually higher for the release weeks.

C4 No For the clear majority of observed games,
past Internet search volumes do not no-
tably affect the current video game sales.

C5 No For an even larger majority of the ob-
served video games, sales volumes do not
Granger-cause search volumes.

C6 Partial For many games, there is an instanta-
neous effect between the two volumes.

may still remain relatively simple. In other words, the

presence of instantaneous effects is a good baseline also

for further time series cross-sectional modeling.

The remaining key results are easier to summarize.

The observed search and sales volumes exhibit only a

relatively short memory (C1). Both volumes are also

visibly associated with the video game release timings

(C2 and C3). Although no attempts were made to com-

pare pre- and post-release periods, the results are gen-

erally in accordance with previous observations, partic-

ularly regarding the effect of product launches on pub-

licity (Burmester et al 2015). Taken together, these em-

pirical results provide weak support for the feasibility of

using Internet search volumes for predicting video game

sales with conventional time series techniques (the facet

of methods). The results provide also some material for

the practical evaluation facet.

6.2 Managerial Implications

The foremost managerial implication mirrors the fore-

most scholarly implication: the use of Google search

volumes for foresight purposes is not a panacea.

When sales and search volumes do correlate strongly,

the results indicate that the week-to-week relationship

tends to be rather instantaneous; when sales peak, also

searches tend to peak. Thus, for many games, the mass-

scale Internet-wide electronic word-of-mouth advertise-

ment reacts very quickly to changes in sales volumes, or

the other way around. Consequently, it is reasonable to

recommend that no long-lasting EWOM effects should

be expected when marketing and advertisement strate-

gies are planned for video games. Planning should also

keep in mind that the scheduling of new releases for dif-

ferent platforms and geographical markets will impact

not only sales volumes but also the amount of searches.

As the results are relatively robust in this regard, the

effect or release timings deserves a particular emphasis:

it may be possible to optimize Internet-wide publicity

with contextual release strategies. Although the results

are less clear about the impact of such publicity upon

sales per se, strategic planning may overcome the short

life cycles and rapid diffusion among consumers.

With respect to diffusion itself, the empirical re-

sults support many of well-known scholarly observa-

tions about sales dynamics in the video game industry.

Initial performance is crucial for later sales. Product life

cycles are as important as these have always been.

When trying to infer about the short-run future

video game sales, search volumes provide a valuable

heuristic but with only limited statistical forecasting

power, however. Rather than using search volumes for

predicting video game sales, the results presented can

be said to bespeak for using Google searches as a gen-

eral “quantitative trendspotting” technique (Du and Ka-

makura 2012). In this respect, search volumes provide

a valuable information asset for many practical fore-

sight tasks, regardless whether search volumes improve

the prediction of domain-specific time series. Given the

general advice for collecting as much data about video

game consumers as is possible (Chen et al 2016), it

seems fair to summarize that also Internet search data

should be incorporated into the data collection frame-

works of game developers, publishers, and distributors.

Yet, it should be kept in mind that there are a num-

ber of limitations that hinder the use of Google search

data, ranging from data quality issues to ambiguities in

specifying proper search keywords. While big data anal-

ysis is possible with proprietary datasets obtained from

Google’s databases (Ginsberg et al 2009), the practical

usefulness of the trend service remains limited also for

business intelligence companies. For companies such as

VGChartz, Ltd., the prospects of continuous real-time

monitoring (cf. Carneiro and Mylonakis 2009; Dimpfl

and Jank 2015) are hindered already by the lack of pro-

grammable data retrieval interfaces that could be eas-

ily incorporated into existing software solutions. But as

data availability may improve in the future, an open

mind should be kept for future possibilities, as always.

6.3 Limitations

The facet of data is best reserved for a number of im-

portant research limitations. To disseminate these data

limitations, a few key points should be mentioned about
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both sales and search volumes. The points have also im-

portant research implications.

6.3.1 Sales

The notable theoretical limitations are related to differ-

ent confounding factors, which, in turn, are imposed by

different data problems. Besides the mentioned cross-

sectional abstractions, there are also many longitudinal

factors that may interfere with the results reported. For

instance, changes in pricing are likely to affect sales vol-

umes (Chintagunta et al 2009; Hyrynsalmi et al 2015),

but such changes might affect also search volumes. The

same applies to traditional, non-EWOM, marketing and

advertisement per se. Ideally, these factors could be con-

trolled in time series analysis, but, in practice, the avail-

ability of robust data imposes severe limitations upon

the potential number of confounding factors that can

be controlled in a single empirical study of video game

sales (cf. Burmester et al 2015; Chintagunta et al 2009).

Analogous argument applies for other limitations im-

posed by constraints for data availability and quality.

While weekly sampling frequency has been the “state

of the art” in Internet search volume modeling (Drake

et al 2012), it may be that the purchasing dynamics are

more fine-grained particularly in the video game indus-

try. The intra-week dynamics have likely also intensi-

fied in recent years, owing to the increasingly important

electronic purchasing channels (Jöckel et al 2008), sub-

scription services such as PlayStation Plus, game pre-

orders, sequels, expansion packs, bonus deals, product

bundles, and related contemporary video game indus-

try characteristics. Many of these characteristics can be

reasonably assumed to affect also search volumes, which

likely vary not only in terms of weekdays but also ac-

cording to working hours, for instance. Alas, currently,

daily or hourly time series are available neither for St

nor for Gt. While accepting these (external) limitations

as almost universal constraints in the whole research

domain, it is thus more relevant to focus on the specific

(internal) data limitations specific to this study.

A noteworthy internal concern relates to the per-

game sample sizes: due to data limitations, only rather

short time series were available for many of the ob-

served games. This concern can be accompanied by not-

ing the interpolation solution (see Section 3.2.1), which

is likely to cause some inaccuracies. This said, it is also

worth noting that the use of data from VGChartz, Ltd.

(2016) is seldom accompanied with acknowledgements

about missing values and other related data quality is-

sues (Marchand 2015; Situmeang et al 2014), and even

when weekly sampling frequency is used (Kim et al

2014). In other words, this paper is far from being the

only one affected by the data availability issues. For

further scholarly research, a worthwhile goal would be

to systematically survey and catalog different data lim-

itations, which would also enable better understanding

of the practical research potential in the domain. The

surveying viewpoint does not need to be scholarly, how-

ever. When compared to some traditional industries, it

may well be that the data limitations reflect much big-

ger practical issues, including the potential immaturity

of business intelligence related to video games.

6.3.2 Searches

It is important to understand the limitations related

to the empirical time series data provided by Google.

Four significant limitations can be enumerated: (a) ac-

tual search volumes are not observable due to the in-

dexing solution; (b) output is highly sensitive to the

specific search terms used; (c) the trends vary accord-

ing to the queried longitudinal period; and (d) geo-

graphical search parameters affect the output (Polgreen

et al 2008; Reilly et al 2012). The first limitation affects

directly some of the time series estimates. In particu-

lar, there is an undisclosed threshold that determines

whether a search query is registered in Google’s trend

service. Consequently, a few of the time series estimates

are affected by scenarios such as the one illustrated in

Fig. 11. For this particular outlying video game, there

is a long period of zeros in the indexed search volume,

which does not mean that there would not have been

searches for the game. While interpretation is one thing,

the long period of zeros contributes also to the lack of

strong instantaneous relationship between the series.
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Fig. 11 An Illustration of Data Limitations

Not all of the four problems are equally significant

as research limitations in this paper, however. While the

limitations (c) and (d) were to some extent “controlled”

by specifying a global scope and the same longitudinal

period for all games, both problems are arguably exter-

nal research constraints rather than internal limitations

of this paper. Namely, the search volumes are insuffi-
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cient for many games in some regions (see also Sec-

tion 3.2.2), while Google’s search data is available only

up to 2004. Both issues limit the general applicability

of Google trends for time series modeling of video game

sales volumes. In particular, VGChartz, Ltd. (2016)

provides data for sales in the United States, Japan, and

Europe, but this geographic decomposition cannot be

fully utilized due to the limited geographic coverage of

Google trends for some games. Finally, the business and

politics of search engines themselves should be also kept

in mind (Jiang 2014). In other words, Google trends are

presumably rather biased for observing Internet search

volumes in countries such as China and Russia.

The same applies to the limitation (b), the general

problems associated with specifying search keywords for

research purposes. While it is rather difficult to specify

suitable multi-language keywords for, say, fishing (cf.

Wilde and Pope 2013), video game titles supposedly

provide rather accurate queries from the EWOM per-

spective, especially when further enclosing the Google

queries with quotation marks. Also game sequels and

franchises can be controlled to a degree; while games

such as Skate, DiRT, and Rock Band yield too general

search terms, the sequels Skate 2 and 3, DiRT 2 and 3,

and Rock Band 2 provide arguably sufficiently sharp

search terms.

Analogous reasoning has been used for preferring

abbreviations over company names (Drake et al 2012).

Nevertheless, also the adopted strategy requires subjec-

tive exclusion of cases due to the prevalence of broadly

entitled video games. Although reliability could be im-

proved in this regard (for instance by evaluating the

cross-agreement across multiple researchers, or crowd-

sourcing the searches; see Brynjolfsson et al 2016), it

is generally difficult – if not impossible – to specu-

late about people’s typical Google search term patterns

without being affiliated with Google, Inc.5 All in all, it

thus seems safe to summarize that this essentially exter-

nal “search term limitation” will continue to constrain

scholarly Internet search volume modeling in general.

It is also possible to question whether the Google

trends truly reflect the intended Internet-wide EWOM.

For answering to this concern, it is first necessary to

point out the general empirical landscape in the EWOM

research domain. Arguably, most of the empirical liter-

ature derives hypotheses according to the availability of

empirical data, which is then reflected against the en-

dorsed branch of theoretical literature. Consequently,

5 It can be further remarked that some studies have tried to
balance these issues (including the indexing problem) by scal-
ing the observed search volumes with a generic high-frequency
search term (Curme et al 2014). As said, however, it arguably
remains unclear how useful such scaling is without knowing
technical details about the proprietary Google search engine.

depending on the branch, the exactly same review data

from a popular aggregation site (Metacritic), for in-

stance, translates into EWOM effects (Hennig-Thurau

et al 2015), software quality of games (Kim et al 2014),

and even innovativeness (Storz et al 2015), resulting

incoherence even regarding what is being observed.

Against this general research background, the use

of search volumes arguably provides a better and more

coherent way for observing mass-scale electronic word-

of-mouth in the contemporary Internet. It is another

question how useful this kind of mass-scale EWOM is

for observing customer behavior. It may be that big-

ger is not always better in the video game industry.

That is to say, the continuing importance of electronic

purchasing channels leads also to richer and more ro-

bust databases. In this respect, companies such as Valve

Corporation may already have a head start in practical

foresight, given the popular Steam distribution plat-

form for PC video games. Due to the described limita-

tions associated with search volumes, it seems reason-

able to argue that also scholarly research should focus

on more nuanced data sources.

For studying diffusion among consumers, whether

via purchases or EWOM, the existing aggregation sites,

social media platforms such as Twitter or YouTube, and

related sources seem more prolific than aggregated and

indexed time series on Internet searches. Many of these

sources would further enable the use of social network

analysis for studying the actual human behavior under-

neath the EWOM concept. When compared to conduct-

ing a brief Internet search or glancing through a game

review, which are both still relatively passive means for

retrieving information, an active discussion on a social

media platform may be more important for a purchas-

ing decision. In addition to framing the focus closer to

the original WOM concept (cf. Arndt 1967), studying

such social network dynamics may deliver better under-

standing on how the associated network effects (Katz

and Shapiro 1985) spread in the video game industry.

6.4 Concluding Remarks

The use of Google trends for applied time series model-

ing has sometimes been celebrated as a turn of tide for

many practical research problems. This paper welcomes

a healthy amount of skepticism for the commemorate

insofar video game sales modeling is concerned. While

Google trends offer a valuable instrument for observ-

ing Internet-wide EWOM effects, it is likely that search

volumes provide only incremental forecasting improve-

ments when benchmarked against the well-established

diffusion models, for instance. This argument opens also

a number of relevant questions for further research.
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Besides (a) benchmarking of different time series

models, (b) it would be relevant to evaluate whether

the results are specific to the video game industry. In-

deed, it may well be that the distinct characteristics

of the video game industry are reflected in the results

reported. The examples range from the so-called big

bang dynamics and buzz generation tactics to the dis-

tinct network effects that characterize the video game

industry. Although the results are not entirely contra-

dictory with those obtained from the car industry (Hu

et al 2014), for instance, it seems that the usefulness of

Internet search volumes for sales modeling may gener-

ally vary from an industry to another.

Moreover, (c) it should be further evaluated whether

the examined conjectures vary within the video game

industry; it may be that the predictive power of search

volumes increases through the potential combinatory

effect with other variables. In particular, (d) further

research is required for understanding the combined ef-

fect of Internet search volumes and the more traditional

EWOM variables, including game reviews and the as-

sociated quantifications. In this respect, dimension re-

duction techniques, such as principal component anal-

ysis, may offer a valuable evaluation technique. Such

techniques could also shed more light upon a ques-

tion of (e) whether it is possibly to empirically rem-

edy some of the elaborated data limitations associated

with the publicly available Google trend data. Finally,

(f) it would be worthwhile to carry out a more practi-

cal review regarding the potential usefulness of Internet

search data for different software solutions. To give one

example: the use of Google maps has become almost an

ubiquitous trait of the contemporary world wide web,

but the incorporation of search data is only seldom seen

in third-party sites. If the current search engine frontier

takes a turn towards open data in the future, also the

practical prospects enlarge substantially.
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Vaughan L, Romero-Fŕıas E (2014) Web Search Volume as a
Predictor of Academic Fame: An Exploration of Google
Trends. Journal of the Association for Information Sci-
ence and Technology 65(4):707–720

VGChartz, Ltd (2016) Global Weekly Chart, available online
in January 2016: http://www.vgchartz.com/weekly/

Vosen S, Schmidt T (2011) Forecasting Private Consumption:
Survey-Based Indicators vs. Google Trends. Journal of
Forecasting 30(6):565–578

Wilde GR, Pope KL (2013) Worldwide Trends in Fishing
Interest Indicated by Internet Search Volume. Fisheries
Management and Ecology 20(2–3):212–222

Williams D (2002) Structure and Competition in the U.S.
Home Video Game Industry. International Journal on
Media Management 4(1):41–54

Zhang Z, Zheng X, Zeng DD, Leischow SJ (2015) Information
Seeking Regarding Tobacco and Lung Cancer: Effects of
Seasonality. PLOS ONE 10(3):e0117,938

Zhou X, Li Q, Zhu Z, Zhao H, Tang H (2013) Monitor-
ing Epidemic Alert Levels by Analyzing Internet Search



Evaluating the Use of Internet Search Volumes for Time Series Modeling of Sales in the Video Game Industry 21

Volume. IEEE Transactions on Biomedical Engineering
60(2):446–452

Zhu F, Zhang XM (2010) Impact of Online Consumer
Reviews on Sales: The Moderating Role of Product
and Consumer Characteristics. Journal of Marketing
74(2):133–148


