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Abstract

Molecular oxygen (O2) is key to all life on earth as it is constantly cycled via pho-

tosynthesis and cellular respiration. Substantial scientific e↵ort has been devoted to

understanding every part of this cycle. Classical molecular dynamics (MD) simulations

have been used to study some of the key processes involved in cellular respiration:

O2 permeation through alveolar monolayers and cellular membranes, its binding to

hemoglobin during transport in the bloodstream, as well as as its transport along op-

timal pathways towards its reduction sites in proteins. Moreover, MD simulations can

help interpreting the results of several imaging techniques, where O2 is used due to its

paramagnetic nature. However, despite the widespread use of computational models

for the O2 molecule, their performance has never been systematically evaluated. In

this paper, we assess the performance of 14 di↵erent models of O2 available in the

literature by calculating four thermodynamic properties: density, heat of vaporization,

free energy of hydration, and free energy of solvation in hexadecane. For each prop-

erty, reliable experimental data are available. Most models perform reasonably well in

predicting the correct trends, but they fail to reproduce the experimental data quanti-

tatively. We then develop new models for O2, with and without a quadrupole moment,

and compare their behavior with the behavior of previously published models. The

new models show significant improvement in terms of density, heat of vaporization,

and free energy of hydration. However, quantitative agreement with water–oil parti-

tioning is not reached due to discrepancies between the calculated and measured free

energy of solvation in hexadecane. We suggest that classical pairwise-additive models

may be inadequate to properly describe the thermodynamics of solvation of apolar

species, such as O2, in apolar solvents.

Introduction

Molecular oxygen (also known as dioxygen, O2) constitutes about 20% of the air we breathe,

and it is the key molecule in respiration. The dioxygen molecule has a quadrupole moment
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but no permanent dipole, therefore it is largely non-polar. Its non-polar character is also

evident from its partitioning behavior: indeed oxygen partitions more favorably into oil than

into water, as found experimentally.1,2 As a consequence, oxygen is highly soluble in lipid

membranes and permeates through them very easily3 – a property with important biological

implications. By virtue of its electronic structure, molecular oxygen is also widely used in

structural biology: the lowest-energy electronic state (ground state) of molecular oxygen is a

triplet state, and it is paramagnetic. Paramagnetism and high solubility of dioxygen in lipid

membranes have been used to probe the structure, the orientation, and the interactions of

membrane proteins using Electron Spin Resonance (ESR) and Nuclear Magnetic Resonance

(NMR) techniques.4–7 In both cases, measurements of relaxation times in the presence of

paramagnetic probes provide information on accessibility of specific residues to the probe,

and therefore on fine details of membrane protein structure. Since O2 has a pronounced solu-

bility gradient in membranes, analysis of NMR relaxation rates in the presence of O2 provides

information on the depth of individual spin-active nuclei in a membrane, and therefore on

protein topology and orientation.7

Interpretation of the results from magnetic resonance techniques relies on molecular mod-

els and greatly benefits from the use of molecular simulations. Molecular simulations, in turn,

require realistic models for all molecules in the system of interest. In the case of simulations

including the dioxygen molecule, it is crucial that models reproduce the correct partitioning

of the dissolved gas between water and a membrane.

Several molecular models of O2, summarized in Table 1, have been proposed in the

literature.8–17 These models have been employed extensively e.g. in studies on membrane

permeation related to cellular respiration8,16,18–24 as well as to study the interactions of

oxygen with membrane proteins, notably the pathways of oxygen to reduction or binding sites

of numerous proteins9,14,25–42 (see also recent reviews43,44). However, despite the widespread

use of such models, their performance – including the crucial partitioning data – has never

been systematically evaluated, to the best of our knowledge.
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In the present report we examine the performance of a large set of existing models of

molecular oxygen in reproducing fundamental thermodynamic properties: density, heat of

vaporization, and free energies of solvation in water and hexadecane. Densities and heats of

vaporization are generally used as target properties in the parameterization of non-bonded

interactions of pure liquids.45 Free energies of hydration are often used to validate force field

parameters,46–49 but matching the free energy of hydration is not su�cient to guarantee the

correct partitioning between water and lipid membranes. On the other hand, precise data

for the free energy of transfer from water to membranes is not available from experiments.

Therefore we use water–alkane partitioning as a proxy for water–membrane partitioning.

This choice is justified by the clear correlation between water–alkane partitioning coe�cients

and membrane permeabilities.50 Our results show that none of the models available from the

literature reproduce quantitatively all four target properties, and most models show errors

larger than 10% in either density or heat of vaporization. We then report on the optimization

of two dioxygen models – with and without a quadrupole moment. Both new models show

good agreement with experimental density and heat of vaporization. However, neither the

models from the literature nor the ones developed here reproduce quantitatively the free

energy of transfer between water and alkanes, suggesting that limitations may be inherent

in pairwise additive models.

Thermodynamics of solvation and transfer

Abraham et al. reported the partition coe�cient of O2 between water and hexadecane,2

from which the free energy of transfer can be derived directly as

�trG(w ! hex) = �RT lnK
P

. (1)

This provides a value of �4.49 kJ/mol at 298 K. Here R is the ideal gas constant, T is the

temperature in K, and K
P

is the measured partition coe�cient.
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The free energy of transfer between two solvents can also be calculated from the di↵erence

between the corresponding free energies of solvation, provided that the appropriate standard

states are used for the liquid phase. When comparing free energies of solvation, it is important

to consider carefully the standard states, i.e., the concentration scales. While for the gas

phase the standard state of choice is always the ideal gas (typically with pressure P 0 =

1 atm), for the liquid phase four di↵erent standard states have been used in the literature:

the ideal dilute solution (also referred to as infinite dilution), unit molar concentration, unit

molar fraction, and unit molal concentration. The theory linking standard free energies

obtained with di↵erent standard states has been developed by Ben-Naim in the 1970s,51 and

is beautifully described in his textbook,52 and discussed in recent reviews.53,54 We summarize

here briefly how free energy values are converted between di↵erent standard states, focusing

on ideal dilute solutions (i.e., “infinitely dilute” solutions), unit molar concentration and

unit molar fraction. We refer to Ben-Naim’s textbook52 for the derivation of the equations

that follow.

Free energies of transfer provide information on solute-solvent interactions, and on the

preference of a certain solute for a solvent over another. Moeser et al.54 explain that free

energies of transfer “can be interpreted directly in terms of favorable or unfavorable solute-

solvent interaction free energy” only for a transfer at constant molarity, i.e., only if calculated

as a di↵erence between standard free energy of solvation at unit molar concentration. In

fact, upon careful consideration of the theory,51,52 we conclude that the same value of free

energy of transfer is obtained for any transfer process not involving a change in the volume

accessible to the solute. In particular, a transfer between two ideal dilute solutions also

yields the same free energy of transfer, since in ideal dilute solutions the number density of

the solute (i.e., the number of solute molecules per unit volume) is by definition the same

as in an ideal gas phase, and therefore is independent of the nature of the solute: For an

ideal gas, we can apply the ideal gas law: PV = nRT . Hence, the number density of 1 mole

of ideal gas is ⇢g = n/V = P 0/RT , with P 0 = 1 atm. On the other hand, free energies
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of transfer should not be calculated as di↵erences between free energies of solvation in the

standard unit molar fraction, because the number density of the solute (and therefore, the

volume accessible to the solute) would be di↵erent in the two solutions. Formally:

�trG(w ! hex) = �G0⇢
hex ��G0⇢

w = �G0M
hex ��G0M

w 6= �G0x
hex ��G0x

w . (2)

Here the di↵erent superscripts indicate di↵erent standard states: 0⇢ for infinitely dilute

(ideal) solutions, 0M for unit molar concentrations, and 0x for unit molar fractions. We

can calculate the free energy of transfer for O2 from water to hexadecane directly as the

di↵erence between the free energy of solvation at infinite dilution. At infinite dilution, the

free energy of solvation �G0⇢ can be obtained from the unit-less Henry’s law coe�cients Hcc

(also referred to as Ostwald coe�cients55), measured from gas solubility in di↵erent solvents

and available in the literature:

�G0⇢ = �RT ln(Hcc). (3)

For oxygen solubility into water and hexadecane the unitless Henry’s law constants are

0.03178 and 0.2060,56,57 respectively, which translate to solvation free energies of 8.55 kJ/mol

and 3.92 kJ/mol, respectively. From these values of the free energy of solvation we can

calculate directly the free energy of transfer as

�trG(w ! hex) = �G0⇢
hex ��G0⇢

w , (4)

which provides a value of (3.92�8.55) kJ/mol = �4.63 kJ/mol, similar to the value obtained

from the partition coe�cient between water and hexadecane (�4.49 kJ/mol).2

In addition to free energies of transfer, it is also informative to compare the free energies

of solvation in water and hexadecane obtained in simulations and experiments. In simu-

lations, free energies of solvation can be calculated using the thermodynamic integration
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(TI) method.58 As discussed above, free energies of solvation depend on the standard state

considered for the process. Which standard state corresponds to the process simulated in TI

calculations? An in-depth discussion on the correspondence between quantitities calculated

in simulations and measured in experiments is reported by Shirts et al. in the appendix of

ref. 59. Briefly, free energies of solvation obtained from TI simulations correspond to the

transfer of one molecule of solute from an ideal gas phase to an ideal dilute solution, at

constant temperature and pressure. In TI simulations, the volume of the gas phase and the

liquid phase is (almost exactly) the same, i.e., the number density of the solute is the same;

hence, the free energy di↵erence obtained from the simulation should be interpreted as the

standard free energy of solvation obtained experimentally at infinite dilution (�G0⇢). Such

free energies of solvation are not directly available for O2 neither in water nor in hexadecane,

but they can be derived using the theory by Ben-Naim.51,52

Abraham et al. reported free energies of solvation using unit mole fraction as a standard

state.60 The free energy of solvation at infinite dilution (�G0⇢) and at unit molar concen-

tration (�G0M) can be obtained from values at unit mole fraction (�G0x) by applying a

correction to account for the di↵erent number density for the liquid phase in each standard

state:

�G0M = �G0⇢ +RT ln(⇢l/⇢g)
⇢

l=1M (5)

�G0x = �G0⇢ +RT ln(⇢l/⇢g)
⇢

l=1x, (6)

where ⇢l is the number density of the solute in the liquid phase (which depends on the

standard state), and ⇢g is the number density of the solute in the ideal gas phase.52 If the

unit molar (1M) concentration is taken as the standard state for the liquid phase, the number

density of the solute in the liquid phase, ⇢l, is c0 = 1 mole/L; if unit molar fraction (1 x)

is taken as the standard state for the liquid phase, the number density of the solute in the

liquid phase, ⇢l, is csolvent = dsolvent/MWsolvent (where dsolvent is the density of the solvent and
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MWsolvent is the molecular weight of the solvent). Notice that the standard state for the

gas phase is, in all cases, the ideal gas, with pressure P 0 = 1 atm. Applying the ideal gas

law: PV = nRT , we obtain (for 1 mole of ideal gas) a number density ⇢g = n/V = P 0/RT .

Hence, the equations above can be written as:

�G0M = �G0⇢ +RT ln(c0RT/P 0) (7)

�G0x = �G0⇢ +RT ln(csolventRT/P 0). (8)

The free energy of hydration of O2 in the standard unit molar fraction (�G0x
w

) is available

from ref. 60 and equals 26.48 kJ/mol; using the equations above, we derive the values for

unit molar concentration and for infinite dilution:

�G0M
w = �G0x

w �RT ln cw = 16.52 kJ/mol

�G0⇢
w = �G0x

w �RT ln(cwRT/P 0) = 8.59 kJ/mol,

with the latter being very similar to the value obtained from Henry’s law (8.55 kJ/mol).

The free energy of solvation of O2 in hexadecane at infinite dilution can be derived in two

ways: from the measured free energy of transfer from water to hexadecane, and from Henry’s

law (as described above). Using the value of �G0⇢
w obtained above and the experimental free

energy of transfer2 (�trG = �4.49 kJ/mol), we get:

�G0⇢
hex = �G0⇢

w +�trG = (8.59� 4.49) = 4.10 kJ/mol,

in agreement with the value obtained from the unit-less Henry’s constant56,57 (3.92 kJ/mol).
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Methods

Simulation setup and parameters

We calculated the properties of liquid O2 from a number of models available in the literature,

see Table 1. In all cases, we performed stochastic dynamics (SD) simulations of 2197 oxygen

molecules at the boiling point (90.2 K) at atmospheric pressure. This corresponds to a

simulation box of (4.7 nm)3. We calculated electrostatic interactions with a real-space cut-

o↵ of 1 nm, using the PME algorithm61,62 for long-range interactions, with a fourth order

spline interpolation and a 0.12 nm grid spacing. Lennard-Jones (LJ) interactions used a

1 nm cut-o↵ and the standard correction for long-range dispersion energy and pressure.45

As shown by Shirts et al.,63 the use of this analytical correction is appropriate for isotropic

fluids even with heterogeneous Lennard-Jones sites, and makes thermodynamic properties

substantially independent of the cut-o↵ used for the calculation of non-bonded interactions.

For all SD simulations we used the leap-frog integrator with a time step of 1 fs and no

constraints on bond lengths (when the harmonic force constant for the O–O bond was not

available, we replaced it with a constraint.) To speed up the calculation of non-bonded

interactions, we updated group-based neighbor lists (with a radius of 1 nm) every 10 steps.

We used the Parrinello–Rahman barostat64 with a time constant of 4 ps. Sampling was 5 ns

in each simulation, and the last 4 ns were used for analysis. We extended the simulation

time to 50 ns in one case, and observed virtually identical results (with reduced statistical

uncertainties). We carried out all calculations using the GROMACS simulation package65,66

(version 4.5.x–4.6.x).

The enthalpy of vaporization (�vapH) was calculated from simulations of pure oxygen in

the liquid phase (at the boiling point, T = 90.2 K, P = 1 atm) and in the gas phase (at the

same temperature). Considering ideal gas behavior of the gas phase and a small PV term
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for liquid, the enthalpy can be obtained from

�vapH = Uvapor � Uliquid +RT. (9)

The simulations of a single O2 molecule in the gas phase were carried out for 50 ns

in the NVT ensemble. Densities, internal energies, and their estimated uncertainties were

calculated with GROMACS tools g energy and g analyze. The first 1 ns of simulation data

was discarded from the analyses in all cases, and block averaging was employed to estimate

the errors.

Oxygen di↵usion coe�cients D were extracted from linear fits (D = MSD/(6�)) to the

3D mean squared displacement (MSD) data with the g msd tool. Possible drift of the entire

simulation cell was eliminated before the calculation. The fits were performed to the lag

time (�) interval between 1 ns and 5 ns. Error estimates were calculated as the di↵erence

values obtained from fits performed to lag time intervals 1–3 ns and 3–5 ns.

Additional tests evaluating the e↵ects of long-range lattice summation for LJ interac-

tions (PME-LJ)67,68 and Verlet-type neighbor lists69 were also performed. Furthermore, the

performance of some CHARMM force field related models were evaluated using its native

simulation parameters (see Results for details).

Free energy calculations

We calculated the free energy of transfer for O2 from water to hexadecane using Eq. (4), i.e.,

as a di↵erence of the free energies of hydration and solvation into hexadecane. These terms

were calculated using the thermodynamic integration (TI) method.58 In TI calculations, in-

teractions between oxygen and the solvent molecules are scaled by a coupling parameter � in

the interval [0, 1]; � = 1 corresponds to the full solute-solvent interaction, which is the cou-

pled (solvated) state, while � = 0 corresponds to the absence of interactions between solute

and solvent, which is the decoupled state. Intramolecular interactions are not decoupled.
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The free energy di↵erence �G between the coupled and decoupled states equals

�G =

Z 1

0

h@H(�)/@�i
�

d�, (10)

where H the Hamiltonian of the system; angle brackets indicate that averaging is performed

at each � value.

Figure 1: Snapshots of the systems employed in the TI calculations: Left: O2 (red) among
1728 water molecules (blue and white). Right: O2 among 108 hexadecane molecules (cyan).
Both systems are of similar size (3.7 nm)3. Simulation box borders (with periodic boundary
conditions) are drawn in orange.

To improve the precision of the TI calculations we performed two separate sets of simula-

tions, decoupling separately the Coulomb contribution and the Lennard-Jones contribution

to the free energy of solvation, as suggested by Boresch.70 A total of 23 � values (0.00, 0.03,

0.09, 0.14, 0.18, 0.24, 0.30, 0.35, 0.40, 0.45, 0.48, 0.52, 0.55, 0.58, 0.60, 0.62, 0.65, 0.70,

0.75, 0.80, 0.85, 0.90, and 1.00) were employed in both sets of simulations for each oxygen

model and for each solvent. To avoid singularities in the potential when interactions are

turned o↵, we used a soft-core potential for non-bonded interactions.71 We set the soft-core

parameter ↵ to 0.65, the soft-core power to 1, and the soft-core � to 0.30. In all simulations,

the temperature was 298 K. All other simulation parameters were identical to the ones used

in simulations of liquid oxygen.

In all TI calculations, a single oxygen molecule was solvated in a box of solvent. The

water phase was modelled with a cubic box filled with 1728 SPC72 water molecules (size of
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3.7 nm3), see the left panel of Fig. 1. For hexadecane, we used a box of equal size filled

with 108 molecules (right panel in Fig. 1). The alkane was described with the parameters of

Berger united atom lipid tails.73 In some cases (see Results below) we performed additional

simulations using the TIP3P water model74 and all-atom models for hexadecane: the Slipids

model,75 and the OPLS-AA compatible model.76 The results for some models associated

with the CHARMM force field were further verified by repeating the simulations using the

CHARMM-compatible models for water48 and hexadecane,77 the Lorentz–Berthelot combi-

nation rules, as well as the native simulation parameters of the CHARMM force field78 (see

Results for details).

In all cases, constraints were not used whenever information on the bond force constant

was available (see Table 1 for details). Simulations were performed at 298 K employing the

stochastic dynamics (SD) integrator with a time step of 1 fs, for a total sampling of 20 ns

per window, out of which the first 1 ns was discarded.

Results and discussion

We calculated four di↵erent thermodynamic properties (density, heat of vaporization, free

energy of hydration, and free energy of solvation in hexadecane) for 14 di↵erent models of

O2 available in the literature (see Table 1). Before describing the results obtained with each

model, we introduce below the di↵erent models and summarize their main features.

The models di↵er essentially in the target properties used during the parameterization.

Some of the models are based on target properties derived from calculations: the second virial

coe�cients (Bouanich13), the vapor pressure and bubble density (Bohn15), or volumes at zero

pressure (Fischer10,80). Other models are optimized to reproduce measured thermodynamic

properties such as the vapour–liquid coexistence curves in Monte Carlo simulations (Hansen-

QR17 and Zhang-QR79). Several models in the literature are supposedly compatible with

the CHARMM force field. In general, they are not based on reproducing thermodynamic
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Table 1: O2 models evaluated in the present study. The Lennard-Jones param-
eters (✏ and �) are reported, together with bond lengths (d) and the charges in
models with a dipole (CHARMM-D) or a quadrupole moment (CHARMM-QR,
Hansen-QR, Zhang-QR, QS, QL). Finally, if the information on the force con-
stant k

r

of the O–O bond is available, it is given; otherwise the O–O distance is
constrained. The model used in ref. 36 also contains a quadrupole moment but
the charges are not stated in the publication.

Earlier models (used in) ✏ (kJ/mol) � (nm) d (nm) qO(qVS) (e) k
r

(kJ/mol/nm)

CHARMM48 (19,20,22,23) 0.5021 0.3029 0.1208 0 constraint
CHARMM-248 (9,35) 0.5021 0.3029 0.112 0 constraint
CHARMM-B (bond)8 0.5021 0.3029 0.1208 0 708770
CHARMM-QR11 (37) 0.5021 0.3029 0.123 -0.1114 (0.2228) 251208
CHARMM-QR211 0.5021 0.3029 0.123 -0.226 (0.452) 251208
CHARMM-D48 (9,35) 0.6364 0.3151 0.116 ±0.021 constraint
Fischer10 (18,24) 0.363 0.309 0.1016 0 constraint
Victor12 (25,30) 0.557 0.357 0.1214 0 constraint
Cordeiro (bond)16 0.291 0.26 0.121 0 1.66⇥ 107

Cordeiro (constraint)16 0.291 0.26 0.121 0 constraint
Porrini14 0.4351 0.296 0.112 0 constraint
Bouanich13 (36) 0.4372 0.30058 0.121 0 constraint
Bohn15 0.316 0.32104 0.07063 0 constraint
Hansen-QR17 0.4078 0.3013 0.121 -0.123 (0.246) constraint
Zhang-QR79 0.4074 0.302 0.121 -0.113 (0.226) constraint

Models developed in this work

noQ 0.4029 0.313 0.1016 0 constraint
QS 0.4469 0.3044 0.123 -0.1114 (0.2228) 251208
QL 0.4451 0.3044 0.123 -0.226 (0.452) 251208
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properties of O2 as they use LJ parameters from carbonyl groups of proteins.48 Models exist

with two di↵erent bond lengths (CHARMM and CHARMM-2) to be used with constraints

or a harmonic bond (CHARMM-B8). The same models have been modified to contain a

quadrupole moment (CHARMM-QR11 and CHARMM-QR2)). The hydration free energy

of the CHARMM-QR model was also calculated in a subsequent study,37 but not used to

optimize the model. Heme oxygen parameters from CHARMM containing a dipole moment

have also been developed (CHARMM-D, from the Supplementary Information of Wang et

al.35). Some of the models considered here were optimized to reproduce the solvation free

energies in MD. The model by Cordeiro16 considered solvation free energies into both water

and cyclohexane, while the one by Victor12 is based solely on the free energy of hydration. In

the case of the model by Porrini et al.,14 the source of the LJ parameters is not stated in the

paper, yet their values appear to be derived from carbonyl oxygen in the OPLS force field

(with scaling of ✏ by 1/2). Since the choice of simulation parameters a↵ects the performance

of the models, we have briefly described the original simulation setups in the Supporting

Information.

Four of the selected models have a quadrupole moment, while the other ten models do

not. Models with a quadrupole moment consist of 3 interaction sites shown in Fig. 2: two

interaction sites (with both Lennard-Jones and Coulomb interactions) are located on oxygen

nuclei, and a third, massless interaction site (with Coulomb interaction only) is located

halfway between the oxygens. The models featuring a quadrupole moment have di↵erent

partial charges and quadrupole moments. Also, bond length and Lennard-Jones parameters

are di↵erent. The main parameters in each model are listed in Table 1.

The density experimentally measured for liquid oxygen at its boiling point (90.2 K) is

1141 kg/m3,81 and the heat of vaporization is 6.82 kJ/mol.81 Table 2 shows that, using the

simulation parameters detailed above, most models reproduce experimental densities within

about 5% error.

Also, most models overestimate the density of liquid O2. Models showing larger discrep-
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ancies with experiments include the original and modified CHARMM parameters8,9,11,35,48

as well as the models by Victor12 and Porrini.14 When comparing results on the heat of

vaporization, errors are generally larger: only two models show errors below 10%. Some

models overestimate and others underestimate the measured quantity.

None of the CHARMM-compatible models tested here reproduces quantitatively experi-

mentally measured O2 density and heat of vaporization. We notice that all the parameters

modified in the six di↵erent models analyzed here (namely the O–O bond length, the use

of constraints, the presence of a quadrupole or a dipole moment) a↵ect the thermodynamic

properties. The e↵ect is minor for the use of constraints (with the exception of the heat of

vaporization, which is significantly a↵ected by the use of constraints, as expected), but signif-

icant for bond length and partial charges. CHARMM-compatible models with a quadrupole

moment (CHARMM-QR11 and CHARMM-QR2) show better agreement with experimental

density (error of ⇠3%), yet the heats of vaporization are still o↵ by more than 10%. We

hypothesized that the discrepancies may be due to the use of a long-range dispersion cor-

rection to virtually eliminate cut-o↵ e↵ects59 (in simulations with CHARMM force fields a

cut-o↵ of 1.2 nm with shift function is generally used instead). To test this hypothesis, we

evaluated the performance for three di↵erent CHARMM-based models (see Table 2) using

standard CHARMM simulation parameters provided by the CHARMM-GUI input genera-

tor for GROMACS78 (including the Verlet-list based cut-o↵ scheme), and the GROMACS

version 5.0.x82 (except for the SD integrator and the time step of 1 fs). This improves the

results only slightly (see Table 2), bringing the value of density to within 5% of its exper-

imental value. However, the heat of vaporization is still o↵ by 13% and 12% for models

without and with the QR moment, respectively.

In conclusion, none of the models tested here reproduces quantitatively the density and

the heat of vaporization of O2. Models with smaller errors in one of the two thermodynamic

metrics typically show larger errors in the other metric.

We now compare simulations and experiments in terms of free energies of solvation and
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Table 2: Densities (⇢) and heats of vaporization (�vapH) calculated for earlier
models as well as those developed here for O2. Values of density (⇢) are given in
kg/m3, whereas the heats of vaporization (�vapH) are given in kJ/mol. Errors
are calculated using block averaging. The error estimates for �vapH, calculated
as �Uliquid+�Ugas, are equal to or smaller than 0.01 kJ/mol and therefore not listed.
Simulations with the model by Cordeiro16 with a harmonic bond were unstable,
so they were run with a constraint instead. Simulations run with CHARMM-
compatible simulation parameters and GROMACS 5 are marked with ⇤.

Earlier models (used in) ⇢ �vapH

CHARMM48 (8,19,20,22,23) 1209.9±0.1 8.16
CHARMM⇤ 48 (19,20,22,23) 1189.7±0.1 7.71
CHARMM-248 (9,35) 1259.7±0.1 8.60
CHARMM-B (bond)8 1218.9±0.1 8.21
CHARMM-QR11 (37) 1198.7±0.1 8.07
CHARMM-QR211 (37) 1198.7±0.1 8.07
CHARMM-QR⇤ 11 (37) 1178.6±0.1 7.62
CHARMM-QR2⇤ 11 (37) 1180.8±0.1 7.65
CHARMM-D48 (9,35) 1255.6±0.1 12.78
Fischer10 (18,24) 1132.7±0.1 5.75
Victor12 (25,30) 822.8±0.1 10.42
Cordeiro (constraint)16 1147.4±1.1 2.43
Porrini14 1276.5±0.2 6.88
Bouanich13 (36) 1178.2±0.2 6.62
Bohn15 1145.2±0.1 5.90
Hansen-QR17 1128.4±0.2 5.12
Zhang-QR79 1122.0±0.2 5.12

Models developed in this work

noQ 1141.0±0.2 6.82
QS 1140.7±0.1 6.82
QL 1141.1±0.2 6.82

noQ (LJ-PME) 1140.7±0.1 6.82
noQ (Verlet list) 1140.6±0.2 6.82
QS (Verlet list) 1141.7±0.1 6.84

Experiment 114181 6.8281
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transfer. First of all, as shown in Table 3, all 14 models overestimate the free energy of

transfer, showing too favorable transfer from water to hexadecane, with errors larger than

2 kJ/mol (i.e., about 50% of the experimental value) in almost all cases. The average error

over the 14 models is 2.8 kJ/mol, corresponding to 62% of the experimental value. Smaller

errors are shown only by the models of Cordeiro16 and CHARMM-D9,31,35 (which has a

permanent dipole moment, hence it is only suitable for use in Hemes or other particular

cases). Second, errors in the free energy of hydration are generally smaller than errors in the

free energy of solvation in hexadecane; most models show errors smaller than 1 kJ/mol in

the free energy of hydration, while all models (with the exception of the one by Cordeiro16)

show errors larger than 1 kJ/mol in the free energy of solvation in hexadecane; in other

words, most of the error in the free energy of transfer comes from an incorrect estimation of

solvation in the alkane, not in water.

In the case of CHARMM-based models, again, discrepancies could be due to our use

of simulation parameters and methods di↵erent from the CHARMM default parameters,

namely: (1) the use of a long-range correction for LJ interactions; (2) the use of geometric

combination rules (instead of Lorentz–Berthelot); (3) the use of models for water and hex-

adecane not taken from the CHARMM force field. To better understand the origin of the

discrepancies with experiments, we repeated the calculations with the original CHARMM

model as well as the quadrupole moment containing ones (CHARMM-QR and CHARMM-

QR2) using the appropriate CHARMM all-atom models for hexadecane77 and water (the

special CHARMM TIP3P, sometimes referred to as TIPS3P48), a cut-o↵ of 1.2 nm for non-

bonded interactions with shift function and no long-range dispersion correction, as normally

used in simulations with the CHARMM force field. The simulation parameters were down-

loaded for GROMACS from the CHARMM-GUI website.78 The use of native parameters and

models improves the solvation free energies of the CHARMM model (particularly the free

energy of hydration) but the free energy of solvation in hexadenane is still o↵ by 2.5 kJ/mol

or more. This also holds true for the CHARMM-based models containing a quadrupole
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Table 3: Hydration free energies (�Gwat) and free energies of solvation into hex-
adecane (�Ghd)) as well as the free energies of transfer (�trG) calculated for the
derived models and the earlier models for O2. Values are given in kJ/mol. Simu-
lations run with CHARMM-compatible simulation parameters and GROMACS
5 are marked with ⇤.

Earlier models (used in) �Ghd �Gwat �trG

CHARMM48 (8,19,20,22,23) 0.84±0.02 9.13±0.02 8.30±0.04
CHARMM⇤ 48 (19,20,22,23) 1.39±0.03 8.46±0.02 7.07±0.05
CHARMM-248 (9,35) 0.45±0.02 8.66±0.02 8.22±0.04
CHARMM-B (bond)8 0.82±0.02 9.12±0.02 8.30±0.04
CHARMM-QR11 (37) 0.93±0.02 9.13±0.03 8.20±0.05
CHARMM-QR211 (37) 0.95±0.02 8.86±0.04 7.91±0.06
CHARMM-QR⇤ 11 (37) 1.46±0.03 8.49±0.02 7.04±0.05
CHARMM-QR2⇤ 11 (37) 1.43±0.03 8.21±0.04 6.78±0.07
CHARMM-D48 (9,35) 1.35±0.02 7.77±0.03 6.42±0.05
Fischer10 (18,24) 2.47±0.02 10.19±0.02 7.72±0.04
Victor12 (25,30) 0.27±0.03 9.13±0.03 8.86±0.05
Cordeiro (constraint)16 3.28±0.02 9.39±0.02 6.10±0.04
Porrini14 1.46±0.02 9.12±0.02 7.66±0.04
Bouanich13 (36) 1.83±0.02 9.83±0.02 8.00±0.04
Bohn15 2.30±0.02 9.85±0.03 7.54±0.05
Hansen-QR17 2.34±0.02 10.09±0.03 7.76±0.05
Zhang-QR79 2.33±0.02 10.17±0.03 7.84±0.05

Models developed in this work

noQ 1.81±0.02 8.47±0.02 6.66±0.04
QS 1.85±0.02 8.58±0.03 6.73±0.05
QL 1.87±0.02 9.70±0.04 7.83±0.06

QS (Verlet list) 1.95±0.02 8.50±0.03 6.55±0.05
QS w/ Slipids75 1.91±0.03 8.58±0.03 6.67±0.05
QS w/ OPLS-AA76 1.54±0.03 8.58±0.03 7.04±0.06
QS w/ TIP3P74 1.85±0.02 8.83±0.03 6.98±0.05

Experiment 3.9257 8.55–8.5912,56,83 4.49–4.6360,84
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moment.

The results above indicate that there is room for improvement of the O2 models, so we

set out to optimize models with and without a quadrupole moment. In the parameterization,

we used the density of pure liquid O2 and its heat of vaporization as target properties, as

routinely done in the parameterization of atomistic force fields for liquids and biological

macromolecules. We used free energies of solvation only to validate the models, because

using them as targets in the parameterization would have implied a dependence of our O2

models on the specific force field for the solvent, potentially limiting the transferability of the

models. For the development of the new models, we used two di↵erent starting points: for

the charge–free model, we used bonded interactions from the model by Fischer and Lago10

(“Fischer” in Tables 1, 2, and 3), containing two uncharged particles separated by a (fixed)

bond of 0.1016 nm; this model has been employed in studies on O2 permeation through

lipid bilayers.18,24 For the model with a quadrupole moment, we used charges and bonded

interactions from Hub et al.11 (CHARMM-QR). This model has been employed in studies

on gas–protein interactions37 and protein-assisted gas permeation.11

The experimentally measured values Qexp and the quadrupole tensor components are

related by Q2
exp = 2/3⇥ (Q2

xx

+Q2
yy

+Q2
zz

), which, for the case of O2 (Q
zz

= 2Q
xx

= 2Q
yy

),

reduces to Qexp = Q
zz

.85 Using ab initio calculations at the MP2 level to evaluate the

quadrupole moment,11 Hub et al. obtained a value of Q
zz

= 0.82 DÅ. If we evaluate

the quadrupole moment using the following equation: Q
zz

= 1/2qd2, we notice that the

charges used in the model of Hub et al. (see Table 1 and Figure 2) only produce a value of

Q
zz

= 0.40 DÅ. Such value has actually been measured experimentally.86,87 Hence we decided

to test two di↵erent sets of partial charges, producing two di↵erent values of the quadrupole

moment: the partial charges reproducing the experimental value of the quadrupole moment

and those reproducing the value of quadrupole moment calculated ab initio by Hub et al.

(see Table 1). We also evaluated the performance of the model by Hub et al. with the larger

quadrupole moment (as quoted by44). In total, we optimized three models of O2: one with

19



no quadrupole (noQ), one with a smaller quadrupole moment (QS), and one with a larger

quadrupole moment (QL). For each model, we systematically varied the Lennard-Jones (LJ)

parameters of the oxygen atom. Dozens of (✏, �) pairs were considered for each of the three

new models, until we obtained good agreement with experiments on both density and heat

of vaporization at the boiling point (error below 0.1%).

After optimization of the LJ parameters, all three models reproduce very well both density

and heat of vaporization, independently of the presence and the value of the quadrupole

moment (see Table 2). Repeating the simulations with di↵erent cut-o↵ schemes, namely

the group scheme and the Verlet scheme69 (default in GROMACS v5.0.x and later), and

using the PME method to evaluate the long-range Lennard-Jones interactions67,68 provided

virtually identical results within statistical uncertainty (see Table 2). We notice that both

density and heat of vaporization obtained with our model are independent of the LJ cut-o↵,

as long as a correction for long-range dispersion interactions (or alternatively the LJ-PME

method) is used — in agreement with observations by Shirts et al.63

d = 0.1016 nm

q = 0

m=16 u

‘ ”= 0

‡ ”= 0

d = 0.123 nm

≠q
m=16 u

‘ ”= 0

‡ ”= 0

2q

m, ‘, ‡ = 0

Figure 2: Two templates used for parameterization. Left: noQ model, without charges and
with bonded parameters from ref. 10. Right: QL and QS models have a charged dummy
particle in between the oxygen nuclei. The bonded interactions are taken from ref. 11,
and the values of partial charges depend on the size of the quadrupole moment. For QL,
q = 0.226 e44 and for QS, q = 0.11136 e.11 All existing models evaluated earlier containing
a quadrupole moment have this linear structure with di↵erent values for d, ✏,�, and q.

We then calculated the free energies of solvating O2 into water and hexadecane, as well as

the free energy of transfer for O2 from water to hexadecane, for the newly developed models.

The results (see Table 3) show that two of our models, the one with no quadrupole (noQ) and

the one with the smaller quadrupole moment (QS), reproduce very well the experimental

free energy of hydration, with deviations below 1% from the experimental values. The
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model with the larger quadrupole (QL), instead, clearly overestimates the free energy of

hydration, showing a deviation of 1.15 kJ/mol from the experimental value – larger than the

error obtained with most other models tested here. All three models underestimate the free

energy of solvation in hexadecane; compared to experiments, the error is about 2 kJ/mol for

all of our models, comparable to the error obtained by most other models. As for densities

and heat of vaporization, the use of Verlet-type neighbor lists (instead of the group based

ones) has a minor e↵ect on all results (see Table 3).

Considering free energies of transfer, our models with no quadrupole moment (noQ) and

with a small quadrupole moment (QS) perform better than other models with reasonable

density and heat of vaporization. The CHARMM and CHARMM-QR models perform almost

equally well when simulated with native CHARMM simulation parameters and models,

despite the significant errors in densities and heat of vaporization. We also notice that

the computational cost of all-atom simulations is between 5 and 10 times higher compared

to united-atom models (with and without GPU, respectively; for the comparison we used

the same hardware and the same version of the software, GROMACS v5.0.7). The quality

of the models, both existing ones and those developed here, is summarized in Figure 3. The

figure shows the relative errors (with respect to the experimental values) of the four metrics

used in the parameterization and validation of the models. The noQ and QS models show

the smallest deviations from experimental values, but they cannot properly capture the free

energy of solvation into hexadecane.

To better understand the reasons for the mismatch between simulation models and ex-

periments, in terms of free energy of solvation in hexadecane, we tested our QS model (with

a smaller quadrupole moment) with two all-atom alkane force fields: the alkane model from

Slipids75 and a modified OPLS-AA model by Maciejewski et al.76 These contain partial

charges either on all carbon and hydrogen atoms (OPLS-AA) or on the terminal methyl

groups (Slipids). By virtue of the presence of partial charges, their interaction with our

QS model is di↵erent from the interaction between united-atom alkanes and QS model:
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Figure 3: Summary of the quality of both the existing models and the models developed
in this work. The bars show relative errors with respect to experimental values given in
Tables 2 and 3.

dipole-quadrupole interactions are taken into account in the case of all-atom alkanes, not

with united-atom alkanes. Surprisingly, di↵erences in the free energy of solvation of O2 in

hexadecane are minor (see Table 3). The small e↵ect of alkane partial charges on the free en-

ergy of solvation of O2 parallels the very minor di↵erence between united-atom and all-atom

alkane models in terms of dielectric constant: according to Vorobyov et al., the CHARMM

all-atom model for decane yields a dielectric constant of 1.02, extremely close to the constant

obtained from models with no partial charges (1) and very far from both the experimental

value (1.98) and the value obtained with the CHARMM polarizable model (2.07–2.12).88 It

is well known that hydrocarbons are highly polarizable molecules, and their polarizability in-

creases with their size.89 Also, the polarizability of hydrocarbons is significantly higher than

the polarizability of water and other polar liquids.89 We hypothesize that, for the case of O2

in hydrocarbons (and possibly other non-polar solvents), polarizability plays an important

role in solute-solvent interactions and the free energy of solvation.

Finally, a proper oxygen model should also perform well in terms of dynamic properties

that are relevant for numerous applications such as membrane permeation43 and di↵usion
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to protein binding sites.44 To ensure this, we calculated the di↵usion coe�cients of a single

oxygen molecule in water and in hexadecane at 298 K from the systems employed in the TI

simulations. The di↵usion coe�cient values, given in Table 4, show good agreement with

experiment in the case of hexadecane, while the di↵usion coe�cients calculated for oxygen

in water are overestimated by at least 50%. However, this discrepancy likely arises from

the quality of the employed water models; both SPC and TIP3P are known to substantially

overestimate the di↵usion coe�cient of water.90 Furthermore, the error estimates of these

di↵usion coe�cients are fairly large due to the limited statistics provided by a single di↵using

oxygen molecule.

Table 4: Di↵usion coe�cients of oxygen in water (SPC) and hexadecane
(Berger), given in cm2/s. Values with other models are labeled as follows: a:
with TIP3P, b: with OPLS-AA, c: with Slipids. “Exp.” stands for experimental
values.

Model 105 ⇥Dwater 105 ⇥Dhexadecane

noQ 3.23±0.16 2.26±0.23

QS
5.06±2.51 2.47±0.33
5.11±3.16a 4.65±0.19b

2.25±0.28c

QL 3.55±0.62 2.30±1.61

Exp. 1.9691 2.5–2.792,93

Conclusions

In the present work we verified the performance of 14 di↵erent models of O2 available in the

literature by calculating densities, heats of vaporization, and free energies of solvation in wa-

ter and hexadecane. Comparison with experimental data shows significant di↵erences among

the models, and most importantly all of them fail to reproduce quantitatively measured ther-

modynamic quantities. We also optimized new O2 models, with and without a quadrupole

moment. Both of the new models show major improvements over previous models in terms
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of thermodynamic properties and very good agreement with experimental measures, with

the exception of the free energy of solvation in hexadecane. Older models also yield similar

or larger errors on the free energy of solvation in hexadecane.

While the key conclusions of our work may sound critical, some of the tested O2 models

(and in particular the new models developed in this work) predict the correct physical trends,

and the agreement with experimental data is reasonably good. Yet, the results shown in this

work suggest that current pairwise-additive models are not adequate to accurately describe

the thermodynamics of solvation of non-polar species in non-polar media (including more

biologically relevant ones, such as lipid bilayers). For such cases, an explicit treatment of

electronic polarizability is probably necessary.88

Acknowledgement

We thank CSC – IT Center for Science (Espoo, Finland) and GENCI-CINES (France, grant

c2016076353) for computing resources. LM thanks Michael H. Abraham for fruitful discus-

sions on free energies of solvation and standard states. LM acknowledges funding from the
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Simulation Parameters Employed in Earlier Studies with

the Benchmarked Models

Since the behavior of the O2 models depends on simulation conditions, we summarize here

briefly the information available on the simulation conditions that have been employed in

studies with the earlier O2 models.

CHARMM: In refs. 1,2, the CHARMM22 force field is employed together with TIP3P

water model in Monte Carlo simulations. The Lorentz–Berthelot combination rules are

employed. In refs. 3,4, CHARMM27 force field is used with the TIP3P water model.

PME is employed for electrostatics, whereas LJ interactions are evaluated using a

switch function.

CHARMM-2: In ref. 5, the CHARMM27 force field is employed, PME is used for

electrostatics, and a cut-o↵ of 1.2 nm is employed for LJ interactions. In ref. 6,

the CHARMM27 force field is used, and electrostatics are calculated with the PME

algorithm. In refs. 7, 8, and 9 the CHARMM22 force field is used. Refs. 8 and 9 state

that PME is used for electrostatics, whereas the LJ cut-o↵ is set to 1.2 nm in ref. 8.

The parameters of the O2 model used in refs. 7, 8, and 9 are not declared in these

publications.

CHARMM-D: See above for parameters used in refs. 8 and 6.

CHARMM-QR: In the original publication (ref. 10), the Berger lipid model is em-

ployed. PME is used for electrostatics, whereas the LJ interactions are cut-o↵ at 1 nm.

In ref. 11, the OPLS all-atom force field is used together with PME for electrostatics.

Fischer: In ref. 12, a modified GROMOS force field is employed together with the SPC

water model. LJ interactions are cut o↵ at 0.75 nm, whereas an additional Coulomb

calculation with a cut-o↵ of 1.7 nm is performed every 10th step. In ref. 13, a united
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atom model by Smondyrev and Berkowitz is used together with TIP3P water model.

PME is used for electrostatics, whereas LJ interactions are cut o↵ at 1.2 nm. The

long-range dispersion correction is employed.

Victor: In the original publication (ref. 14), the Gromos 43A1 force field is used

together with the SPC water model. The twin-range cut-o↵ is employed with cut-o↵s

of 0.8 and 1.4 nm. In ref. 15, the Gromos force field is employed with the SPC water

model. The reaction field method is used for electrostatics with the twin range cuf-o↵

(0.8 and 1.4 nm).

In ref. 16, the Gromos force field is employed together with the SPC water model.

PME is employed for electrostatics, whereas a cut-o↵ of 1.4 nm is employed for LJ

interactions.

Cordeiro: In the original publication (ref. 17), the Gromos force field is used with the

SPC water model. Electrostatics are calculated with PME, while a twin-range cut-o↵

(0.9 and 1.4 nm) is used for LJ interactions. The long range dispersion correction is

used.

Porrini: In the original publication (ref. 18), the Amber99 protein force field is em-

ployed together with the TIP3P water model. Nonbonded interactions are cut o↵ at

1.2 nm.

Bouanich: In ref. 19, the Gromos force field is employed together with the SPC/E

water model. PME is used for electrostatics, whereas LJ interactions are cut o↵ at

1.4 nm. Note that O2 contains a quadrupole moment in this study, yet the charges are

not stated in the publication.

Holland: In the original publication (ref. 20), the combination of CHARMM27 (pro-

tein) and CHARMM36 (lipid) is used together with the TIP3P model for water.
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Hansen-QR: In the original publication (ref. 21), Monte Carlo simulations are em-

ployed. The LJ cut-o↵ is set to 1.0 nm, whereas PME is used for electrostatics. The

long-range dispersion correction is applied.

Zhang-QR: In the original publication (ref. 22), Monte Carlo simulations are em-

ployed. The TraPPE-UA force field is used. The LJ cut-o↵ of 1.4 nm is employed

together with long-range dispersion correction. PME is used for electrostatics.
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