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Abstract—This paper presents a direct model predictive cur-

rent control (MPC) strategy for quasi-Z-source inverters (qZSIs).

A discrete-time model is derived that accurately captures all oper-

ating modes of the converter. Both sides of the qZSI are controlled

simultaneously based on the inductor current and capacitor

voltage on the dc side as well as the output current on the ac

side. To improve the closed-loop performance of the converter a

long prediction horizon is implemented. However, the underlying

optimization problem may become computationally intractable

because of the substantial increase in the computational power

demands, which in turn would prevent the implementation of

the control strategy in real time. To overcome this and to solve

the problem in a computationally efficient manner, a branch-

and-bound strategy is used along with a move blocking scheme.

Simulation and experimental results are provided to verify the

effectiveness of the presented control strategy.

Index Terms—Quasi-Z-source inverter, model predictive con-

trol (MPC), long prediction horizon, branch-and-bound, move

blocking

I. INTRODUCTION

T
HE Z-source inverter (ZSI) was proposed in 2002 as an

alternative to the traditional dc-ac converter. The ZSI

fulfills the buck-boost function in a single-stage converter

by utilizing a Z-source network, consisting of two identical

inductors, two identical capacitors, and a diode [2], [3]. By

employing an extra switching state, called shoot-through state,

the ZSI can boost the input dc voltage to the desired dc-

link voltage [4]. In comparison with the traditional two-stage

inverter (consisting of a dc-dc boost converter and a voltage

source inverter), the ZSI has a better efficiency, simpler design,

and reduced cost [5], [6]. The quasi-Z-source inverter (qZSI)

was presented as an improved version of the classical ZSI [7].

It has many additional advantages such as continuous input

current and joint earthing of the dc source and the dc-link bus.

Moreover, the voltage of one of the quasi-Z-source network ca-

pacitors is significantly reduced resulting in a smaller passive

components size [8]. Taking into account the aforementioned

characteristics, the qZSI can be considered as an attractive

candidate for several power electronics applications, including

photovoltaic applications [9]–[11].

Using traditional linear control techniques to control the

qZSI appears to be a challenging task. The main reason

is that the capacitor voltage (the dc-link voltage) and the
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inductor current on the dc side of the converter have to be

controlled at the same time with the current/voltage on the ac

side [10], [12]–[14]. Hence, separate control loops are required

for the dc and ac sides. In addition, the dc side of the qZSI

exhibits a nonminimum phase characteristic which requires

much attention in the controller design in order to minimize its

effect on the converter operation at different operating points.

Moreover, the interacting between the dc- and the ac-side

controllers should be avoided in order to ensure a satisfying

performance for both sides of the qZSI [10], [11]. As an

alternative, nonlinear control algorithms such as sliding mode

control [15] and neural network control [16] have been applied

to ZSI/qZSI. In comparison with the traditional proportional-

integral (PI) based controllers, these algorithms exhibit fast

dynamic behavior, at the expense though of again increased

design complexity.

Over the last decade, model predictive control (MPC) [17]

has been established as an attractive control algorithm for

power electronics applications [18], [19]. Particularly, the so

called direct MPC—also referred to as finite control set (FCS)

MPC—has been extensively used, thanks to its design simplic-

ity; the switches of the converter are directly manipulated with-

out requiring a modulator [18], [20], [21]. Moreover, MPC,

in general, and direct MPC, in particular, have been proved

to be particularly effective when multiple-input, multiple-

output (MIMO) systems with nonlinear, complex dynamics

are concerned. The reason is that all the control objectives

can be tackled in one stage since they are incorporated in one

performance criterion, i.e. the cost function.

Motivated by the complexity of the qZSI and the above-

mentioned advantages of MPC, a few research works have

been recently published focusing on MPC for ZSI/qZSI,

see e.g. [22]–[29]. It is worth mentioning, though, that in

these works MPC is used in its simplest form, akin to a

dead-beat controller. Specifically, a one-step horizon MPC is

implemented, the goal of which is to eliminate the output error

as fast and as much as possible within this short horizon.

This forces the controller to take aggressive actions which

may cause stability problems. For instance, short-horizon MPC

cannot always deal with the nonminimum phase nature of the

dc side of the qZSI. More specifically, due to the reverse

capacitor voltage response during transients, a sufficiently

long prediction horizon is required so that the controller can

accurately predict not only that initial adverse system behavior,

but also beyond that. In other words, the MPC scheme should

be able to “see” beyond the initial reverse-response system

behavior in order to ensure closed-loop stability.

As a consequence, the short-horizon MPC is not always

sufficient to achieve a good system performance, especially

when applied to complex systems such as the qZSI. Recent



works, such as [30]–[32] have shown that long-horizon MPC

can significantly improve the system performance by reducing

the current total harmonic distortion (THD). Moreover, apart

from a very few cases (see [33, Chap. 10] and references

therein for a short discussion), in the one-step horizon MPC

formulations the switching effort penalization is not taken

into account which is in contrast to the optimal control

paradigm [17]. As a result, the switching frequency is not

directly controlled, but merely an upper bound is imposed

on it, as defined by the sampling interval1. This implies that

the converter operates at the highest achievable switching

frequency which in turn leads to high switching losses.

In this paper a long-horizon direct MPC algorithm—

implemented as a current controller—is adopted to handle the

multiple control objectives, i.e. the regulation of the output

current, the inductor current, and the capacitor voltage to their

reference values. A discrete-time model of the converter is

derived, on which the controller relies to accurately predict

the future behavior of the system over the whole operating

regime. Besides, a long horizon is implemented so as to

achieve an improved performance and to avoid the issues

mentioned above. Nevertheless, since the computational com-

plexity grows exponentially with the length of the prediction

horizon, strategies need to be employed that balance the trade-

off between the length of the prediction horizon and the

number of computations required. To keep the computational

complexity modest, a branch-and-bound technique [34] is em-

ployed and it is combined with a move blocking scheme [35]

that yields a nontrivial prediction horizon.

This paper is structured as follows. In Section II, the

continuous- and discrete-time models of the qZSI are derived.

The optimization problem underlying MPC is formulated

and solved in Section III. Next, for comparison purposes, a

conventional PI-based controller is designed in Section IV. In

Section V simulation results are presented, and in Section VI

the proposed control strategy is experimentally tested. Sec-

tion VII draws the conclusion.

II. MATHEMATICAL MODEL OF THE QUASI-Z-SOURCE

INVERTER

Fig. 1 shows the configuration of the qZSI consisting of a

quasi-Z-source network, a three-phase two-level inverter, and

an RL load. With the inductors, L1, L2, the capacitors, C1,

C2, and the diode D, the qZSI manages to boost the input

voltage vin to the desired dc-link voltage vdc. This is done

by including the extra shoot-through state. Consequently, the

qZSI has two types of operating states, namely the non-shoot-

through—comprising of the six active and two zero states of

the conventional two-level voltage source inverter—and the

shoot-through states, see Fig. 22.

Since the qZSI operates in different states, the associated

models will be derived separately. Note that to simplify the

1The authors are aware of only one exemption, namely [22], in which
the switching frequency of the ZSI/qZSI is directly controlled with MPC.
However, this is not done by penalizing the switching effort, but by adding
a switching frequency error term (i.e. the difference between the converter
switching frequency and a desired one) to the objective function. Therefore,
the formulated optimization problem underlying MPC violates the optimal
control paradigm and a smooth transition between consecutive switching
transitions is not guaranteed.

2In Fig. 2, NST stands for non-shoot-through and iST denotes the shoot-
through current (i.e. the dc-link current during the shoot-through state).
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Fig. 1: Topology of the quasi-Z-Source Inverter (qZSI).
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Fig. 2: Operation states of the qZSI.

modeling and to ease the computations, the variables are

expressed in the stationary orthogonal system (αβ) instead

of the three-phase system (abc). Therefore, a variable ξabc =
[ξa ξb ξc]

T in the abc system is transformed to a variable

ξαβ = [ξα ξβ ]
T in the αβ system through ξαβ = Kξabc,3

where K is the Clarke transformation matrix

K =
2

3

[

1 − 1
2 − 1

2

0
√
3
2 −

√
3
2

]

. (1)

The system states include the output current, the inductor

currents, and the capacitor voltages. Thus, the state vector is

x = [io,α io,β iL1
iL2

vC1
vC2

]T ∈ R
6. The three-phase

switch position uabc ∈ U3 is considered as the input to the

system, with uabc = [ua ub uc]
T and U = {0, 1}. Moreover,

the input voltage is considered as a disturbance to the system,

i.e. w = vin ∈ R.

As far as the output of the system is concerned, the

output and the inductor currents along with the capacitor

voltage are considered as the output variables, i.e. y =
[io,α io,β iL1

vC1
]T ∈ R

4.

A. Non-Shoot-Through State

As can be seen in Fig. 2(a), at non-shoot-through state

the diode is conducting, thus the input voltage source and

the inductors deliver energy to the capacitors and the load.

Accordingly, the system model is given by

dx(t)

dt
= F 1x(t) +G1uabc(t) +Hw(t) (2a)

y(t) = Ex(t) , (2b)

3To this end, the subscript for vectors in the αβ plane is dropped to simplify
the notation. Vectors in the abc plane are denoted with the corresponding
subscript.
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where R (L) is the load resistance (inductance), and v̂dc is the

peak dc-link voltage, see appendix A.

B. Shoot-Through State

At shoot-through state the input voltage source and the

capacitors charge the inductors, while the diode is cut-off, as

shown in Fig. 2(b). During this state, the load is short-circuited

since the upper and lower switches in at least one of the

three phases are turned on simultaneously, i.e. ux = ūx = 1,

where ūx denotes the position of the lower switch in phase

x ∈ {a, b, c}. The converter at the shoot-through state is

described by the following expression

dx(t)

dt
= F 2x(t) +G2uabc(t) +Hw(t) (3a)

y(t) = Ex(t) , (3b)
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and G2 is the zero matrix of appropriate dimensions. It is

worthwhile to mention that, as can be deduced from (3),

the qZSI in shoot-through state can be considered as an

autonomous linear dynamical system with an external distur-

bance.

C. Continuous-Time Model

Models (2) and (3) can be combined in one model that

precisely describes the different operating states of the qZSI.

To do so, an auxiliary binary variable daux is introduced. This

variable indicates the state at which the converter operates, i.e.

daux =

{

0 if non-shoot-through state (active or zero state)

1 if shoot-through state
(4)

4For a matrix M , M (:,i) denotes its ith column.
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Fig. 3: The qZSI presented as a continuous-time automaton.

Since the transition from non-shoot-through state to shoot-

through state, and vice versa, is input-dependent, (4) can be

written as

daux =

{

0 if ux 6= ūx∀x ∈ {a, b, c}
1 if ∃x ∈ {a, b, c} s.t. ux = ūx = 1

. (5)

Taking all the above into account, the model of the converter

can be written as

dx(t)

dt
= Fx(t) +Guabc(t) +Hw(t) (6a)

y(t) = Ex(t) , (6b)

where
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and
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abcK

−1
(:,1), m2 = (daux − 1)uT

abcK
−1
(:,2)

Moreover, G = (1− daux)G1.

In Fig. 3 the qZSI represented as an automaton is depicted.

As can be seen, the transition from one condition to another

is specified by the auxiliary variable daux.

D. Internal Control Model

Using forward Euler approximation5, the continuous-time

model derived in Section II-C is discretized. The resulting

state-space model of the qZSI in the discrete-time domain is

of the form

x(k + 1) = Ax(k) +Buabc(k) +Dw(k) (7a)

y(k) = Cx(k) , (7b)

with A = (F + I)Ts, B = GTs, D = HTs and C = E.

Moreover, I denotes the identity matrix, Ts is the sampling

interval, and k ∈ N.

III. DIRECT MODEL PREDICTIVE CONTROL WITH

REFERENCE TRACKING

A. Control Objective

For the qZSI, the control objective is twofold. First, the

output current io should accurately track its reference value

io,ref. In addition, the inductor current iL1
and the capac-

itor voltage vC1
should be regulated along their reference

5Forward Euler approximation is adequately precise when a sampling
interval of one to two tens of microseconds is used. For larger sampling
intervals, exact discretization should be used instead.
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Fig. 4: Direct model predictive control with reference tracking for the qZSI.

trajectories iL1,ref and vC1,ref, derived from an outer loop

based on a power balance equation. Moreover, the switching

losses are to be kept relatively low, which can be achieved

indirectly by controlling the switching frequency6. Finally,

during transients, the above-mentioned controlled variables

should reach their desired values as fast and with as little

overshoot as possible.

B. Controller Block Diagram

The block diagram of the proposed direct predictive con-

troller with current reference tracking is illustrated in Fig. 4.

As can be seen, the desirable system performance is achieved

by directly manipulating the inverter switches, without the

presence of a modulator. The proposed MPC algorithm first

computes the evolution of the plant over the prediction horizon

(i.e. the trajectories of the variables of concern) based on

the measurements of the output current, inductor current, and

capacitor voltage. Following, the optimal control action (i.e.

the switching signals) is chosen by minimizing a performance

criterion in real time.

C. Optimal Control Problem

At time-step k, the cost function that penalizes the error of

the output variables and the switching effort over the finite

prediction horizon of N time steps is written as

J(k) =

k+N−1
∑

ℓ=k

||yref(ℓ+1|k)−y(ℓ+1|k)||2Q+||∆uabc(ℓ|k)||
2
R .

(8)

In (8) yref ∈ R
4 is a vector encompassing the refer-

ence values of the controlled variables (the output cur-

rent, inductor current, and capacitor voltage), i.e. yref =
[io,α,ref io,β,ref iL1,ref vC1,ref]

T . Moreover, the term

∆uabc(k) = uabc(k)− uabc(k − 1) is added to control the

inverter switching frequency by penalizing the switching tran-

sitions. Finally, the diagonal, positive semidefinite matrices

Q and R ∈ R
4×4 are the weighting matrices7 that set

the trade-off between the overall tracking accuracy and the

switching frequency. Note that the diagonal entries of Q are

chosen such that the tracking accuracy among the three output

variables is prioritized. More specifically, priority is given to

the output current by penalizing the corresponding error more

heavily. This is achieved by choosing larger values for the

corresponding diagonal entries in Q. This implies that when

more weight is put into the tracking of the output current

reference, then the trade-off between the overall tracking

6As mentioned in Appendix A, the average switching frequency is con-
trolled with direct MPC. For simplicity, the word average is dropped in the
remainder of the paper.

7The squared norm weighted with the positive (semi)definite matrix W is
given by ||ξ||2

W
= ξTWξ.

accuracy and the switching frequency is simplified to the

trade-off between the output current THD and the switching

frequency of the converter, given by

fsw = lim
M→∞

1

MTs

·
1

6

M−1
∑

ℓ=0

1

2

(

||uabc(ℓ)− uabc(ℓ− 1)||1+

||ūabc(ℓ)− ūabc(ℓ− 1)||1

)

. (9)

According to (9), the switching frequency is computed by

counting the number of on switching transitions over a time

interval and by dividing this number by the length MTs

of that interval. The average switching frequency is then

obtained by averaging over the 6 controllable switches of

the converter. Note that the first term of the summation

||uabc(ℓ)− uabc(ℓ− 1)||1 would suffice if and only if the

switches in phase x ∈ {a, b, c} changed position in a com-

plementary manner, i.e. when the upper switch was on the

lower was off (ux = 1 → ūx = 0), and vice versa (ux = 0 →
ūx = 1). However, since both switches in any phase leg can

be simultaneously on, the second term of the summation, i.e.

||ūabc(ℓ)− ūabc(ℓ− 1)||1, with ūabc = [ūa ūb ūc]
T , is added

so that the switching transitions during the shoot-through state

are also considered; the case ux = ūx = 1 is not concealed. By

introducing this term, though, the on transitions are counted

twice (once with each term). To compensate for that, the

summation is divided by 2.

The optimal sequence of control actions is then com-

puted by minimizing the cost function (8) over the optimiza-

tion variable, i.e. the switching sequence over the horizon

U(k) = [uT
abc(k) u

T
abc(k + 1) . . .uT

abc(k +N − 1)]T , i.e.

minimize
U(k)

J(k)

subject to eq. (7)

U(k) ∈ U .

(10)

with U = U3N . Having found the optimal switching sequence

U∗(k), only its first element u∗
abc(k) is applied to the qZSI,

whereas the rest are discarded. At the next time-step k + 1,

the whole procedure is repeated with updated measurements

over a one-step shifted horizon, as the receding horizon policy

dictates [17].

D. Reducing the Computational Complexity

Problem (10) is in general computationally demanding due

to the integer nature of the optimization variable. As already

mentioned, its computational complexity increases exponen-

tially with its size, i.e. the total number of candidate solutions

for the problem under examination is 8N . Therefore, it is

likely that a relatively long prediction horizon—required for

an improved system performance—would result in a problem

that is computationally intractable. To reduce the increased

computational burden and to manage to solve the underlying

optimization problem (10) in real time in a matter of a few

microseconds, heuristics and approximations are adopted in

this work.

First, a branch-and-bound algorithm is implemented [34]. A

depth-first search is performed on the generated search tree,

the branches of which are the elements of the candidate solu-

tions of (10), i.e. the elements uabc(ℓ), ∀ ℓ = k, . . . , k+N−1
of the switching sequences U(k). Hence, the optimal solution
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Fig. 5: Linear control with PWM for the qZSI.

is found by exploring each branch of the search tree as far

as possible, i.e. until reaching a dead end or the bottom

level, where backtracking occurs to explore unvisited nodes in

higher levels. Having computed a good upper bound as soon

as possible, then suboptimal branches can be pruned at the

early stages of the search process, thus reducing the number of

the candidate solutions. Furthermore, a branching heuristic is

employed to warm-start the optimization procedure by starting

from a “promising” branch, i.e. a branch that would lead to

a tight upper bound. In particular, the first explored branch

of the tree is the shifted by one time step previous solution

U∗(k−1)—in accordance with the receding horizon policy—

concatenated with the last control action u∗(k +N − 2).
To further reduce the computations required, while keeping

the prediction horizon long enough, a move blocking tech-

nique [35], is utilized in this paper. The main idea of this

technique is to split the prediction horizon into two segments,

N1 and N2, where the total number of prediction steps is

N = N1+N2, with N1, N2 ∈ N
+. The first part of the horizon

N1 is finely sampled with the sampling interval Ts, while the

second part N2 is sampled more coarsely with a multiple of

Ts, i.e. with T ′
s = nsTs, where ns ∈ N

+. This results in a

total prediction interval of N1Ts +N2T
′
s = (N1 + nsN2)Ts,

thus, an adequate long prediction horizon is achieved using

a few number of prediction steps [36], [37]. Using this tech-

nique, and in combination with the aforementioned branch-

and-bound strategy, the calculation efforts can be dramatically

decreased as shown in Section V.

In order to show how the overall control strategy works, the

proposed direct MPC algorithm for the qZSI is described in

appendix B.

IV. CONVENTIONAL PI-BASED CONTROLLER WITH PWM

Before evaluating the performance of the proposed MPC-

based current control scheme, and for comparison purposes, a

well-established linear controller is also implemented, see [4],

[9], [10] and references therein. The block diagram is depicted

in Fig. 5. As can be seen, PI controllers are used on each side

of the qZSI. The aim of the dc-side controller is to boost

the dc-link voltage. To achieve this, the dc-side controller is

subdivided into two cascaded control loops8. The outer loop—

the voltage controller—regulates the capacitor voltage vC1
by

adjusting the reference of the inductor current iL1,ref. The inner

loop, i.e. the current controller, regulates the inductor current

8In order to have a fair comparison with the proposed MPC strategy, PI
controllers are used to control both the capacitor voltage and the inductor
current of the dc side.

iL1
by manipulating the shoot-through duty cycle d. On the

ac side, the PI controller manipulates the inverter modulation

index m in order to achieve tracking of the output current

reference.

In a last step the shoot-through duty cycle d and the modula-

tion index m are fed into the PWM block which generates the

switching signals. As for the PWM techniques for the qZSI,

there are three different methods in the literature: simple boost

control, maximum boost control, and maximum constant boost

control [2], [38], [39]. In this work, the simple boost control

method with third harmonic injection is implemented because

it introduces constant shoot-through duty cycle which in turn

results in lower inductor current ripples.

V. SIMULATION RESULTS

To investigate the performance of the proposed MPC

scheme for the qZSI, several simulations using Mat-

lab/Simulink have been conducted. The system parameters

are chosen as vin = 70V, L1 = L2 = 1mH, C1 = C2 =
480µF, R = 10Ω, and L = 10mH. Based on the desired

output power (Po,ref = 540W), the output current reference

io,ref

(

=
√

2Po,ref

3R

)

is set to 6A, while the inductor current

reference is equal to 7.7A (iL1,ref = Po,ref/vin). In order

to calculate the capacitor voltage reference, the following

derivation is used. First, the output power Po of the qZSI can

be calculated by

Po =
3

2
v̂o îo cosϕ , (11)

where v̂o (̂io) is the peak output voltage (current) and cosϕ
is the system power factor which can be calculated from the

load impedance. Thus, v̂o can be written as

v̂o =
2Po

3 îo cosϕ
, (12)

Using the output power and current reference values, and

based on the load, (i.e. Po,ref , io,ref , and theRL load), the

desired peak value of the output voltage is v̂o = 64V. In order

not to affect the sinusoidal waveform of the output current

and to prevent the interacting between the dc and ac sides,

the capacitor voltage reference vC1,ref should be greater than

double the required peak output voltage [10]. Consequently,

the capacitor voltage reference is chosen to be equal to 150V,

i.e. vC1,ref = 2.3·v̂o. In the remainder of the paper the capacitor

voltage reference is kept fixed at the aforementioned value

in order to keep the peak dc-link voltage constant at 230V,

see (16).
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For the scenarios examined below, the converter operates

at the desired switching frequency fsw ≈ 5 kHZ, by setting

Q = diag(1, 1, 0.1, 0.02) and R = λuI in (8), where λu > 0
is appropriately chosen, by exploring the trade-off between

λu and the switching frequency fsw, as shown in Fig. 6. The

sampling interval is chosen as Ts = 25µs.

A. Steady-State Performance

First, the effect of the prediction horizon length on the sys-

tem performance is examined. The THD of the output current

Io,THD is used as a performance metric. This is considered

as a meaningful and informative metric during steady-sate

operation since it quantifies the tracking performance of the

controller.

Table I summarizes the output current THD Io,THD produced

by the presented MPC current controller9. Regardless of the

prediction horizon length, the converter operates at a switching

frequency of fsw ≈ 5 kHz. As can be seen in Table I,

when longer prediction intervals are implemented the closed-

loop system performance can be significantly improved. In

particular, it can be observed that even a prediction interval of

4Ts can be considered long enough to achieve a noteworthy

reduction in the current THD.

To further assess the performance of the proposed MPC

strategy, the linear controller presented in Section IV is exam-

ined. Again, the converter operates at a switching frequency of

5 kHz and under the same input/output operating conditions.

It is found that the output current THD value is 8.30%. The

current THD of the proposed MPC with a prediction interval

of 3Ts (6.52%, see Table I) is lower than the one with the

PI-based controller. These results confirm that long-horizon

MPC definitely leads to better performance than the one with

the conventional PI control.

In a next step, the trade-off between the current THD

and the switching frequency is investigated. The switching

frequency of the qZSI varies from fsw = 3 to fsw = 15 kHz by

changing the value of the weighting factor λu, while keeping

the entries of Q constant. For each switching frequency, the

resulting Io,THD is recorded. The three-dimensional graphs

that show the relationship among the weighting factor (λu),

9Note that MPC with a prediction horizon of length 1Ts corresponds to
the existing one-step horizon MPC.

TABLE I: Output current THD produced by the proposed MPC scheme
depending on the length of the prediction horizon. The switching frequency
is approximately 5 kHz.

Length of Prediction Current THD
Horizon NTs Io,THD%

1Ts 16.09
2Ts 11.80
3Ts 6.52
4Ts 5.01
5Ts 3.65
6Ts 2.34
7Ts 1.99
8Ts 1.46

switching frequency (fsw), and output current THD for MPC

with different prediction horizons are shown in Fig. 7.

To further investigate the trade-off between the current

THD and the switching frequency, the MPC algorithm is

implemented with four different prediction horizon lengths

(1Ts, 3Ts, 5Ts, and 8Ts). For comparison purposes, the re-

spective THD values produced by the linear controller are also

included. The individual simulations—indicated by markers—

are approximated by second and third degree polynomials in

Figs. 8(a) and 8(b), respectively.

Fig. 8(a) verifies that long-prediction horizon MPC can

remarkably decrease the current THD, especially when the

switching frequency is relatively low. For example, at a

switching frequency of fsw = 3 kHz, the current THD of

the MPC with 1Ts prediction horizon is Io,THD = 19.23%.

However, the THD highly reduces to 3.15% with an 8Ts

prediction horizon. On the other hand, when higher switching

frequencies are considered, the improvement in the current

THD is still present. Furthermore, based on Fig. 8(a) it can be

concluded that MPC with a prediction interval of 3Ts achieves

a lower current THD than the PI-based control, and when the

prediction interval extends to 8Ts, it notably outperforms it.

This can also be observed in Fig. 8(b), where the relative

current THD (δTHD%) of the MPC strategy with the aforemen-

tioned prediction lengths is depicted versus the same range of

switching frequencies. The relative current THD of the MPC

is normalized to the THD resulting from the PI-based control

and given in percent according to the following expression

[32]

δTHD =
THDMPC − THDPI

THDPI

· 100%. (13)

Fig. 8(b) shows that the current THD produced by MPC

with 1Ts horizon is higher by up to 100% for switching

frequencies around 7 kHz, compared to that of a PI-based

controller. Increasing the prediction horizon length to 8Ts,

the MPC produces currents with reduced THD values by

about 70 − 80% for switching frequencies between 3 and

15 kHz. These results point out that using MPC with longer

horizon effectively improves the performance of the qZSI and

introduces better behavior than the traditional PI control.

B. Discussion on Stability

As mentioned in Section I, the qZSI is a nonminimum

system. More specifically, assuming a linearized model, the

shoot-through duty cycle-to-capacitor voltage transfer function

contains a right half-plane zero, implying that the sign of the

gain is not always positive. Physically, this means that the

system exhibits a reverse-response behavior during transients.
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Fig. 7: The effect of the weighting factor (λu) on the switching frequency and the output current THD for the MPC with different prediction horizons (1Ts,
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Fig. 8: Trade-off between the output current THD Io,THD and the switching
frequency fsw for the PI-based controller and the MPC with prediction horizon
length of 1Ts, 3Ts, 5Ts, and 8Ts.

For example, when the output power demands increase then

the ac side needs to be instantaneously short circuited for a

nonnegligible time for the dc-link voltage to remain at the

desired level. This prolonged short-circuit situation of the ac

side (which can be interpreted as an instantaneous increase in

the shoot-through duty cycle) causes the capacitor voltage to

initially drop and diverge from its reference value. A controller

should be able to bring the voltage back to its predefined

value in order to keep the system stable. As far as MPC is

concerned, this means that the prediction horizon should be

long enough, so that the controller can accurately predict the

whole phenomenon and “see” beyond the initial voltage drop.

In order to show how long-horizon MPC can ensure stability

under conditions single-step MPC fails to do, the following

scenario is examined. The desired output power is stepped up

at t = 20ms from Po,ref = 135 to 1215W. Accordingly, the

output current reference is changed from 3 to 9A and the

inductor current reference from 1.9 to 17.4A (see beginning

of Section V); for this test the capacitor voltage reference is

kept fixed at 150V. The qZSI is controlled with MPC with

prediction intervals equal to 1Ts and 5Ts. The simulation

results are shown in Figs. 9 and 10, respectively. In both cases

the switching frequency is set to approximately 5 kHz.

As can be seen in Figs. 9 and 10, before the demanded

output power change the system behaves almost the same,

regardless of the length of the prediction horizon. Nonetheless,

MPC with a prediction interval of 5Ts produces lower current

THD than single-step horizon MPC, as expected and explained

in Section V-A. When the step change occurs at t = 20ms,

MPC with horizon of 1Ts fails to track the reference values

of the dc- and ac-side variables, see Fig. 9. On the other

hand, long-horizon MPC manages to follow the changes in

the reference values of the controlled variables and eliminates

the resulting errors as fast as possible.

From the above-shown results it can be understood that

short-horizon MPC fails to predict beyond the initial capacitor

voltage drop. Thus, it computes a plan of control actions that is

suboptimal; this plan does not suffice to bring the system back

to steady-state operation after its initial reverse response; con-

sequently it becomes unstable. Long-horizon MPC, however,

manages to keep the system stable. The controller predicts

within the 5Ts prediction horizon both the voltage drop at the

beginning of the transient as well as its subsequent increase,

and thus picks the corresponding sequence of control actions

that achieve this.

C. Robustness Against Parameters Variation

MPC, as a model-based control strategy, relies on an ac-

curate model of the examined system in order to come up

with the best possible plan of control actions. MPC schemes

for power electronics, though, are typically highly robust. The

accuracy of the predictions is high since the models used in

power electronics are fairly accurate, at least compared to

other disciplines. Moreover, the receding horizon policy in

MPC adds feedback and provides MPC with a high degree

of robustness to model mismatches and disturbances. To

verify this argument, in this section, the impact of parameter

variations on the system performance is examined when MPC

with a 5Ts prediction length is implemented.

In the first case, the resistive part R of the RL load is

halved; at time t = 20 ms the resistor R is changed from 10 to

5Ω. The simulation results for the three controlled variables

(the capacitor voltage, inductor current, and output current)

are shown in Fig. 11. As can be seen, the three variables

track their references effectively. However, the output current

distortions become higher; the THD increases from 3.65% to

4.39%, see Fig. 11(c). In addition, the capacitor voltage and
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Fig. 9: Simulation results for a step change in the output current reference with MPC and a 1Ts prediction horizon length.
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Fig. 10: Simulation results for a step change in the output current reference with MPC and a 5Ts prediction horizon length.
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Fig. 11: Simulation results for MPC and a 5Ts prediction horizon length when R of the RL load is reduced by 50%.
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Fig. 12: Simulation results for MPC and a 5Ts prediction horizon length when L1 and L2 of the qZS network are reduced by 50%.

inductor current exhibit slightly higher ripples, see Figs. 11(a)

and 11(b), respectively.

In the second test, the qZS network inductances (L1 and L2)

are changed from their nominal values of 1000mH to 500mH.

The simulation results for both sides are shown in Fig. 12.

As can be observed in Fig. 12(c), the output current remains

unaffected by this change on the dc side, since its THD is

marginally increased by 2.3%. On the dc side, although the

ripples of the capacitor voltage and the inductor current are

more pronounced, the controlled variables are still regulated

along their references and a zero steady-state error is achieved.

These results confirm that—thanks to the receding horizon

policy—MPC with long-horizon remains robust to parameter

variations in the underlying prediction model.

D. Computational Burden

Since an increased prediction horizon entails a subsequent

increase in the computational complexity of the MPC algo-

rithm, the latter is investigated in this section. This is done

in terms of the complete switching sequences U and the

nodes being evaluated at each time-step to obtain the optimal

solution.

Table II shows the average and the maximum number

of the sequences µ and nodes ν examined as a function

of the length of the prediction horizon. To highlight the

computational efficiency of the proposed MPC algorithm,

the number of the switching sequences evaluated with the

exhaustive enumeration algorithm—typically used in the field

of power electronics to solve MPC problems of the form (10)

[18]—is also presented. As can be seen, thanks to the branch-

and-bound scheme and the move blocking strategy, the number

of examined sequences is significantly reduced. For instance,

for a prediction horizon of 6Ts total length10 the maximum

number of sequences—which is of importance for a real-

time implementation since it corresponds to the worst-case

scenario—is reduced by about 99.96%. In addition, the maxi-

mum number of the visited nodes is reduced by about 99.95%.

The significant reduction in the required calculations enables

10The 6Ts prediction horizon length is achieved with the proposed MPC
strategy by setting N1 = 2, N2 = 2, ns = 2 in the move blocking scheme,
see Section III-D.



TABLE II: Average and maximum numbers of examined switching sequences µ and nodes ν depending on the length of the prediction horizon.

Length of Prediction Exhaustive Search Proposed MPC Strategy
Horizon

NTs = (N1 + nsN2)Ts N1 +N2 µ ν N1 +N2 avg(µ) avg(ν) max(µ) max(ν)
1Ts 1 + 0 8 8 1 + 0 8 8 8 8
2Ts 2 + 0 64 72 2 + 0 16.4 25.3 24 32
3Ts 3 + 0 512 584 1 + 1 23.2 33.4 32 44
4Ts 4 + 0 4,096 4,680 2 + 1 41.7 56.2 64 87
5Ts 5 + 0 32,768 37,448 1 + 2 56.5 75.9 80 100
6Ts 6 + 0 262,144 299,592 2 + 2 78.1 99.6 104 126
7Ts 7 + 0 2,097,152 2,396,744 1 + 3 84.6 111.4 112 147
8Ts 8 + 0 16,777,216 19,173,960 2 + 3 114.2 153.8 152 188

the proposed MPC to be implemented in real time as shown

in Section VI.

VI. EXPERIMENTAL RESULTS

Experiments for the qZSI with both the proposed MPC

scheme and the linear PI-based controller were carried out

in the laboratory. The system parameters are the same as in

Section V. The controllers were implemented on a low-cost,

low-power field programmable logic array (FPGA) Cyclone

III-EP3C40Q240C8, with 39,600 logic elements, 126 multipli-

ers, and 1,161,216 total RAM bits. To compensate for the time

delay introduced by the MPC controller, a delay compensation

strategy is applied [40]. The complete experimental set-up is

displayed in Fig. 13.

A. Steady-State Operation

The first scenario examined is that of the steady-state

behavior of the qZSI when operated at a switching frequency

of ≈ 5 kHz, as computed over 50 fundamental periods, i.e.

by setting M = 40,000 in (9). As far as the MPC scheme

is concerned, two different prediction horizon lengths are

tested, i.e. 1Ts and 5Ts, with the weighting factor λu being

0.42 and 0.75, respectively, in order to achieve the desired

switching frequency (see Fig. 6). Considering the parameters

of the PI controllers, they are tuned such that no steady-

state error appears when operating under nominal conditions,

while current regulation with as little overshoot as possible

is achieved. By using the concept of averaging, the closed-

loop transfer function of the linearized system is first derived

(see [10], [14]), and then by utilizing the Routh-Hurwitz

stability criterion, the parameters of the PI controllers chosen.

Therefore, the gains of the dc-side controllers are chosen to be

kpc
= 0.008 and kic = 0.05 for the outer PI voltage control

loop and kpi
= 0.03 and kii = 0.2 for the inner PI current

control loop. As for the ac-side, the control parameters are

chosen as kp1
= kp2

= 0.05 and ki1 = ki2 = 30.

The experimental results obtained with the MPC are shown

in Figs. 14, 15, 16 and 17, whereas those produced by the

PI control are illustrated in Figs. 18 and 19. Concretely, the

results related to the dc side of the converter are illustrated in

Figs. 14 and 16 for the MPC with 1Ts and 5Ts prediction

horizon lengths, respectively, and in Fig. 18 for the linear

controller. The respective ac-side results are shown in Figs. 15

and 17 for the MPC, and Fig. 19 for the PI-based controller.

With regard to the dc side, it can be observed that the

inductor current accurately tracks its reference in all cases

examined (Figs. 14(b), 16(b), and 18(b)), resulting in a boosted

capacitor voltage vC1
= 150V (Figs. 14(a), 16(a), and 18(a))

and a peak dc-link voltage of v̂dc = 230V (Figs. 14(c), 16(c),

Host computer

Oscilloscope

DC power supply

FPGA board &

Peripheral boards

Measurements boards

qZSI

Resistive-inductive load

Fig. 13: System set-up in the laboratory.

and 18(c)). Regardless of the prediction horizon, the MPC

shows good steady-state behavior with low inductor current

ripples. On the other hand, the inductor current and capacitor

voltage ripples are slightly higher with the PI-based controller.

On the ac side of the converter, the tracking accuracy of

the proposed controller is not affected by the shoot-through

state as can be seen in Figs. 15(a) and 17(a) where the three-

phase output currents are depicted along with their references.

Furthermore, the MPC with a 5Ts prediction interval produces

THD Io,THD = 4.65% (see Fig. 17(b)), significantly lower

than the one resulting from the 1Ts horizon MPC, which is

17.05% (see Fig. 15(b)). This confirms that increasing the

prediction horizon improves the system performance as far

as the output current THD is concerned, as also shown in

Section V. With the PI-based controller the current THD is

8.95% (see Fig. 19(b)) which is notably higher than that of

the MPC with horizon length 5Ts. These results are in line

with the simulation ones.

It can be concluded that the overall performance of the qZSI

is improved with MPC when a longer horizon is used. By

utilizing the branch-and-bound and move blocking techniques,

the computationally burden is reduced and the MPC algorithm

can be successfully implemented in the FPGA. Without adding

any outer loops that would complicate the controller design,

the proposed MPC algorithm outperforms the PI-based con-

troller.

B. Current THD and Switching Frequency

Some experiments were conducted to study the trade-off

between the current THD and the switching frequency of the

proposed MPC strategy with prediction intervals equal to 1Ts,
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Fig. 14: Experimental results of the dc side of the qZSI with MPC and an 1Ts prediction horizon length. The sampling interval is Ts = 25µs and λu = 0.42.
The switching frequency is fsw ≈ 5 kHz.
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Fig. 15: Experimental results of the ac side of the qZSI with MPC and an 1Ts prediction horizon length. The sampling interval is Ts = 25µs and λu = 0.42.
The switching frequency is fsw ≈ 5 kHz and the output current THD Io,THD = 17.05%.
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Fig. 16: Experimental results of the dc side of the qZSI with MPC and a 5Ts prediction horizon length. The sampling interval is Ts = 25µs and λu = 0.75.
The switching frequency is fsw ≈ 5 kHz.
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Fig. 17: Experimental results of the ac side of the qZSI with MPC and a 5Ts prediction horizon length. The sampling interval is Ts = 25µs and λu = 0.75.
The switching frequency is fsw ≈ 5 kHz and the output current THD Io,THD = 4.65%.
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Fig. 18: Experimental results of the dc side of the qZSI with PI-based control. The switching frequency is fsw = 5 kHz.
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Fig. 19: Experimental results of the ac side of the qZSI with PI-based control. The switching frequency is fsw = 5 kHz and the output current THD
Io,THD = 8.95%.
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Fig. 20: Trade-off between the output current THD Io,THD and the switching
frequency fsw for the PI-based controller and the MPC with prediction horizon
length of 1Ts, 3Ts and 5Ts.

3Ts, and 5Ts. For all cases examined, λu was appropriately

tuned to obtain the desired switching frequency. The results

with the MPC and the PI-based controller are illustrated in

Fig. 20(a). Among the different prediction horizons, it can be

noticed that the MPC with a 5Ts horizon introduces the lowest

THD values over the whole range of the switching frequencies

(from 3 up to 15 kHz). As can be seen, the resulting THD

is lower than that produced by the linear controller (see

Fig. 20(a)). Moreover, Fig. 20(b) displays the relative current

THD. It can be concluded that the experimental results are in

agreement with the respective simulation results presented in

Section V-A.

C. Transient Response

The transient response of the proposed MPC strategy is

examined with a 5Ts horizon and a switching frequency of

5 kHz. Again, for comparison purposes the transient perfor-

mance of the PI-based controller is also scrutinized. The

transient operation is examined in two cases: with step change

in the output current reference and step change in the input

dc voltage.

1) Step Change in the Output Current Reference : In this

experiment, the desired output power Po,ref is stepped up from

135 to 540W, thus the output current reference is stepped up

from 3A to 6A. Accordingly, the inductor current reference

changes from 1.9A to 7.7A (iL1,ref = Po,ref/vin). The dc- and

ac-side results with the MPC are shown in Fig. 21, whereas

the respective results with the linear controller are shown in

Fig. 22.

As can be seen in Fig. 21(b), when MPC is employed, the

inductor current tracks its reference both before and after the

change in its reference value. Moreover, the capacitor voltage

is kept constant to its reference value of 150V (see Fig. 21(a)).

It can be claimed that the proposed MPC offers a very good

transient response with very short settling times for both the

capacitor voltage and the inductor current. The dc side of the

qZSI shows a good transient response when controlled with

the linear control scheme, as well, see Fig. 22. However, in

comparison with the proposed MPC, the PI-based controller

shows slower transient response.

As for the ac side of the qZSI, both MPC and PI manage

to eliminate the steady-state error (Figs. 21(c) and 22(c)).

Nonetheless, MPC exhibits superior behavior during the tran-

sient.

2) Step Change in the Input dc Voltage: As previously

mentioned, the qZSI proposes an attractive solution for the PV

systems. In such a case, the resulting dc voltage from the PV

is not constant, since it can change with the temperature and

the solar radiation level during the day. In order to examine

the performance of the proposed MPC strategy under such

conditions, the input voltage is stepped up from 70V to 100V,

while keeping the output current reference fixed at 6A and the

capacitor voltage reference at 150V. In accordance with these

settings, the inductor current reference changes from 7.7A to

5.4A, where iL1,ref = Po,ref/vin. The results of MPC and PI

control are shown in Figs. 23 and 24, respectively.

As can be seen in Fig. 23(a), the capacitor voltage remains

practically unaffected by this change in the input voltage, with

only a small overshoot observed, whereas the inductor current

quickly reaches its new reference value, see Fig. 23(b). The ef-

fectiveness of the proposed MPC is also verified by the ac-side

result (Fig. 23(c)); as can be seen the output current exhibits

very small fluctuations during the transient time. When the

PI controller is employed, the ac-side response, shown in Fig.

23(c), is comparable with the one of the proposed MPC in

terms of the time the transients lasts. However, the capacitor

voltage displays a double overshoot and it takes longer time

to return to its reference value, Fig. 24(a).

From the presented analysis, it can be concluded that the

proposed long-horizon MPC has superior tracking abilities for

all variables of concern, while it introduces zero steady-state

error, low current THD, and very short transient times. These

characteristics indicate an overall performance improvement

of the qZSI.

VII. CONCLUSIONS

This paper proposes a long-horizon direct model predictive

current control scheme for the quasi-Z-source inverter. To

achieve an improved system performance, as quantified by the

output current THD, as well as to ensure closed-loop stability,

while controlling the switching frequency, long prediction

horizons are required. However, in such a case enumeration of

all candidate solutions becomes computationally prohibitive.

To solve the underlying optimization problem in real time, a

nontrivial prediction horizon—as resulted from a move block-

ing scheme—is implemented which, combined with a branch-

and-bound technique, allows to keep the computational burden

modest. The proposed techniques facilitate the implementation

of a long-horizon MPC in an FPGA. The simulation and the

experimental results verify the superior performance of long-

prediction horizon MPC when compared to the existing one-

step horizon MPC as well as to the established linear PI-based
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Fig. 21: Experimental results for a step change in the output current reference with MPC and a 5Ts prediction horizon length.
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Fig. 22: Experimental results for a step change in the output current reference with a PI-based controller.
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Fig. 23: Experimental results for a step change in the input dc voltage with MPC and a 5Ts prediction horizon length.
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Fig. 24: Experimental results for a step change in the input dc voltage with a PI-based controller.

controller. More specifically, the proposed long-horizon direct

MPC exhibits better steady-state behavior with lower output

current THD, while, at the same time, it shows a much faster

dynamic response on both sides of the qZSI.

APPENDIX A

STEADY-STATE ANALYSIS

At steady-state operation11, and according to the inductor

volt-second balance, the average voltage of the inductors is

zero over one time window T1 = n1Ts, with n1 ∈ N
+.

Note that T1 ≈ 1/fsw, with fsw being the average switching

frequency12. Therefore, the voltages of the capacitors C1 and

C2, vC1
and vC2

, respectively, as well as the currents iL1
and

11In the analysis presented hereafter a variable switching frequency is
considered, as is the case with the presented control algorithm.

12With MPC the switching frequency is variable and the average switching
frequency is used to indicate the operating switching frequency of the
converter.

iL2
of the inductors L1 and L2, respectively, are deduced as

follows, assuming that C1 = C2 and L1 = L2

vC1
=

1− d

1− 2d
vin , vC2

=
d

1− 2d
vin , (14a)

iL1
= iL2

=
1− d

1− 2d
iload , (14b)

where iload is the load current as shown in Fig. 2(a). The

average shoot-through duty cycle of the qZSI d ∈ [0, 0.5) is

defined as

d =
T0

T1
=

n0Ts

n1Ts

=
n0

n1
, (15)

where T0 is the time interval within the time window T1 for

which the load is short-circuited, i.e. the shoot-through time

interval, and n0 < n1

2 , n0 ∈ N
+. Moreover, the peak value of

the dc-link voltage during the non-shoot-through period is

v̂dc = vC1
+ vC2

=
1

1− 2d
vin = bvin (16)

where b ≥ 1 is the boost factor resulting from the shoot-

through period.



APPENDIX B

PROPOSED CONTROL ALGORITHM

The proposed direct MPC algorithm for the qZSI is de-

scribed in Algorithm 1. The initial values of the arguments are

U = [ ], i.e. the empty vector, x(ℓ) = x(k), uabc(ℓ − 1) =
uabc(k − 1), J = 0, J∗ = ∞, ℓ = k, and m = 0. Note

that function f is the state-update function (7a), where the

subscripts 1 and 2 correspond to the two different sampling

intervals being used (Ts and T ′
s), respectively, as explained in

the move blocking strategy in Section III-D.

Algorithm 1 MPC algorithm

function U∗(k) = MPC(U ,x(ℓ),uabc(ℓ− 1), J, J∗, ℓ,m)
for each uabc(ℓ) ∈ U do

U3m+1:3(m+1) = uabc(ℓ)
if ℓ < k +N1 then

x(ℓ+ 1) = f1(x(ℓ),uabc(ℓ))
else

x(ℓ+ 1) = f2(x(ℓ),uabc(ℓ))
end if

yerr(ℓ+ 1) = yref(ℓ+ 1)− y(ℓ+ 1)
∆uabc(ℓ) = uabc(ℓ)− uabc(ℓ− 1)
J = J + ||yerr(ℓ+ 1)||2Q + ||∆uabc(ℓ)||

2
R

if J < J∗ then

if ℓ < k +N − 1 then

MPC(U ,x(ℓ+ 1),uabc(ℓ), J, J
∗, ℓ+ 1,m+ 1)

else

J∗ = J
U∗(k) = U

end if

end if

end for

end function
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