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ABSTRACT
Network analysis is a valuable method for investigating and
mapping the phenomena that drive the social structure and for
sharing the findings with others. This article contributes to an
emerging field of ‘smart data’ research on Twitter by presenting
a case study of how community managers in Finland used this
social media platform to construct an informal learning
environment around an annually organized conference. In this
empirical study we explore informal learning behavior in the
project context, especially by analyzing and visualizing informal
learning behavior from Twitter data using the Ostinato Model
introduced in this paper. Ostinato is an iterative, user-centric,
process-automated model for data-driven visual network
analytics.

Keywords
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1. INTRODUCTION
Learning is a mechanism for people, groups, industries and
society to benefit / gain knowledge from past experiences, adapt
to the context of any given situation, and to facilitate change.
Interest in learning has grown in companies, especially since
managers have responded to the knowledge economy (Drucker,
1994) and its prime importance for creating and sustaining
competitive advantage (Alavi & Leidner, 2001; Choo, 1996;
Grant, 1996; Nonaka & Takeuchi, 1995). However, academic
research into informal learning in this regard is in its infancy.
Therefore, this paper seeks to understand the informal learning
of communities of practice through the utilization of ‘smart data’
(e.g. Patil, 2012) captured via social media. The following paper
uses Twitter data to analyze the behavior of participants prior to
attending a professional conference. The paper does this in order
to understand informal learning before a conference event so as
to be able to anticipate conference participant behavior.

Our aims are to find out what the community of “community
managers” discussed before a yearly face-to-face event, in order

to provide insights into what the most popular discussions of the
community are in general and in relation to the conference event,
and what kind of sub-groups and networks can be identified from
the community in order to make propositions on the role of social
media as an informal and non-formal learning environment.

In the theoretical section of this article, we introduce the
concepts of informal and formal learning, internal and external
memory aids and the context of communities of practice as
informal learning environments. The Ostinato model data-driven
approach allows investigations of patterns and structures within
and between groups of actors. It can be extended beyond the
boundaries of individual social media and cover long periods of
time. Actors with different sets of skills, from the means to crawl
online sources for data to domain knowledge allowing deep
sense-making, can all fully engage in the different phases of the
investigative process (Huhtamäki, Russell, Rubens, & Still,
2015).

These contributions allow the use of visual representations of the
structures behind various social media phenomena to improve
social interaction, in this article informal learning behavior in
particular. In the empirical part of this article, we discuss Twitter
as an informal learning environment and the social network
analysis model, the Ostinato. We introduce a visualization of the
hashtag metrics of people tweeting during the two weeks before
the CMAD 2014 conference day. Finally, we conclude by
demonstrating and discussing the use of social media as mediator
in informal learning when building up to an organized event.

2. THEORY AND RELATED RESEARCH

2.1 Learning Forms and Mechanisms
The ability to learn faster than competitors is a sustainable form
of competitive advantage for companies. In our dynamic
contemporary world, there is a growing need to solve the
problems at hand by continuously improving knowledge and
skills in the face of changing conditions and situations. This
means that learning has emerged as an important activity for
individuals, communities, and companies. Learning can appear
in various forms. We need to identify different types of learning
in order to be able to create and nurture fertile learning
environments.



There are three categories of learning in firms: informal, formal,
and non-formal learning. Raivola and Ropo (1991) considered
informal learning to constitute all that is related to the work
process  itself,  including  the  carrying  out  of  the  work.  During  a
work  process,  new  things  are  learned  that  affect  the  work
processes in one way or another, either directly or indirectly.
Informal learning is often not noticed or realized. Therefore, it
can be called tacit knowledge and know-how accumulation
(Aramo-Immonen, Koskinen, & Porkka, 2011). Tacit knowledge
and know-how accumulation are crucially important for the
professional identity and go beyond taught formal qualifications.
Finally, non-formal learning is understood as taking place
outside the daily routines of the workplace or school.

García-Peñalvo, Colomo-Palacios and Lytras (2012) maintained
that informal learners usually have their own learning goals and
learn when they feel a need to know. Learning is demonstrated to
the learner by their ability to carry out and achieve something
that previously they had been unable to do. Informal learning can
be seen as often being a combination of small chunks of
observing how others do things, asking questions, trial and error,
sharing stories with others, and casual conversations. (García-
Peñalvo et al., 2012)

According to Sarala (1993), small team activity is a means
towards company-based learning. The efficiency of working life
today is increasingly based on the smooth and innovative
collaboration of parties (such as in projects, events and
conferences) that work together. It can relate to both teams and
individuals and does not only apply to whole organizations.
Monetary incentives (e.g. bonuses) are often connected to results,
calling for an increased need to develop one's own work. In the
case of voluntary work in events or not-for-profit work in
conferences, financial gain cannot be the motivator. A person
must gain something non-financial from being part of the
community, for example. This paper looks at the not-for-profit
work associated with organizing, attending, and engaging with a
conference. An operating system – conference committees in our
case - can only be efficient if its parts are efficient. This calls for
collaboration, planning, and realization of the operation in virtual
teams. For this purpose various learning environments are
crucial. The development of creativity and increased utilization
of Twitter for example, is evidence of an emerging new learning
environment, namely social media platforms. These act as a new
form of knowledge sharing arena (Nonaka & Takeuchi, 1995).

In comparison to the learning that takes place in functional
organizations and is systematic, singular events and non-
repeating project activities (such as focal conference
preparations) provide little scope for routine learning (Hobday,
2000) or systematic repetition (Gann & Salter, 2000). The
problem with this perspective on project-based learning is that it
suggests that project-based activities are non-routine. Davies and
Brady (2000) argue that performance and learning can be
increased in companies that undertake ‘similar’ categories of
projects in nature or new product markets. These ‘similarities’
can be exploited for learning by understanding the repeatable and
predictable patterns of activities. Furthermore, conferences and
events, even though they are unique, also have repeatable
patterns of activity and structure and organization (Aramo-
Immonen, Jussila, & Huhtamäki, 2014).

The perception that conferences and events perform only unique
and non-routine tasks often masks transferable lessons that can
be learned. DeFilippi & Arthur (2002) argued that these can
occur at several different levels, e.g., individual, project, and
company. Many firms have tried to create learning mechanisms
to purposefully try to capture the experience gained through
projects (Prencipe & Tell, 2001; Aramo-Immonen, 2009). These
mechanisms refer to the institutionalized, structural, and
procedural arrangements that allow companies to systematically
collect, analyze, store, disseminate, and use knowledge (Popper
& Lipshitz, 1998; Aramo-Immonen, 2009). Conferences can
relate to an organization and utilize the corporate mechanism to
learn from the event, but they also exist beyond the individual
person or company, obtaining an agency in their own right. This
can result in their own momentum leading to the pursuit of new
objectives, enabling the possibility to learn within the parameters
set for the conference itself (Aramo-Immonen et al., 2014).

2.2 External Memory Aids
Koskinen and Aramo-Immonen (2008) studied the utilization of
an engineer’s personal notes in problem-solving situations within
the implementation of projects. They found that note-taking and
the utilization of these notes are common practices in the context
of a project. In particular, they found that people working in a
project work context consider that their personal notes play a
very important role on an individual level and a fairly important
role on a project level. Moreover, knowledge hoarding is more
uncommon a phenomenon in a project work context than is often
reported in functional organizations. Furthermore, the
understanding of colleagues’ notes often requires help from the
knowledge makers. It was concluded that the personal notes of
project team members’ form a significant part of project-based
companies’ organizational memories (Koskinen & Aramo-
Immonen, 2008).

External memory aids come in many forms, e.g., taking notes in
a meeting, entering an appointment in a calendar, photographs,
drawings, maps and the like (Intons-Peterson & Newsome III,
1992). Additionally, asking someone else is also used as an
external memory aid. This means that external memory aids are
used to retrieve memories from the past. The use of external
memory aids to facilitate remembering in the future is a very
common technique, for example, people writing notes in a diary.
Some external memory aids are distinctly verbal in nature,
encompassing either oral (e.g. conversations with others) or
written functionality (e.g., reminder notes, calendar entries),
while others are more spatial (e.g., pictures, maps, sketchnotes).
(Koskinen & Aramo-Immonen, 2008). Rich pictures, as an
example of spatial memory aid, were developed as part of Peter
Checkland’s Soft Systems Methodology for gathering
information about a complex situation (Checkland, 1981;
Checkland & Scholes, 1990). In the context of social media,
photographs are an example of another spatial memory aid.
These memory aids have a special role as a mediator of
knowledge as “one picture tells more than one thousand words”.
The Teaching Research Institute (2011) of Western Oregon
University maintained that external memory aids fall into two
categories: "low tech" and "high tech." Low-tech aids include
pencil/paper systems and simple organization tools: checklist,
calendars, notebooks, and daily planners, etc. High-tech aids



include electronic devices that have a range of programming
options: digital voice recorders, programmable watches, PDAs
(personal digital assistant), "pocket computers", IPod Touch, cell
phones (mobile phones and smartphones), etc. (Teaching
Research Institute, 2011). It is proposed that social media
platforms like Twitter also fall within this high-tech category.
In order to remember something, people commonly rely on low
tech methods, placing reminders in different places or following
their calendars (Meacham & Leiman, 1982). However,
repositories like these are not only used as an aid but they can
often be the central storage areas for large amounts of knowledge
that cannot be retrieved elsewhere (Koskinen & Aramo-
Immonen, 2008) in that the central repositories can only truly be
retrieved by the originator of the memory aid, or at least the
originator’s involvement is required in some capacity to decipher
the memory aid. Recently, however, high tech methods like
social media have begun to act as a common memory aid shared
by communities. The scrawls an individual project team member
makes in  a  diary may become the only record of  many solutions
made in a project and the decision pathways chosen by the team.
In contrast, discussion in a shared community such as Twitter for
example functions as a collaborative memory aid. When an
individual is not able to reconstruct a problem solution without
reference to a diary, the diary often provides reminders. Thus,
through the creation of personal notes, it is possible to make an
individual less vulnerable to loss of knowledge about problem
solutions and, by sharing these notes on social media (e.g.
Twitter, Facebook, Google Drive, Evernote), individuals can
form shared knowledge with others. Furthermore, certain
individuals can take different roles based on their unique skill
sets, like sketching conference plans or presentations as
sketchnotes and sharing them on Twitter for the benefit of all
attendees (Jussila, Huhtamäki, Henttonen, Kärkkäinen, & Still,
2014). Thus social media forms the base for a new kind of
collaborative knowledge creation (Jussila, Kärkkäinen, & Leino,
2012; Merigó, Rocha, & Garcia-Agreda, 2013) that takes
advantage of networks in creating value by solving problems that
exceed the capacities of one professional (Schultze & Stabell,
2004).

2.3 Transactive Memory
The capability of groups to encode, store, and retrieve
knowledge, through the use of a group memory system called the
transactive memory (TM), has been found in many studies to be
superior to that of individuals (e.g. Wegner, 1995). TM and
transactive memory systems (TMS) have drawn the attention of
many researchers because they are able to facilitate the
understanding of knowledge use and coordination among groups
of people, and have been found to be significant in performance
development of ad-hoc groups (Schreiber & Engelmann, 2010),
and among other group types. In TM, individual memory systems
are fused together, thus forming collective information
processing systems, which provide individual members of the
system with access to a knowledge base more complex, varied
and potentially more effective than each member individually
would possess (Wegner, 1987). TM can be seen as important for
the efficiency of formal and informal types of learning alike,
which can make use of various groups of people for learning
purposes. These ad-hoc groups also include social media or
Twitter-based communities. The roles of building TM through

social media need to be further empirically explored in the
academic literature, even though the potential of social media has
been recently realized in TM development, e.g. in the context of
travel information (Chung, Lee, & Han, 2015).

Some important components of building transactive memory and
related TM systems concern getting to know who knows what
and sharing this knowledge among group members. The
transactive memory theory suggests a shared group “directory,”
enabling members to efficiently retrieve and share knowledge.
This directory can be conceptualized as a shared understanding
of individual expertise. Furthermore, group members have to
start specializing their knowledge and knowledge sharing
accordingly.

2.4 Informal Learning through Community of
Practice
Communities of practice arise in response to a common interest
or viewpoint, and have been described as “a collection of people
who engage on an ongoing basis in some common endeavor.”
(Eckert, 2006, p. 1). Similarly, Wenger et al. (2002, p. 7) define
communities of practice as “groups of people who share a
concern, a set of problems, or a passion about a topic, and who
deepen their knowledge and expertise in this area by interacting
on an ongoing basis.” They enable their members to be involved
with and influenced by their social context, which provides an
accountable link between the individual and the world around
them. It also provides a context in which linguistic articulation is
integral to this link (Eckert, 2006).

The concept of communities of practice has been directly linked
to organizational learning (Lave & Wenger, 1991; Wenger, 1998;
Wenger et al., 2002). In their opinion, organizations consist of
communities of practice, and so, if organizational learning is to
occur, then learning in communities needs to be encouraged
(Ropes, 2010). The idea is similar to that of Nonaka and
Takeuchi (1995), who suggested that knowledge sharing arenas
are vital for organizational learning. We suggest that social
media platforms function as knowledge sharing arenas for a
community of practice. Wenger (1998, p. 5) purported that
learning is a continual social process that has four interdependent
and intertwined elements (meaning, practice, community, and
identity). Furthermore, Wenger et al. (2002) went on to describe
seven principles for activating communities of practice. These
principles, paraphrased below, are particularly applicable when
understanding the formation and development of communities of
practice leading up to an event.

Design for evolution: Shepherding the organic evolution of the
community of practice.

Open a dialogue between inside and outside perspectives: An
insider's perspective to lead the discovery of what the community
is about, and an outside perspective to help members see the
possibilities.

Invite different levels of participation: Good community
architecture invites many different levels of participation -
coordinators, active leaders but also members on the periphery
who rarely participate. To draw members into more active
participation, successful communities build a fire in the center of
the community that will draw people to its heat.



Develop both public and private community spaces:  Like  a
local neighborhood, dynamic communities are rich with
connections that happen both in the public places of the
community - meetings, website - and the private space - the one-
on-one networking of community members. The public and
private dimensions of a community are interrelated, and require
orchestration applicable to both.

Focus on value: Communities thrive because they deliver value
to the organization, to the teams on which community members
serve, and to the community members themselves.

Combine familiarity and excitement: Lively communities
combine both familiar and exciting events, so community
members can develop the relationships they need to be well
connected as well as generate the excitement they need to be
fully engaged.

Creating a rhythm for the community: The rhythm of the
community is the strongest indicator of its aliveness, and finding
the right rhythm at each stage is key to a community's
development.

The sense-making that occurs with communities of practice relies
on two conditions being met, namely shared experience over time
(evolution), and commitment to shared comprehension (Eckert,
2006). Therefore, a community of practice through the medium
of social media nurtures an informal learning environment that
both enhances a shared understanding, and evolves over time.
That evolution is particularly important for this paper as we seek
to understand informal learning in communities of practice over a
timespan leading up to an event (CMAD 2014).

2.5 Informal Learning through Twitter
Grudz, Wellman, & Takhteyev (2011) maintained that Twitter,
unlike social network sites such as Facebook or LinkedIn, was
not intended primarily as a platform for building communities,
instead it was designed to be a tool for information
dissemination. However, there is a growing area of research that
has examined the development and possibilities of communities
that are formed on Twitter (Erickson, 2008; Gruzd et al., 2011;
Huberman, Romero, & Wu, 2008; Java, Song, Finin, & Tseng,
2007; Loureiro-Koechlin & Butcher, 2013; Zappavigna, 2012;
Stephansen & Couldry, 2014). Moreover, there is a growing
trend of academic literature on the use of Twitter in formal
learning, focusing on the effectiveness of Twitter as a tool for
formal learning processes, for example to improve linguistic
competency (Cano, 2012), memory of concepts (Blessing,
Blessing, & Fleck, 2012), and to support large-lecture courses
(Elavsky, Mislan, & Elavsky, 2011) and massive open online
courses (García-Peñalvo, Cruz-Benito, Borrás-Gené, & Blanco,
2015; J Cruz-Benito, Borrás-Gené, García-Peñalvo, Fidalgo
Blanco, & Therón, 2015). Although there are some notable
examples of academic research that have explored the use of
Twitter in informal learning processes and social relationships
(e.g. Ebner, Lienhardt, Rohs, & Meyer, 2010; Junco, Heiberger,
& Loken, 2011; Junco, Elavsky, & Heiberger, 2013; Kassens-
Noor, 2012; Dabbagh & Kitsantas, 2012; Stephansen & Couldry,
2014), these studies have focused on the school environment, e.g.
the college or university context, whilst informal learning in
communities of practice and the project work context has not
received the same level of academic consideration.

This article contributes to this emerging field of research on
informal learning in communities of practice and the project
work context by presenting a detailed case study of how
community managers from various organizations in Finland have
used Twitter to construct an informal learning environment. In
particular, it  explores informal learning activity by community
managers prior to a conference event.

3. RESEARCH APPROACH

3.1 Research Method
In this study, we follow the data science research approach (e.g.
Hey, Tansley, & Tolle, 2009) and apply the process of data-
driven visual network analytics (Card, Mackinlay, &
Shneiderman, 1999) and the Ostinato process model (J.
Huhtamäki et al., 2015) to provide insights into the informal
learning of a community of community managers based on
Twitter data retrieved two weeks before the CMAD 2014
conference. As Twitter can be seen to represent an information
system, we utilize the case study method, which has been found
to be a legitimate way of adding to the body of knowledge in the
information systems field; it provides detailed and analyzed
information about real world environments through examples of
the phenomena under research (Benbasat, Goldstein, & Mead,
1987).

3.2 Case CMAD 2014
The informal learning environment in our case is the online
discussions of community managers in the social media,
especially on Twitter (#cmadfi), in connection with the annual
Community Manager Appreciation Day (CMAD 2014) event in
Finland. The most recent event took place on January 27, 2014 in
Hämeenlinna, Finland. CMAD events have been organized
globally since 2010 and they originate from Jeremiah Owyang’s
blog to recognize and celebrate the efforts of community
managers around the world using social media and other tools to
improve customer experiences. The organizing committee of the
third CMAD event (CMAD 2014) in Finland included more than
200 people, with 23 people participating in the planning
meetings. A total of 225 people participated in the CMAD 2014
event.

It can be argued that discussions in the social media represent
only a small or a very small part of the overall communication
between community members in professional communities and
their informal learning, because many professionals either do not
have a Twitter account or are not active on Twitter. As a
consequence, data science approaches can be seen as of limited
use in studying professional communities. In this case, however,
the majority of the members belonging to the community of
community managers can be considered as advanced lead users
of social media and online community management approaches,
with most of them being highly active on Twitter. Second, in
relation to learning events and conferences, it has been observed
that most of the activity takes place during the learning event or
conference itself, with little communication before and after
(Ebner & Reinhardt, 2009), making it questionable to draw
legitimate conclusions from data collected two weeks before the
conference. We agree that by collecting data before, during, and



after the conference using the hashtag (e.g. #cmadfi) of the
conference (see e.g. Jussila et al., 2014), this is usually the case.
However, based on previous studies of community managers in
Finland (Jussila, Huhtamäki, Kärkkäinen, & Still, 2013; Jussila
et al., 2014), we would argue that community managers
communicate with each other between events, and have also
participated actively in planning the event, and assume that by
collecting data based on all the discussions of these community
members (not only using the #cmadfi hashtag), we can capture a
sufficient and representative amount of data from which to draw
conclusions.

3.3 Data Science Research Approach
Data science has been used as a general term to refer to a wide
set of skills and practices required to operate in the big data
sphere (e.g. Davenport, 2014), and also to refer to the fourth
paradigm for science (Hey et al., 2009). From a research
viewpoint, the scientific approach in in-built, quantitative
analysis is a core methodology, and business researchers seek to
answer the questions that are of interest to business. Data science
does, however, highlight two areas that can benefit state-of-the-
art research. First, applying novel approaches in collecting data
from online sources, referred to by Davenport (2014) as hacking,
allows the use of a new kind of data in research. Second, the use
of information visualization and other means of presenting the
results of the analysis coupled with storytelling practices aims to
increase the impact of analysis. According to Ware (2004),
information visualization can amplify the cognition of the user
through expressive views, thus providing insight on the
phenomena represented by the data. Overall, the process of data
analysis “covers a whole range of activities throughout the
workflow pipeline including the use of databases (versus a
collection of flat files that a database can access), analysis and
modeling, and then data visualization.” (Hey et al., 2009).
Previous related studies on information visualization and visual
analysis that have been conducted in connection to eLearning
following a similar research approach include for example
(Gomez-Aguilar, Conde-Gonzalez, Theron, & Garcia-Peñalvo,
2011; Tervakari et al., 2012; Silius, Tervakari, & Kailanto, 2013;
D. A. Gómez-Aguilar, Therón, & García Peñalvo, 2013; D.-A.
Gómez-Aguilar, García-Peñalvo, & Therón, 2014; Juan Cruz-
Benito, Therón, García-Peñalvo, & Lucas, 2015).

3.4 Sense-making via the Ostinato Model
In the context of this study, the Ostinato Model is used to
conduct the study with a data-science mindset. The Ostinato
Model is an iterative, user-centric, process-automated model for
data-driven visual network analytics designed to support the
automation of the process while maintaining the option for
interactive and transparent exploration for investigators
independent of their technical skills (J. Huhtamäki et al., 2015).

Visual network analytics refers to taking a visual analytics
(Thomas & Cook, 2006; Heer & Shneiderman, 2012)  approach
to network analysis. Visual network analytics allows the
emergence of insights on the structure and dynamics of
innovation ecosystems, social media platforms and other
networked phenomena. Existing research on networks shows that
network analysis has a good fit for explorative analysis of social
media: much is already known about the structure in networks

(Granovetter, 1973; Barabási & Bonabeau, 2003), the roles of
individual actors in the network (D. Hansen, Shneiderman, &
Smith, 2010), the drivers of network evolution (Giuliani & Bell,
2008) as well as the latent structures and dynamics behind the
diffusion of information through networks (Leskovec, Backstrom,
& Kleinberg, 2009), network control (Liu, Slotine, & Barabási,
2011), and virality (Shakarian, Eyre, & Paulo, 2013; Weng,
Menczer,  &  Ahn,  2013).  In  short,  visual  network  analysis  is  a
valuable method for investigating social configurations and for
interactively communicating findings to others (cf. Freeman,
2009).

Data-driven visual network analytics leverages computation to
analyze potentially very large datasets in order to identify the
patterns driving complex phenomena. Moreno (1953), Freeman
(2000), Hansen et al. (2009; 2010), Russell et al. (2011; 2015),
Still et al. (2014), Basole et al. (2012), Ritala and Hallikas
(2011), and Ritala and Huizingh (2014) give examples of using a
network approach to investigate complex phenomena that are
driven by sets of interconnected actors. To implement data-
driven processes, processes composed of crawlers and scrapers
for collecting data as well as components for refining and
transforming the data need to be developed. Especially in cases
involving data that are heterogeneous by nature, an iterative,
incremental analysis process is sometimes necessary (Telea,
2014).

Analysis of complex phenomena often involves multiple
pathways to actionable recommendations, and the assumptions
underlying decisions may change over time. In order to keep the
data-driven process transparent and accessible to all the
stakeholders involved with a particular investigation, raw data as
well as different intermediate representations of the data have to
be made available to all the members of the investigative team.
(Huhtamäki et al., 2015).

While information visualization in the Ostinato Model includes
data transformation, representation, and interaction, it is
ultimately about harnessing human visual perception capabilities
to help identify trends, patterns, and outliers. Sense-making has
its roots in cognitive psychology and many different models have
been developed. Sense-making procedures are cyclic and
interactive, involving both discovery and creation (North, 2006).
During the data collection and refinement phase, an individual
searches for representations. In the network generation phase,
these representations are instantiated, and based on these
insights the representation may be shifted, to begin the process
again. Sense-making is closely linked to the insight objectives
(Konno, Nonaka, & Ogilvy, 2014), and the Ostinato cycle of
exploration–automation is key in achieving actionable insights
that network orchestrators can utilize. (Huhtamäki et al., 2015).

When sense-making requirements have been satisfied for
investigators and users, the steps of the Ostinato process can be
formalized with automated procedures for iteration over time.
The key actors, relationships, and events of the network can be
incorporated into dashboards that will track changes in critical
assumptions and into stories that will share a vision for
actionable change. (Huhtamäki et al., 2015).

In the following sections, we describe how the two phases of the
Ostinato Model, i.e. Data Collection and Refinement, and
Network Creation and Analysis, were implemented in this study.



The study-specific process was developed over an iterative cycle
of exploration and automation.

3.4.1 Collection and Refinement of Social Media
Data
The Data Collection and Refinement phase is composed of Entity
Index Creation, Web/API Crawling, Scraping, and Data
Aggregation. A pre-existing Twitter list put together by Marko
Suomi including all the conference participants1 was used as the
entity index. The crawling process to collect the data was
implemented as a tailored batch script in Python. The script
accessed Twitter REST API periodically over the two-week
period before the conference to make sure that all the tweets
were captured. Twitter API serves the data in JSON (Javascript
Object Notation), a format designed for machines to process,
therefore making data scraping superfluous. The data originated
from an individual source, thus no aggregation was needed.
Twitter REST API was sufficient for collecting the tweets for the
event because it allows the retrieval of 1500 tweets at a time,
350 times an hour. Investigations that look into Twitter streams
with larger volume insist on applying the Twitter Streaming API
instead of the REST API.

3.4.2 Network Construction and Analysis
First, source data is collected and stored into a local database, a
proxy that significantly speeds up the subsequent processing
steps. Second, names of entities to be used as network nodes,
here actors and hashtags, are refined in the proxy to ensure their
consistency. With Twitter data, this is straightforward as the only
variation in actor names and hashtags is caused by uppercase and
lowercase letters. Here, we transform all the names to lowercase
letters. Next, network can be constructed and analyzed.

The Network Construction and Analysis phase of the Ostinato
Model is composed of Filtering in Entities, Node and Edge
Creation, Metrics Calculation, Node and Edge Filtering, Entity
Index Refinement, Layout Processing, and Visual Properties
Configuration.

For this study, several network representations were created from
the data, with individual tweeters and hashtags represented as
nodes connected through tweeters mentioning each other as well
as tweeters using hashtags. Node indegree was used to help in
pinpointing the most prestigious actors that others refer to the
most. Node betweenness was selected to investigate the actors
and hashtags that act as brokers, bridging the structural holes in
the networks representing CMADFI 2014. In this case, however,
the networks are very dense, therefore no major structural holes
exist.

Network construction processes for this study were implemented
in Python using the NetworkX library. To analyze the networks,
we extensively utilized Gephi2, an interactive network
visualization and exploration platform (Bastian, Heymann, &
Jacomy, 2009). Gephi allows the laying out of networks with
different algorithms, calculating different node-level metrics, as
well as filtering nodes and edges according to their properties as

1 https://twitter.com/markosuomi/lists/cmadfi2014
2 http://gephi.github.io/

well as calculated metrics. Gephi further allows time-based
network filtering as well as animating the evolution of the
network for insights on user behavior on system level.
Particularly, node and edge filtering was applied when
conducting the investigations. Moreover, due to space
limitations, for the hashtag co-occurrence network we filtered in
only the giant component of the co-occurrence network.

To complement visual network analytics with scatterplots and
timelines, we applied Tableau, a commercial state-of-the-art
business intelligence and analytics tool that allows exploration of
the data in an agile manner.

4. RESULTS AND FINDINGS
We identified, selected, and performed different quantitative and
qualitative visualization-backed analyses using the Twitter data
collected before the conference to understand the possibilities of
Twitter and visualizations for supporting informal learning. To
do this, we selected several visualization approaches, partly also
by experimenting with different visualizations, especially related
to the following issues that are related to the facilitation of
informal learning:

i) Understanding the volume of different main discussion topics
in timeline before the conference (identifying an overview of
conference participant activity; identifying both more formal
professionally oriented learning topics and informal topics
helping e.g. to get acquainted with each other and each other’s
interests).
ii) Discovering the most popular broader discussion topics and
individual discussions of community managers (e.g. helping to
set own goals for learning).
iii) Identification of discussion topics and their relations to each
other (e.g. understanding broader themes related to own
interests).

iv) Identifying which subgroups of people and individual persons
are interested in certain topics (e.g. identifying whom to contact
before or during conference).

4.1 Quantitative and qualitative analyses of
Twitter data
In order to get an overview of user activity, we created a timeline
of the volume of different hashtags before the conference (Figure
1). The timeline of hashtags reveals two main peaks of activity.
First, many of the participants joined discussions on two popular
TV  shows,  Comedy  Combat  (Putous)  and  New  Music
Competition (Uuden Musiikin Kilpailu, UMK), that were aired
during the same time. The largest peak of activity took place
during the Digitalist Marketing Forum (#digitalist, #dmf) event.

CMADFI-related  hashtags,  #some  (social  media)  and  #KM  (for
knowledge management), for example, are more evenly
distributed on the timeline.



Figure 1. Top hashtags over time before the conference.

In order to discover the most popular discussions of community
managers from a time period of two weeks before the conference
day, a hashtag table was constructed (Table 1). The table enables
interactive sorting by hashtag name, volume, number of related
hashtags, and related hashtags. Sorting by volume in descending
order quickly reveals the most popular topics and related sub-
topics of discussions by community managers. It not only reveals
what was discussed about the CMAD 2014 conference
(#cmadfi), but also other events the community managers had
participated in, either face to face or online, such as digitalist,
dmf, and slush events. The top five discussion topics also point
to specific subject area interests, such as social media and
recruitment.

Table 1. Top 5 hashtags that CMAD 2014 participants used
during the two weeks before the conference day. An

interactive version is available at: http://bit.ly/chashtags

Name Vol.
No. of

Related
Hashtags

Related Hashtags

Digitalist 410 102

Cmadfi, dmf,
customerservice,
marketing, some,
recruitment, …

Dmf 122 24
Customerservice,
digitalist, service,
marketing, …

Cmadfi 117 28

Cmad, digitalist,
communitymanager,
communities, cmgr,
cmadride, cmadbus,
some, slush13,
recruitment, …

#umk14 77 13
Hipster, MikkoPohjola,
Madcraft, Resultshow,
YLE, …

Recruitment 70 55
Cmadfi, digitalist,
coaching, jobs, career,
worklife, …

The table does not, however, give a good overview of the
discussions. More specifically, an investigator is not able to
observe which kinds of discussions are most related to each

other, and what kinds of issues are most interrelated. For this
purpose, a second visualization was constructed to display the co-
occurrence of hashtags in matrix form. In the matrix view, the
discussions are clustered based on the choice of sorting
parameter: volume, partition, and total number of co-occurring
tweets (Cherny, 2012). Observed from the co-occurrence of the
hashtags matrix, and sorted by partition, 7 larger partitions were
identified, representing 7 different sub-groups of discussions
inside the community of community managers.  In Figure 2, the
different partitions (clusters) can be identified by different
colors;  some  partitions  are  denser  (e.g.  the  first  partition)  and
some more scattered (e.g. the second partition). See the
interactive version of Figure 2 for more details. The partitions
included a range of related discussion topics and, based on the
content, these can be categorized into the following: 1) travel
(blue cluster); 2) jobs, career and human relations (orange
cluster); 3) CMAD 2014 event (1st purple cluster); 4) social
media (green cluster), 5) sales (red cluster); 6) entrepreneurship
and education (pink cluster), learning and teaching (2nd green
cluster); 7) Digitalist (2nd purple cluster).

Figure 2. Hashtag metrics of people tweeting during the two
weeks preceding the CMAD 2014 conference day. Interactive
visualization available at: http://bit.ly/cmadfi-hcmatrix.
To provide an overview of the discussions that took place before
the CMAD 2014 conference day, we created two additional
visualizations, a network of hashtag co-occurrences, and a two-
mode network of CMADFI participants tweeting and the
hashtags they used.
The network of hashtag co-occurrences (Figure 3) enables the
identification of discussion topics and their relations to each
other. In the interactive visualization, each node can be selected
and the corresponding connections become visible. Figure 3
shows an example of the central node CMAD 2014 (cmadfi) and
the discussions most related to it. Logistics was discussed most,
as can be expected of pre-conference discussions. In other words,
how to get to the conference venue, e.g. by organizing shared
transportation. Communities (yhteisöt), community managers
(yhteisömanagerit) and building a sense of community



(yhteisöllisyys) were discussed the second most. Third most
discussed were social media (some), and recruitment (rekry).
The interactive visualization also makes it possible to see what,
if any, the connections between any two nodes are. For example,
when selecting CMAD 2014 and Digitalist Marketing Forum it
can be observed that social media (some) is the strongest
connection between these two nodes.

Figure 3. Interactive visualization of hashtag co-occurrences
during the two weeks before the conference day. Interactive
visualization available at: http://bit.ly/cmadfi-hcnetwork.
In concert, these two former visualizations help to organize and
facilitate discussions and networking events for the actual
conference on themes that the community managers perceive to
be important, for example social media and recruitment. They do
not, however, reveal who is talking about what. To understand
which sub-groups are interested in certain topics, e.g. social
media (some) and social media in recruitment (rekry), other
kinds of visualizations are needed. For this purpose, an
interactive social network of people and hashtags was
constructed (Figure 4).

Figure 4. Interactive visualization of people tweeting and
their hashtags during the two weeks before the conference
day. Interactive visualization available at:
http://bit.ly/cmadfi-tmnetwork.
The interactive visualization of people and hashtags enables the
investigator to look at specific nodes, e.g. one can look at a
specific node representing a person, and see which other people
are discussing with this node and to which discussion topics this
node is related. Conversely, you can look at a specific hashtag

node (e.g. social media in human relationships, hrsome) and see
which people are talking about the topic and what other topics
are related to the topic.
Figure 4 can be used to find people with similar interests to
network with and share knowledge with even before the
conference. For the organizers, Figure 4 gives clues about which
people should be seated at the same tables at lunch for example
to generate fruitful further discussions for informal learning.

5. DISCUSSION
Network analyses and visualizations of Twitter data backed up
with a process implementation following the Ostinato Model can
be used to partly automate the creation process of an event-
specific (here conference) learning environment, and to support
informal learning in various ways. Alterations to a learning
environment content or structure can be made quickly as the
understanding of the requirements for the learning environment
improves over time through visualization-driven feedback
(Huhtamäki, Nykänen, & Salonen, 2009).
Based on findings from Twitter data visualization, we propose
the following:

Proposition 1: Twitter combined with the visualization of Twitter
data can help informal learners to set their personal learning
objectives.
Informal learners usually set their own learning targets as they
learn when they feel a need to know more about a given topic.
Our study demonstrates that Twitter combined with Twitter data
visualizations can help informal learners. It can enable them to
discover themes that they already consider important to them,
and can be learned from individually identified conference
participants, or can raise new sub-themes or other related themes
that they are currently interested in. These are demonstrated in
the interactive visualizations of Table 1, which can be used to
identify the conference topics (“Vol.”) most commonly tweeted
about by their Twitter volumes. Participants can also identify
commonly discussed themes or themes discussed commonly in
their context (“Related hashtags”), for instance in the context of
the 6th most popular topic “Some,” the themes of “Recruitment”
and “Community management” were also popular. Furthermore,
making use of the interactive matrix visualization of Figure 2,
themes co-occurring in discussions can be identified. These co-
occurring themes can trigger new learning objectives on a topic
that a person was not previously aware of, for instance, in the
“Some” theme; sub-themes such as “Instagram” can trigger a
learning objective on how to use Instagram in content marketing.
The visualization in Figure 4 also contains a search function
which can be used to identify persons or topics related to a
certain hashtag to enable further virtual or face-to-face
discussions for identifying in more detail or validating ideas for
personal learning objectives. These learning goals can, of course,
also contain partly a plan whereby persons meet to facilitate
learning during a conference. For example, the discussion
concerning transportation was about the arrangements of
communal bus transportation for conference attendees. This also
facilitated face-to-face interaction before conference discussions.
This, in turn, facilitated the possibility of informal learning
during the shared journey.



Proposition 2: Visualizations of Twitter data can be used to
facilitate and automate the development of the transactive
memory for conference participants, enabling efficient informal
learning.

The major components of TM are to know who knows what, and
to share this knowledge among group members.Twitter data
combined with SNA visualizations were found to enable the
building of TM in several ways: First, they enable conference
participants to discover persons with similar learning interests
for informal learning. For the purpose of knowing who knows
what, Twitter data alone does not provide a very in-depth picture
in itself. Combining Twitter data with the interactive
visualization of the names of people tweeting and the hashtags
they have used before the conference (Figure 4) enables the easy
discovery of people with knowledge on certain topics and all the
related sub-topics, or persons with similar learning interests,
which can help them to organize the informal learning tasks.
Furthermore, by analyses of their Twitter links to others
(incoming and outgoing) as well as analyses of re-tweets, persons
can be discovered that are influential on certain topics that might
be useful for them and their own informal learning purposes. The
incoming links indicate their prestige and influence, while
outgoing links indicate the activity of the people concerned.
Discovering such persons makes it possible to create contacts
before and during the conference in an efficient way, and to set
up meetings with them, whilst discovering new personal contacts
with similar knowledge for further learning. This can be difficult
and time-consuming to do by traditional means. For example,
people seeking a job regard participation in the community as a
recruitment possibility.
Proposition 3: Informal virtual and physical learning
environments can be built and supported based on information
gained from the interactive visualization of people’s behavior in
a social network before a conference.
Based on the Twitter data accumulated before the conference and
its visualizations, the building of informal virtual and physical
learning environments can be efficiently supported. Themes that
were of central interest for the participants were identified from
hashtag clustering. Firstly, presentation themes and presenters
were identified and selected to respond to their interests and
learning objectives. Secondly, networking of participants was
promoted by organizing common transportation and physical
conference spaces and the related seating order, e.g. in the case
of lunch tables and coffee tables, around the identified topics of
interest. Thirdly, informal learning was supported by virtual
discussions and the creation of ad-hoc groups around common
topics of interest or informal learning tasks specific hashtags
were designed and promoted, such as #cmadfikyyti to arrange
transportation related issues and to network people before the
conference. Fourthly, a social media platform (flockler.com),
publicly available from cmad.fi, was used to serve as a collective
knowledge repository, storing all the Twitter content before the
conference, thus enhancing the learning of the participants.

An interesting new finding was the utilization of timeline and
hashtag network visualization together. In addition to a timeline,
the network visualization revealed additional topics of interest,
e.g. recruitment, community management, and building a sense
of community. These were less visible in the timeline because
several different keywords were used for these topics, but
network visualizations made them obvious. Consequently,

analysing only the timeline or only the list of most common
hashtags, one would miss important discussion themes
concerning the event and of the interest of participants, whereas
the network visualisations coherently groups themes together,
such as recruiment and some.

In this paper, we enhance the understanding of how Twitter data,
particularly combined with different types of network
visualizations, can be used as a source for informal learning in
ad-hoc types of social media-based communities in professional
contexts.
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