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Abstract. We propose a well-founded method of ranking a pool of m
trained classifiers by their suitability for the current input of n instances.
It can be used when dynamically selecting a single classifier as well as in
weighting the base classifiers in an ensemble. No classifiers are executed
during the process. Thus, the n instances, based on which we select the
classifier, can as well be unlabeled. This is rare in previous work. The
method works by comparing the training distributions of classifiers with
the input distribution. Hence, the feasibility for unsupervised classifica-
tion comes with a price of maintaining a small sample of the training
data for each classifier in the pool.
In the general case our method takes time O

(
m(t + n)2

)
and space

O(mt + n), where t is the size of the stored sample from the training dis-
tribution for each classifier. However, for commonly used Gaussian and
polynomial kernel functions we can execute the method more efficiently.
In our experiments the proposed method was found to be accurate.

1 Introduction

The problem of dynamic classifier selection arises prominently in data stream
classification [1], but it is also present in, e.g., tracking recurring drifting concepts
[2,3], dynamical learning algorithm selection [4], and weighting or selecting the
base classifiers in an ensemble [5,6]. All of these situations are dynamic in the
sense that a classification algorithm has not been fixed beforehand in a separate
training phase. Rather, the instances that are observed online affect our choice.

For example, in concept drifting the distribution underlying the data keeps
changing over time. Often the states of the distribution reoccur after a while.
Thus, it is useful to store and restore the data and classifiers of the past. Most
of the practical restoring methods include choosing the classifier with the best
fit for the current input. This can be the case with a single classifier [2] and with
ensemble classifiers [6,7]. In the latter case the ranking information is used to
weight the responses of classifiers depending on their suitability for the current
input.

In either case, we have a set (pool) H = {h1, h2, . . . , hm} of varying kinds of
classifiers h : X → Y available. The classifiers are trained on dissimilar instance
distributions. Each classifier hi maps any instance x ∈ X to a class label hi(x) ∈



Y. Assume also that we can easily associate with each classifier a random sample
drawn from its underlying training set. Moreover, we have a sequence of new
instances (x) = x1,x2,x3, . . . ,xn available; they may be labeled (belong to
X ×Y) or not (belong to X ). Keep in mind that this sequence may only be the
first batch from a longer sequence.

How should we proceed when we want to obtain a good classifier for (x)? If
the sequence is labeled the most straightforward approach, of course, is to employ
the most suitable learning algorithm (see e.g. [8]), feed (x) as training set, and
take the resulting classifier as our choice. However, the set (x) may be small
when compared to the training sets on which the classifiers in H were trained.
Also, the classifiers in the pool may, e.g., be more general than is possible to
attain by training a new one.

Furthermore, if the classifiers are not of the same type, it is possible that
different types of classifiers are chosen to best suit the underlying distributions.
According to the “No Free Lunch” theorems [9] no single classifier type is su-
perior in all situations. Experimental evidence also supports this [8]. Because of
all these reasons, we concentrate on methods that choose the classifier from the
pool H.

The standard approach to choosing a classifier from H is to execute each
of them on the input sequence (x) and choose the most accurate one. This
is the traditional solution to the dynamic classifier selection problem and has
been used, e.g., by Watanabe [10]. Furthermore, the same method has generally
been used for weighting the classifiers in an ensemble [6]. Assuming linear-time
execution of classifiers, the time requirement of this procedure is O(mn) for
m classifiers and an example sequence of length n. In this case the sequence
(x) needs to be labeled. Thus, the method is infeasible for, e.g., uncategorized
web pages. We are aiming at an efficient solution that would also let us use
unsupervised learning.

Basically the method that we propose, MMDSel, compares sample distri-
butions. This is done by maintaining a small sample of the training data for
each classifier in the pool H. However, it is not always necessary to store the
samples explicitly. MMDSel gives the similarity of the samples drawn from the
training data with the input sequence (x). Thus, we can either rank the classi-
fiers or select the one having a training distribution most similar to the input
distribution. The main advantage of the method is that no classifier needs to
be executed. Hence, it is useful in at least three different situations. First and
most importantly, MMDSel can be used in unsupervised environments. Sec-
ond, it may be more efficient when execution of classifiers is inefficient. There
may also be other reasons — like privacy issues [11] — to prevent unnecessary
classification. Third, our method does not need extensive preparation operation
other than the sample storing (cf., e.g., meta-learning approaches [12]). Thus,
the method is feasible for dynamic setting where the pool H may change online.

Most earlier approaches are usable only in the supervised setting [2,5]. How-
ever, Ali and Smith [8] aimed to find the most suitable classifier types for different
kinds of distributions using fixed complexity measures. Some of the measures are



statistical and depend only on the distribution of the data. Thus, the approach
is also feasible for unsupervised learning. Nevertheless, Ali and Smith did not
really study dynamic selection of trained classifiers. Rather, they aimed to find
a rule-based classifier type selection grounded on prior knowledge of the prob-
lem. Moreover, Zhu, Wu, and Yang [1] gave a method in data stream model
that includes partitioning the whole instance space into subsets according to the
feature values. The approach uses class labels of instances only in finding the
classification accuracy of base classifiers for these subsets. Hence, the method
could partly be used under unsupervised conditions.

A field with some similarity with classifier selection is choosing with expert
advice [13]. Here the task is to minimize the amount of unsatisfactory decisions
for a sequence of tasks. Traditionally the experts and the distribution underlying
the decision are quite static. Similarly, we also aim to find the expert that is
the best in hindsight. However, in dynamic classifier selection framework the
distribution alters all the time and, thus, we are interested in single decision,
not in the decision sequence. We do not necessarily have any optimal classifier;
any single classifier would usually have been a poor choice for the whole sequence.
Rather the best classifier depends entirely on the current distribution. Also, the
set of classifiers H may alter.

The remainder of this paper is organized as follows. In Section 2 we briefly
examine the theoretical background of MMDSel. Then, in Section 3, we present
a way to compute our method efficiently with some kernels. Section 4 reports
on an empirical evaluation of the proposed approach. After that we give the
concluding remarks of this work.

2 Classifier Selection Using Samples of Training
Examples

The basic idea of MMDSel is to compare a kind of a fingerprint of the training
distribution of a classifier with the one of the input distribution. One could, of
course, use the classifier itself as a fingerprint. That is, we could train a new
classifier for the input examples (x) and search for the nearest one in the set H.
If the classifiers have an explicit weight vector that includes all the information
about the classifier, we can simply search for the most similar weight from the
pool. Support vector machines (SVMs) with a linear kernel are an example
of such classifiers. With the trivial search the best classifier can be found in
O(m+ f(n)) time and O(m+ n) space. Here the function f(n) is the average
time consumption of classifier learning a set of n elements. Nearest neighbor
methods [14,15,16] could be used to reduce the time requirement. This method,
though, is only usable for certain classifiers and only in the supervised setting.
Also, in our experiments the method appeared quite unreliable.

Instead, MMDSel rather stores a sample of the training set of each classifier.
The sample is in fact a fingerprint of the training distribution. If the input
sequence (x) is drawn from the same (or a very similar) distribution, we should
choose the classifier trained for it — most likely it is the most suitable one. To



be exact, let the set S = {s1, s2, . . . , sm} contain the training samples of size t
for the m classifiers in H. If we select the sample that is most similar with the
sequence (x) of length n, we should be able to find the classifier that best fits
the current input without executing any of the classifiers.

The methods that compare distribution similarity via samples are called two-
sample tests. For example, a two-sample test based on maximum mean discrep-
ancy (MMD) proposed by Gretton et al. [17,18] and Smola et al. [19] uses
O
(
(t+ n)2

)
time and O(t+ n) space. On the other hand, Borgwardt et al. [20]

propose computing MMD in linear O(t+ n) time by randomized approximation.
However, by our experiments, this leads to a significant reduction of accuracy.

MMD has previously been used for a somewhat similar application by Huang
et al. [21]. They use MMD values to solve the sample selection bias problem
where the test distribution differs from the training distribution.

There are several additional minor advantages in the two-sample approach
adopted in MMDSel. Firstly, due to statistical insignificance of the labels, mis-
labeled examples have only a minor impact on the result. Also, in some cases
this measure for the suitability of the classifier may be more appropriate than
the error rate of classifiers used in the traditional solution [8].

2.1 Comparing Distributions with MMD

Let us now briefly introduce MMDSel and the measure MMD for executing it.
The measure was originally designed for two-sample tests in which the problem
is to find out whether two given samples come from different distributions. For-
mally we are given two samples X and Y drawn i.i.d. from distributions D1 and
D2, respectively, and we want to know whether D1 6= D2. In our application it
would be useful to know also the “distance” or dissimilarity d(D1, D2) between
the distributions because the distribution may have changed only slightly.

In fact, MMD is a measure of dissimilarity — or more specifically, discrep-
ancy — between the distributions. It is essentially the maximum difference be-
tween the mean of test function values on the distributions. Thus, informally, if
the MMD between two samples is near zero the distributions are very similar.
With the computed MMD value there are multiple methods to decide if we have
enough evidence to reject the null hypothesis D1 = D2 or not [17]. Because we
are only interested in rating the alternatives due to their similarity, the measure
for the discrepancy itself is enough for our needs.

Formally MMD is defined by Gretton et al. [17] as follows.

Definition 1 Let F be a class of test functions f : X → IR and let D1 and D2

be distributions defined on the domain X . Then the maximum mean discrepancy
is

MMD[F , D1, D2] := sup
f∈F

(Ex∼D1 [f(x)]−Ey∼D2 [f(y)]) .

We select F to be a reproducing kernel Hilbert space (RKHS) with an as-
sociated kernel k. The kernel selection lets us control which properties of dis-
tributions are emphasized. Thus, we should choose the kernel according to the



features in which we have an interest. Gretton et al. [17] also proved that, in
compact domains X , with so-called universal kernels [22] MMD attains zero
value if and only if D1 equals D2. In practice this means that, given that the
samples are large enough, two different distributions can be separated with a
universal kernel family. Steinwart [22] proved that, e.g., Gaussian and Laplacian
kernels are universal. Even if we are not interested in the two-sample test itself,
these kernels could be useful in some situations.

Gretton et al. [17] devised an easier way to calculate MMD owing to the
fact that in RKHS the function f can be evaluated by the inner product f(x) =
〈k(x, ·), f〉. Hence, let x and x′ be independent random variables with distribu-
tion D1 and, similarly, y, y′ ∼ D2. The square of MMD behaves identically as a
measure for discrepancy. For it a more useful form can be derived [17]:

MMD2[F , D1, D2] = Ex,x′∼D1 [k(x,x′)]− 2Ex∼D1,y∼D2 [k(x,y)]
+ Ey,y′∼D2 [k(y,y′)] .

(1)

In practice we are dealing with samples X and Y drawn i.i.d. from D1 and
D2, respectively. Let (z1, ...,zn) be i.i.d. random variables, where zi = (xi,yi)
and xi ∈ X,yi ∈ Y . Gretton et al. [17] proved that an unbiased empirical
estimate for MMD squared is

MMD2[F , X, Y ] =
1

n(n− 1)

n∑
i 6=j

h(zi, zj) , (2)

where h(zi, zj) = k(xi,xj) + k(yi,yj)− k(xi,yj)− k(xj ,yi). Using this we can
easily compute the MMD value.

Gretton et al. [17] also gave a biased estimate that can be computed under
some restrictions1 for the kernel function as

MMD2[F , X, Y ] =
1
n2

n∑
i,j=1

k(xi,xj)− 2
nt

n,t∑
i,j=1

k(xi,yj)

+
1
t2

t∑
i,j=1

k(yi,yj) ,

(3)

where n and t are the sizes of samples X and Y . The estimate is biased, but there
is an upper bound for the bias [17]. In our experiments we found this estimate
to be slightly more accurate.

To execute MMDSel and rank the classifiers in a pool of size m we have to
compute MMD for m pairs of samples. This results in the dissimilarity of each
classifier with the current input distribution. In other words we have ranked the
classifiers by their suitability for the current input. Thus we can easily either
weight the classifiers according to the rank or choose the most suitable one.

1 It is enough that for two i.i.d. random variables x, x′ ∼ D: Ex,x′∼D[k(x, x′)] < ∞
[17].



Because computing MMD for each sample pair takes O
(
(t+ n)2

)
time,

MMDSel can be executed in time O
(
m(t+ n)2

)
and space O(mt+ n). How-

ever, below we show that for some kernels the evaluation can be done much more
efficiently.

3 Computing MMD Efficiently

We now discuss some ways to improve the efficiency of MMDSel. As mentioned
the choice of a kernel affects the value of MMD. Thus, we should choose the
kernel that is able to track the essential attributes of distributions — i.e., those
that determine the similarity. For example, with a linear kernel MMD clearly
indicates the difference between expected values.

3.1 Polynomial kernels

For often-used polynomial kernels (1) can be simplified significantly. This leads
to efficient computation of MMDSel.

The main idea of the optimization is the following. For example, for a sym-
metric and linear (e.g., Euclidean inner product in IR) kernel (1) can be computed
by

MMD2[F , D1, D2] = k(Ex∼D1 [x],Ex∼D1 [x])− 2 k(Ex∼D1 [x],Ey∼D2 [y])
+ k(Ey∼D2 [y],Ey∼D2 [y]) .

(4)

Hence, we do not need to store the sample for each classifier explicitly. It suffices
to store the expected values. Moreover, it is enough to compute the expected
value of input examples only once during the test. The time and space require-
ment for these preparations is clearly O(mtd) for d dimensional data. On the
other hand, during the actual selection process only a constant amount of inner
products are calculated, yielding a time requirement of O((m+ n)d).

The optimization can be generalized to all the polynomial kernels (〈·, ·〉+ c)p

of a finite integer degree p, where c ≥ 0 is a constant. Using the technique
introduced by Raykar et al. [23] polynomial kernels can be calculated in

rpd =
(
p+ d

d

)
time and space. Hence, MMDSel can be executed in O((m+ n)rpd) time and
space with O(mtrpd) time and space preparation. With the natural assumption
that p� d, the value rpd can be upper bounded by O(dp).

Compared to the brute force solution inO
(
md(t+ n)2

)
time andO(d(mt+ n))

space, the optimized MMDSel is useful for low values of p (e.g., quadratic or
linear kernel) and for very large values of t or n.



3.2 Gaussian kernels

Simple polynomial kernels may not be enough for our needs. Steinwart [22]
defined kernel classes to be universal if they are dense on compact domains.
These kernels can approximate any other kernel if the sample sizes are increased
enough. If we want to use a universal kernel, e.g., a Gaussian one, a similar
optimization method can be used to approximate them.

Yang et al. [24] and Raykar et al. [23] present an improved fast Gaussian
transformation (IFGT). Their approach is based on calculating only the first
terms of the Taylor series representation of Gaussian kernel. In our case the
basic idea of IFGT is to approximate the Gauss transform at a chosen point y∗

G (xj) =
t∑

i=1

exp
(
−‖xj − yi‖

2
/σ2
)

=
t∑

i=1

exp
(
−‖yi − y∗‖

2
/σ2
)

exp
(
−‖xj − y∗‖

2
/σ2
)

· exp
(
2 〈xj − y∗,yi − y∗〉 /σ2

)
.

(5)

However to gain accuracy they cluster the space and replace the vector y∗ with
the centers of these clusters.

With IFGT the Gaussian kernel can be approximated in

O
(
nk′r(p′−1)d + nk

)
time with

O
(
t log k + tr(p′−1)d

)
time preparation. Here k < t is the number of clusters in the example space
and k′ < k the maximum number of neighbor clusters and p′ the number of
Taylor series terms to be computed. Both the p′ and k′ depend on the desired
error bound ε > 0 and k′ also depends on Gaussian kernel bandwidth. The space
usage is O

(
kr(p′−1)d + t+ n

)
. Recall that rpd = O(dp).

The procedure is interesting in our application, because if we cluster the
whole instance space at once, we can reduce the running time significantly. If
the values corresponding to y∗ in (5) are same for every classifier on the pool
H we have to compute the terms including yj in equation only once during the
computation of MMDSel.

Hence, when computing (1) we can calculate the term Ey,y′∼D2 [k(y,y′)]
completely for all the samples in S beforehand in the preparation phase. When
Ex∼D1,y∼D2 [k(x,y)] is expressed using (5) this is also the case for parts including
y. Thus the preparation phase takes

O
(
mt
(

log k + dp′
))

time.



Table 1. Summary of asymptotic time and space requirement of MMDSel.

Online Preparation
Kernel Time Space Time Space

Linear O((m + n)d) O((m + n)d) O(mtd) O(mtd)
Integer polynomial O((m + n)dp) O((m + n)dp) O(mtdp) O(m(td + dp))

Gaussian (IFGT) O
(

(m + nk) dp′
)

O
(
mndp′

)
O

(
mt

(
log k + dp′

))
O

(
mtdp′

)
General O

(
md(t + n)2

)
O(d(mt + n)) — —

General randomized O(md(t + n)) O(d(mt + n)) — —

Traditional method mnd nd — —

Finally in the online phase we compute the term Ex,x′∼D1 [k(x,x′)] and the
rest of the term Ex∼D1,y∼D2 [k(x,y)]. This takes time

O
(

(m+ nk′) dp′
+ nk

)
.

For Gaussian kernels there are also other optimization approaches. For ex-
ample Lee, Gray and Moore [25] give an approach based on space partitioning
trees. Also Herbster [26] presents a simple way to compute additive Gaussian
kernels even more efficiently.

A summary of the asymptotic time and space requirement of MMDSel
in different settings is presented in Table 1. The randomized general version
of MMDSel is based on the randomized linear time computation of MMD
proposed by Borgwardt et al. [20].

4 Empirical Evaluation

Let us now evaluate MMDSel experimentally. As a reference approach we use
the traditional solution of executing each classifier on the input and selecting
the most accurate one. The accuracy of a classifier is computed by counting how
many times it predicts the right label given by the data set. The experiments
are executed on domains of the UCI machine learning repository and MNIST
datasets. MNIST consists of images of handwritten digits from 0 to 9. From the
UCI repository we choose the classification datasets with the greatest number
of different class labels.

For every dataset with l different labels we create all the
(

l
2

)
different binary

classification tasks. The labels for each task are changed to ±1 and a SVM
classifier is trained for each task. A sample of size 20% from each of the training
sets for MMDSel is stored.

The test examples are divided similarly and for each test the best classifier
is chosen. Hence, for each test set there is exactly one trained classifier with the
same training distribution. We report how many times different methods select
this one correct classifier. The test set size is 20% of the training set size.



Table 2. Accuracy of different methods after at least 1 000 test tasks.

Data set SVM Classification MMDSel
Name Labels Dimension Gaussian Linear Gaussian Linear

mnist 10 784 4.3 95.4 100.0 100.0

abalone 14 8 5.8 8.3 18.2 10.1

ecoli 5 7 11.3 56.3 78.9 75.0

glass 5 9 38.5 39.5 46.2 36.3

letter 26 16 77.5 84.2 100.0 97.6

vowel-context 10 12 38.4 51.4 21.6 18.8

krkopt 18 6 26.8 25.6 32.9 28.0

led with 10% noise 10 7 32.9 51.0 93.1 87.3

mfeat 10 649 9.8 64.6 91.1 74.1

pendigits 10 16 28.0 76.9 100.0 100.0

Mean — — 27.3 55.3 68.2 62.7

In UCI datasets some labels are removed due to small number of examples.
Also some textual values are changed to numerical ones. In addition all the
datasets are randomly permuted. Due to efficiency the size of training set is
restricted to 1 000 instances.

We have implemented the introduced methods in Matlab with both linear
and Gaussian kernel. The kernel width for Gaussian kernels is chosen with the
rule-of-thumb

σ =
√

median distance between points/2 .

In the experiments MMDSel chooses the classifier with the smallest distribution
discrepancy, regardless of the value. For MMD computation [17] we use the
biased estimate of (3), because it is slightly more accurate than the unbiased
one of (2). The reported MMDSel versions are tried for unlabeled data because
removing labels does not affect the accuracy.

The accuracy of the methods in at least 1 000 separate tasks are reported in
Table 2. Each task results in either a right or a wrong answer for a method.

In the overall performance MMDSel prevails. In nearly all of the data sets
MMDSel with a Gaussian kernel seems to take the lead with the linear kernel
version being slightly worse. However, with the traditional SVM classification
the linear kernel version surpasses the Gaussian one.

There are, however, some interesting exceptions. The vowel data set includes
features of English pronounced vowels. The traditional method is better on this.
The glass data set contains the chemical composition of different glass types.
The traditional method overtakes linear MMDSel version also on this set.

It is worth noting that the setting is quite unfavorable for the classification
approach. The behavior of a classifier depends essentially on the hyperplane
that is computed to separate training classes. Thus, in the testing phase we
are searching for the classifier with a hyperplane separating the test classes.
However, because of the test setting there could be multiple hyperplanes that



give similar classification for the test set. Hence, many hypotheses would gain
good classification accuracy. This could be partial explanation for the worse
performance of the classification method. However, in reality the classification
accuracies in our experiments seem to be quite diverse. Usually alone the chosen
classifier has the best accuracy.

Gaussian kernel SVM performed surprisingly poorly in these evaluations. For
example with the ecoli data set the result is only slightly better than a random
guess. This is also emphasized with high dimensional data. A natural reason for
this is the ’curse of dimensionality’ that affects the Gaussian kernel [27]. This
appears because of the small number of training examples compared to their
dimension. Interestingly MMDSel does not seem to be affected by this. Maybe
this is because MMDSel tracks down the underlying distribution instead of
single points.

However, in additional experiments optimizing the Gaussian kernel width
seemed to improve the SVM performance somewhat. Nevertheless, it did not
reach the performance of linear SVM version on the high dimensional data sets.
For example with ecoli data set the Gaussian SVM attained 44.0% accuracy
with a smaller kernel width.

In summary, MMDSel would appear to offer a viable alternative to the tra-
ditional method. Only a small stored sample of the training distribution suffices
to let us choose the correct classifier with high probability without even knowing
the class labels of instances.

5 Conclusions

In this paper we introduced a method of ranking a pool of classifiers by their
suitability for the current input. The MMDSel method is based on the similar-
ities of classifier training distributions and the current input distribution. Thus,
it is suitable for unsupervised learning. This advantage is, to the best of our
knowledge, rare in previous work. Also, classification algorithm outputs are not
used and thus the type of algorithms is entirely unlimited. Moreover, the pool
may consist of different types of algorithms. We also showed that the test can
be computed asymptotically efficiently with some optimization methods.

In our empirical evaluation the MMDSel with both linear and Gaussian
kernels seems to be accurate enough to be a viable alternative for solving the
given problem at least on some data.

There are some interesting open questions: Why the curse of dimensionality
does not seem to affect MMDSel on Gaussian kernel as seen in our experiments?
Also, surely different well-founded methods in addition to MMD for finding
distribution similarities are possible.
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