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Abstract—In order to ensure a good filterbank (FB) perfor-
mance in cases, where there are significant changes in the sub-
band signals, the filters in such FBs must have very narrow tran-
sition bandwidths. When using conventional finite-impulse re-
sponse (FIR) filters as building blocks for generating these FBs, 
this implies that their orders become very high, thereby resulting 
in a high overall arithmetic complexity. For considerably reduc-
ing the overall complexity, this contribution exploits the frequen-
cy-response masking (FRM) technique for synthesizing FIR fil-
ters for those above-mentioned FBs, where rational sampling fac-
tors are used. Comparisons between various optional methods of 
utilizing the FRM technique for designing FBs under considera-
tion shows that the most efficient one, from both the design and 
the implementation viewpoints, are FBs that are constructed such 
that the bandedge-shaping or periodic filters are evaluated at the 
input sampling rate and the masking filters at the output sam-
pling rate. This is shown by means of illustrative examples.   
 

Index terms—Frequency-response masking technique, two-
channel filterbanks, nonuniform filterbanks, rational sampling 
rate conversion. 

I. INTRODUCTION 

Multirate filterbanks (FBs) are very popular in digital signal 
processing due to their ability of dividing an input signal into 
two or more subband signals (two- or M-channel FBs) such 
that each subband signal contains only one part of the input 
signal. Processing these subband signals gives in most applica-
tions better overall performances than the corresponding tech-
niques that concentrate on directly processing the input signal. 
Moreover, these subband signals are usually decimated before 
processing, thereby resulting in a smaller amount of data to be 
processed [1]−[3]. 

In most FBs, the same decimation factor is used in all 
channels, thereby resulting in subbands having equal band-
widths. Such FBs are known as uniform FBs. However, in 
many applications, these FBs do not provide the best achieva-
ble performance. For example, in some speech processing ap-
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plications, it is more beneficial to use a FB with channel 
bandwidths following the Bark scale [4], that is, a psychoa-
coustic scale with bands corresponding to the human hearing 
system. An adequate approximation to the Bark scale can be 
achieved by using a FB having the decimation factors 1/6 , 

5/62 , 23 5/6 , …, 21 5/6 −− MM , 11 5/6 −− MM  with M being 
the number of channels and the decimation factor 1/6  belong-
ing to the highpass channel. Here, the decimation factor de-
noted by q/p means that the signal is first up-sampled by a fac-
tor of p and then down-sampled by a factor of q. In the above 
FB, each channel has a different decimation factor, and corre-
spondingly, a different channel bandwidth. Such FBs are 
known as non-uniform FBs. 

The most straightforward approach for synthesizing the 
above FB is to use a tree structure [2] with non-uniform two-
channel FBs as building blocks. At the first level of such a 
structure, the input signal is separated into two channels with 
the decimation factors 6/5 and 6/1. At the second level, the 
lowpass channel (channel with the decimation factor 6/5) is 
further separated by using the same non-uniform two-channel 
FB. This is repeated until the desired number of channels is 
achieved. Such non-uniform FBs with the decimation factors 
being q/p, where q and p are positive integers, are known as 
FBs with rational sampling factors or, shorter, as rational FBs. 

The basic principles of rational FBs have been discussed in 
[5], [6]. In the case of two-channel rational FBs, there exist 
two alternative design approaches. In the first approach, as de-
scribed in [7]−[10], two sets of filters are used (see, e.g. Figure 
2 in [7]). The first set of filters separates the input signal into 
two parts, whereas the second one eliminates the aliasing (im-
aging) effects that are results of the sampling rate alternations. 
The first set of filters has been designed in [7] and [8] by ap-
plying a least-squares design method and in [9] by using a 
minimax design technique. In [10], these filters have been syn-
thesized by exploiting the frequency-response masking (FRM) 
technique. The second set of filters in [7]−[10] has been de-
signed by using the Remez multiple exchange algorithm. In 
the second approach, as described in [5], [11]−[16], only one 
set of filters is used for taking care of the signal separation and 
aliasing effects. Among these papers, it is worth pointing out 
[5], where an iterative method has been proposed for design-
ing such FBs, and [13], where a method for designing orthog-
onal PR FBs has been discussed. The second approach will be 
utilized in this paper and will be described in more detail in 
Section II. 
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Ideally, a FB should not introduce any distortion to the 
signal passing through the bank, that is, the output signal 
should be a delayed version of the input signal. FBs satisfying 
this property are known as perfect-reconstruction (PR) FBs. 
However, in most applications, it is enough to require that the 
errors introduced by the FB are smaller than the changes in the 
signal taking place in the processing unit due to the signal pro-
cessing algorithms (applications). Such FBs that change them-
selves the signal (introduce distortions) are known as nearly 
PR (NPR) FBs. By properly releasing the PR property, other 
FB properties can be improved, for example, a better channel 
separation can be achieved with the same FB delay and im-
plementation complexity [3], [17]. The rest of this paper con-
centrates only on NPR FBs. 

In both PR and NPR FBs, due to the multirate operations 
taking place inside the FB, namely, up- and down-samplings, 
subband signals suffer from alias errors, which can also be in-
terpreted as energy leakage between the channels (subbands). 
These errors are directly proportional to the transition band-
widths of the filters as illustrated in [7] (see also Example 1 in 
Section VI). These alias errors can be compensated completely 
(PR FBs) or partially (NPR FBs) in the synthesis bank assum-
ing that the subband signals are not modified. However, in 
most systems, these subband signals are changed in the pro-
cessing unit. In this case, as a direct consequence of the alias 
errors, there is a two-fold effect on the overall FB perfor-
mance. The first effect is that when signals are modified sig-
nificantly enough in the subbands, the synthesis bank is no 
longer capable of properly reconstructing the original signal 
even in the PR case. The second effect is that the signal pro-
cessing algorithms applied to one of the channels is forced to 
process also some parts of the signals aliased from the adja-
cent channels, thereby making the signal processing less effi-
cient.  

In order to reduce the alias errors, and consequently, to re-
duce the above-mentioned two effects on the FB performance, 
it is required that filters used for generating the FB have nar-
row transition bands and high stopband attenuations. When 
utilizing the attractive properties of finite-impulse response 
(FIR) filters for this purpose, the above requirements imply 
the use of very high-order FIR filters that are quite difficult to 
design and are numerically expensive to implement. From the 
filter design theory, it is well-known that in such cases (high fil-
ter orders, narrow transition bands), it is beneficially to use, for 
both the filter design and implementation, the FRM technique 
[18]−[20]. Furthermore, it has been recently shown that this is 
also true for two-channel uniform FBs [21]. Therefore, it is to 

expect that the use of the FRM technique is also beneficial when 
synthesizing two-channel rational FBs. 

The use of the FRM technique for designing two-channel 
rational FBs has been discussed in [10], [14]−[16]. It has been 
shown, on one hand, that when using FRM FIR filters as 
building blocks in the FBs, the design and/or implementation 
complexity can be reduced when compared with those FBs, 
where direct-form FIR filters are utilized. On the other hand, it 
has been observed that the use of the FRM approach for syn-
thesizing such building blocks for two-channel rational FBs is 
not very straightforward because the properties of the resulting 
FBs depend strongly on how this approach has been utilized. 
In order to show what existing design approach (structure) is 
the most efficient one for synthesizing the two-channel ration-
al FBs under consideration, this contribution concentrates on 
the technique presented by the authors in [15] with the follow-
ing three-fold extension. First, a more detailed description of 
the overall synthesis scheme is provided including both the 
practical implementation and optimization issues. Second, a 
special emphasis is laid on comparing four different two-
channel rational FBs generated by using the above-mentioned 
synthesis techniques. 

Third, measures are involved for evaluating both the de-
sign and implementation complexities. When evaluating the 
implementation complexities of all FBs under consideration, 
the implementation technique proposed by the authors in [24] 
for implementing systems with rational sampling rate is uti-
lized. This technique enables one to efficiently exploit the co-
efficient symmetries of linear-phase FIR filters in such sys-
tems. 

The outline of this paper is as follows: Section II gives the 
structure and the basic relations of the two-channel rational 
FBs under consideration. The FRM technique is briefly re-
viewed in Section III and the various FRM-based techniques 
for designing two-channel rational FBs are discussed in Sec-
tion IV. Section V introduces the proposed synthesis scheme 
for designing two-channel rational FBs under consideration, 
whereas Section VI provides some examples illustrating the 
properties of the resulting FBs as well as a detailed compari-
son with some other existing techniques for synthesizing such 
FBs. Finally, in Section VII some concluding remarks are 
made. 

II. TWO-CHANNEL FILTERBANKS WITH RATIONAL SAM-

PLING FACTORS 

This section considers the structure and basic relations for ra-
tional two-channel FBs under consideration together with the 
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Figure 1. Two-channel FB with rational sampling factors. 
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basic requirements to be met by the filters building the FB in 
order to achieve good filter and FB properties [5]−[16]. 

A. Filterbank Structure 

The rational two-channel FB considered in this paper is shown 
in Figure 1. This FB consist of an analysis FB and a synthesis 
FB separated by a processing unit. In the sequel, it is assumed 
that the processing unit does not alter the subband signals. 
Moreover, the channel containing the filter transfer functions 
H0(z) and F0(z) {H1(z) and F1(z)} is referred to as the lowpass 
{highpass} channel. The pk’s and qk’s for k = 0, 1 can be any 
positive integers as long as pk < qk. Additionally, for a maxi-
mally decimated (critically sampled) FB, in order to cover the 
overall frequency range of the signal from 0 to π, the follow-
ing relation has to be satisfied [7]: 
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In this case, the lowpass {highpass} channel covers the fre-
quency range from 0 to (p0/q0)π {from (p0/q0)π to π}, as illus-
trated in Figure 2. Moreover, (1a) can be rewritten as: 
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which implies that q1 = q0 and p1 = q0 − p0. 
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Figure 2. The band division of the analysis FB in Figure 1. 

Furthermore, the signal in the highpass channel of the FB 
shown in Figure 1 is modulated by ejπ in both the analysis and 
the synthesis banks. This corresponds to highpass-to-lowpass 
and lowpass-to-highpass transforms in the analysis and syn-
thesis banks, respectively. The purpose of this modulation is 
twofold. First, it makes all the filters in the FB lowpass filters. 
This fact simplifies the notations required when stating the op-
timization problem in Section V.A for the proposed FB and 
when describing the algorithm for solving this problem in Sec-
tion V.B. Second, most importantly, this modulation enables 
one to implement a FB for all combinations of p0 and q0 with 
the aid of FIR filters having real-valued coefficients. For ex-
ample, when omitting this modulation, a FB with q0 / p0 = 3 / 1 
cannot be realized without having bandpass filters with com-
plex-valued coefficients in the highpass channel [6], [7]. In 
this case, if the filters with real-valued coefficients are only 
used, then aliasing occurring after the down-sampling cannot 
be cancelled in the synthesis bank. 

B. Basic Relations 

The relation between the output and input sequences for the 
system shown in Figure 1 is expressible in the z-domain as 
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The above equation can also be written in the following 
form that is more commonly used when analyzing FBs [10] 1: 
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Here, T0(z) is the distortion transfer function determining the 
amount of the distortion caused by the overall system for the 
un-aliased component X(z) of the input signal and the Tl(z)’s 
for l  = 1, 2, …, q0−1 are the alias transfer functions determining 

how well the aliased components )( 0

0

lp
qzWX  of the input sig-

nal are attenuated. 
For an NPR FB with reasonable good properties, T0(z) and 

Tl(z)’s should approximate a pure delay z−D and zero, respective-
ly. In this case, the output signal is an approximately delayed 
version of the input signal, that is, y[n] ≈ x[n−D]. Here, D is the 
FB delay in samples. In the z-domain, this corresponds to 
Y(z) ≈ z

−DX(z). 

C. Filter and Filterbank Requirements 

In order to synthesize a FB having good channel selectivity 
and a small FB distortion (alias errors), the filters building the 
FB should satisfy the following requirements [9], [10]: 

First, the FB delay D evaluated as 
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has to be odd. Here, Nh0, Nh1, Nf0, and Nf1 are the orders of the 
linear-phase FIR filters H0(z), H1(z), F0(z), and F1(z), respec-
tively. When properly selecting the filter orders, the values D0 
and D1 become equal to zero. Otherwise, one of these values is 
zero, whereas the remaining one is a positive integer. 

Second, this contribution assumes that the relations be-
tween the synthesis filters and the analysis filters are given by 
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and 

)()( 11 zHzF −= . (5b) 

This reduces the number of unknowns, thereby simplifying the 
design complexity. In some cases, by relaxing this constraint, 
a FB having slightly better properties can be designed. How-
ever, in this case, the number of unknowns increases approxi-
mately by a factor of two. 

Third, the passband and stopband edges of the filters build-
ing the FB are given by 
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for k = 0, 1, respectively. The parameter ρ should be selected 
according to the above equations such that the edge frequen-
cies given by the design requirements are achieved. For all fil-
ters in the FB, the centers of the transition bands are located at 
π /qk for k = 0, 1. These stopband and passband edge frequen-
cies are defined in such a way that the transition bands of both 
filters are equal after mapping these filters to the input sam-
pling rate. This means that the input signal sees filters with the 
same transition bandwidth of 2ρπ as shown in Figure 2, but 
the transition bandwidths of the individual filters are different 
due to different sampling rates in the two channels. 

The following two sections will state some additional re-
quirements that should be imposed to the FRM technique 
when designing rational FBs. 

III.  FREQUENCY-RESPONSE MASKING (FRM) TECHNIQUE 

When using the FRM technique, the transfer function H(z) of 
an FIR filter is typically expressed as [18]−[23] 
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with Ng, the order of G(z), being even. Here, G(z) and Gc(z) 
are referred to as the model and the complementary model fil-
ters, respectively, whereas E0(z) and E1(z) are referred to as the 
masking filters. Moreover, all these filters are linear-phase fil-
ters. Figure 3 illustrates the roles of these filters for generating 
the desired overall response. It should be pointed out that in 
Figure 3 the so-called Case A design is considered. In this de-
sign, one of the transition bands of G(zL) is used as that of 
H(z). In the corresponding Case B design, one of the transition 
bands of Gc(z

L) is used as that of H(z). More detail about Case 
B designs can be found in [22], [23]. When using the FRM 
technique for designing FBs under considerations, both Case 
A and Case B designs can be used. 

Due to the up-sampling by L, the periodic transfer func-
tions G(zL) or Gc(z

L) have narrow transition bands and sparse 
impulse responses with only every Lth value being non-zero, 
whereas E0(z) and E1(z) are low-order filters due to the wide 

transition bands provided that L is properly selected (for more 
detail, see, e.g., [22], [23]). An efficient structure for imple-
menting H(z), as given by (7a) and (7b), is shown in Figure 4. 

When designing an FIR filter by using the FRM technique, 
various parameters, including L, l, the orders of G(z), E0(z), 
and E1(z), as well as whether the filter design is a Case A or a 
Case B design must be determined based on the given filter 
design criteria and the resulting implementation complexity 
[22], [23]. 
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Figure 3. Design of a lowpass filter by using the FRM technique (Case A). (a) 
Model and complementary model filters. (b) Periodic model filters. (c) Over-

all filter (solid-line) and masking filters (dashed-lines). 
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Figure 4. Block diagram for a filter designed by using the FRM technique. 

Moreover, from the FB design point of view, when select-
ing parameter L, the following two conditions must be satis-
fied [18]−[20]: 

Condition 1: Neither Lωp/π  nor Lωs/π  is an integer. 
Condition 2: Lωp/π = Lωs/π, where x stands for the 

integer part of x. 
In the case of a conventional FRM FIR filter, it is always pos-
sible to find the parameter L by which the above two condi-
tions are satisfied. However, it is not trivial to meet these two 
conditions when exploiting the FRM technique in FB applica-
tions, where the goal is at the same time to change the sam-
pling rate and to generate systems having good properties 
(e.g., a good channel selectivity and a low distortion) and an 
efficient implementation form. The next section will consider 
various methods that utilize the FRM technique for designing 
rational FBs. 
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IV.  METHODS FOR DESIGNING TWO-CHANNEL FIL-

TERBANKS WITH RATIONAL SAMPLING FACTORS BASED ON THE 

FREQUENCY-RESPONSE MASKING TECHNIQUE 

This section briefly describes four methods (structures) for de-
signing rational FBs. All these methods are based on utilizing 
the FRM technique for building the filters in the FB. Moreo-
ver, the differences between these methods are highlighted in 
order to clarify the fact that methods based on FRM structures 
have different design and implementation complexities. 

Method 1: In the first method, as proposed in [10] and il-
lustrated in Figure 5, two filters are used in each channel of 
the analysis and synthesis FB. In this case, the filter A0(z) is 
designed by using the FRM technique and is used for shaping 
the transition band, whereas the filter B0(z) is designed by us-
ing the Remez multiple exchange algorithm and is utilized for 
eliminating imaging that is the result of the up-sampling by 
the factor p0. The filter B0(z) has typically a wide transition 
band and as such it would not benefit from the FRM tech-
nique. 

This method is efficient from the design point of view 
(small number of unknowns) because the filter B0(z) is de-
signed separately, but results in FBs with longer delays than 
FBs generated by other existing design methods. Moreover, 
the implementation complexity is quite high due to the fact 
that in each channel, two separate filters have to be imple-
mented. Better results could be obtained if B0(z) was designed 
at the same time as A0(z), but this would considerably increase 
the design complexity. 

 

↓q0 B0(z) 
x[n] 

↑p0 A0(z) 
x0[n] 

 
Figure 5. Block diagram of the lowpass channel of the analysis FB  

designed by using Method 1 [10]. 

Method 2: In the second method under consideration, the 
FB is implemented as shown in Figure 1 with all filters de-
signed utilizing the FRM technique. The implementation of 
one out of the two channels in the analysis FB is illustrated in 
Figure 6. 2 The disadvantage of this method is in the fact that, 
due to the cascade configuration of the model and masking fil-
ters, even though only every qkth output sample of the mask-
ing filters is used, there is a need to evaluate all output sam-
ples of the model filter. Moreover, the model filter is imple-
mented at the highest sampling rate in the overall system. This 
considerably increases the implementation complexity.  
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Figure 6. Block diagram of an FRM filter implemented as a part of an analysis 

FB designed by using Method 2. 

                                                 
2 Due to the modulation in the lower branch in Figure 1, u[n] is x[n] and 
(−1)n x[n] for k = 0 and k = 1, respectively. 

Nevertheless, based on Figure 6, it can be observed that the 
construction of very computationally-efficient FRM-based lin-
ear-phase structures to be used as the building blocks involved 
in the structure of Figure 1 implies that the following two ul-
timate goals are achieved:  

1) When implementing the filters by using the FRM ap-
proach, the coefficient symmetries should be exploited. 

2) The implementation structure for the FRM approach must 
utilize the facts that in the analysis bank of Figure 1 only 
every pkth input sample is nonzero for the transfer func-
tions Hk(z) for k = 0,1 , and that there is a need to generate 
only every qkth sample after the transfer functions Hk(z) for 
k = 0,1. Similar facts should be utilized when implementing 
the Fk(z)’s for k = 0,1. 

Recently, the authors of this paper have shown in [24] that 
these goals can be easily achieved when using direct-form lin-
ear-phase FIR filters. However, it is not so straightforward to 
generate an efficient implementation structure when these fil-
ters are designed by using the FRM approach, as was already 
discussed above. Two alternative solutions (implementations) 
are discussed next and these methods are referred to as Meth-
od 3 and Method 4. 

Method 3: In the third method, as proposed in [14], the FB 
is constructed in such a way that all sub-filters of the FRM fil-
ter are evaluated at the subband sampling rate, that is, at the 
lowest available FB sampling rate. It is somehow intuitive that 
this should give best results from the implementation view-
point. Although, as the results to be given later on will indi-
cate, the implementation complexity is one of the lowest one 
among the methods considered in this paper, the design of 
such systems becomes difficult due to the fact that the struc-
ture in Figure 4 cannot be directly used for building filters in 
the FB shown in Figure 1. In this case the parameters Lk have 
to be selected as Lk = lk·qk, where the lk’s for k = 0, 1 are both 
integers, in order to locate the centers of the transition bands 
for filters building the FB under consideration at π / qk for 
k = 0, 1 [6]. The above selections violate one of the two FRM 
conditions stated in Section III and, therefore, the structure in 
Figure 4 is not directly usable. 

In order to alleviate this problem, in this method, the filters 
building the FB are designed by using the modified FRM 
technique proposed by Lim and Yang [20]. The corresponding 
structure used for implementing the lowpass channel of the 
analysis FB is shown in Figure 7. Here, the transfer functions 
Es(z), Ed(z), and G1(z) are generated by properly modifying the 
transfer functions E0(z), E1(z), and G(z) of the basic FRM 
structure (for more detail, see [14], [20]). Due to these modifi-
cations, it is not possible to utilize anymore the relations (5a) 
and (5b). Therefore, all analysis and synthesis filters have to 
be designed separately. Moreover, there is an additional unfa-
vorable condition on the selection of the FRM parameters L0 
and L1 as discussed in [14], [20]. Satisfying the above-
mentioned two constraints in Method 3 results in a higher 
number of design unknowns, that is, in an increased design 
complexity compared with other methods under consideration. 
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Figure 7. Block diagram of an FRM filter implemented as a part of an analysis 

FB designed by using Method 3 [14]. 

Method 4: In the fourth method, referred later on also to as 
the proposed method, all filters in Figure 1 are synthesized by 
using the FRM technique in such a way that, first, the periodic 
filters are evaluated at the input sampling rate and, second, the 
masking filters are evaluated at the subband sampling rate. For 
this purpose, the transfer functions of the analysis filters Hk(z) 
for k = 0, 1 are defined, according to (7a) and (7b), as 

)()()()()( )(
1

)()(
0

)( zEzGzEzGzH kLk
c

kLk
k

kk += , (8a) 

where 

)()( )(2)( zGzzG kNk
c

gk
−=

−

 (8b) 

and are implemented as shown in Figure 8(a). By using such 
an implementation, both ultimate goals stated when describing 
Method 2 can be easily satisfied, thereby significantly reduc-
ing the implementation complexity. When implementing the 
filters in the synthesis bank, as given by (5a) and (5b), the du-
ality with the corresponding filters in the analysis part guaran-
tees the same reduction. The resulting implementation struc-
ture for the synthesis bank is shown in Figure 8(b). 

In order to implement the FB in the above manner, in addi-
tion to the two conditions stated in Section III, the parameters 
Lk for k = 0, 1 are restricted to have following values: 

kkk plL ⋅= , (9) 

where lk is an integer and k = 0, 1. As in the case of original 
FRM filters, it is always possible to find good values for the 
Lk’s. Moreover, when comparing (6a), (6b), and (9), it can be 
observed that l0 = l1 = Lfrm is a good selection. Here, Lfrm is the 
parameter that is used for designing filters with the transition 
bandwidths equal to 2ρπ [for more detail, see the paragraph 
after (6b)]. 
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Figure 8. Block diagram for an FRM filter implemented as a part of a FB de-
signed by using Method 3. (a) Analysis FB. (b) Synthesis FB.  

It should be pointed out that Method 4 can be interpreted 
as a hybrid version between Method 1 and Method 2. Only 
one filter per channel is designed as in Method 2, but the fil-

ters are implemented before and after the up-sampler as in 
Method 1, as is desired. Moreover, when comparing the pro-
posed method with Method 1, it can be observed that in this 
method the masking filters are merged with the anti-aliasing 
filter B(z) in Figure 5, which decreases the number of filter co-
efficients in the overall FB implementation as well as the FB 
delay. 

As it will be shown, by means of examples, in Section VI, 
Method 4 generates rational two-channel FBs with best per-
formances. Therefore, an efficient design method for synthe-
sizing the above-defined FBs is discussed in the next section. 

V. FILTERBANK DESIGN 

This section states the design criteria for the rational FBs syn-
thesized by using Method 4, proposes an efficient synthesis 
scheme, and estimates the resulting FB design and implemen-
tation complexities. 

A. Filterbank Design Problem 

In order to emphasize the dependence between the unknowns 
and each design criterion under consideration in the FB design 
problem, the coefficients required for building filters Hk(z) for 
k = 0, 1 are denoted in the vector form by hk = {  g

(k), e0
(k), e1

(k)
 } 

with the vectors g(k), e0
(k), and e1

(k) containing the unknown 
FRM filter coefficients. When forming these vectors, the coef-
ficient symmetries are exploited. By using the above nota-
tions, the following optimization problem is stated: 

Given the desired passband and stopband ripples δp and δs, 
the amplitude and alias distortions δd and δa, the decimation 
factor q0 / p0, and ρ, the factor defining the passband and the 
stopband edge frequencies, find filter coefficients of all FRM 
filters to minimize ( )

][ ,for

),(,),(max

)(

1100

πωω

δ ωω

k
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jj eHeH

∈

= hh
 (10a) 
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with the stopband edge frequencies being defined by (6b). 
Here, Hk(hk,e

jω) for k = 0, 1 are frequency responses of the cor-
responding FB filters, whereas T0(z) and the Tl(z)’s, as defined 
by (3), are the distortion and alias error transfer functions, re-
spectively. In addition, it is assumed that the filters in the syn-
thesis bank are related to those of the analysis bank trough 
(5a) and (5b). 

The above criteria are selected in such a way that, first, the 
larger one of the maximum values of the filter amplitude re-
sponses in the stopbands is minimized. Second, the maximum 
value of the filter amplitude responses is limited to be less 
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than or equal to 1+δp. As will be seen in connection with ex-
amples, the minimum value of the filter amplitude response is 
indirectly limited through the constraints of (10a) and (10c). 
Third, the distortion error has to be less than or equal to δd and 
the worst-case alias error has to be less than or equal to δa. 
This gives the overall control over the NPR property of the 
FB. Before starting the design procedure, the parameters of the 
FRM filters have to be chosen as discussed in [22], [23], [25] 
such that, after optimization, the minimum value of δ becomes 
less than or equal to δs. 

B. Filterbank Design Algorithm 

There are various ways to solve the above design problem. 
One alternative is to use the following procedure: 

Step 1. Select the filter orders )(k
gN , )(

0
k

eN , and )(
1
k

eN ; the Lk’s 

for k ∈ 0, 1; and check for both k = 0 and k = 1 whether 
the corresponding design is a Case A or Case B design3 
according to the discussion in [22], [23], [25]. 

Step 2. Discretize the interval [0, π] into points ωm ∈ [0, π] for 
m = 0, 1, …, M. It has turned out that in order to arrive 
at an accurate enough overall solution, a good choice 
for M is M = 8·max{Nh0, Nh1}. 

Step 3. Solve the design problem defined by (10a)−(10d) on 
the above-defined discrete grid of frequencies. This can 
be done by using standard non-linear optimization rou-
tines, for example, the function fminimax included in 
the Optimization Toolbox provided by MathWorks, 
Inc. [25]. If all the filter orders are properly selected, 
then solving the above problem results in a solution sat-
isfying the design criteria and having the minimum im-
plementation complexity. Otherwise, the filter orders 
have to be changed until achieving the desired goal. 

As initial filters for Step 3 of the above procedure, lowpass 
FRM filters satisfying the given passband and stopband rip-
ples are used. 

Various combinations of the filter orders and the values of 
the Lk’s give rise to solutions meeting the given criteria. 
Therefore, the above algorithm has to be carried with different 
combinations of the above parameters and, finally, the combi-

                                                 
3 Determining proper values for )(k

gN , 
)(

0
k

eN , 
)(

1
k

eN , and Lk’s for k ∈ 0, 1 is 

complicated due to the fact that when applying the FRM approach for design-
ing filters for constructing rational two-channel FB’s, there exist several 
above-mentioned constraints that have to be taken into account. Nevertheless, 
as the initial selection for those parameters, in the proposed design method, 
parameters for the conventional FRM filters can be used. How to properly de-
termine various parameters, including L, l, the orders of G(z), E0(z), and E1(z), 
as well as whether the filter design is a Case A or a Case B design [cf. Figure 
3] in order to arrive at the best solution, in terms of the minimizes number of 
coefficients required in the original FRM approach [18] to meet the given cri-
teria has been shown, in terms of illustrative examples, in [22], [23]. It is 
worth to point out that finding the best solution can be performed very fast by 
first determining the start-up orders of the three filters by properly using the 
estimation formula [27]. These estimated values are in the very close vicinities 
of the actual filter orders, thereby significantly simplifying for finding the best 
solution for the given criteria. The best solutions are obtained at those values 
of L, for which the transition bandwidths of E0(z) and E1(z) are practically the 
same. 

nation of these parameters that satisfies the given criteria with 
the lowest implementation cost is selected. 

C. Filterbank Design and Implementation Complexity Esti-
mation 

In general, the complexity of an optimization (design) problem 
increases with the number of unknowns. In the problem at 
hand, namely, the synthesis of rational FBs, FIR filters are 
used for building the FB and the filter coefficients are deter-
mined with the aid of a minimax design criterion. In this case, 
the number of grid points required by the objective function to 
be optimized as well as those needed for the constraints are di-
rectly proportional to the number of unknowns. In many cases, 
the arrival at the optimized solution depends on the optimiza-
tion algorithm and its practical implementation itself, but the 
convergence at a roughly optimized solution heavily depends 
on the number of grid points in use. For instance, when apply-
ing the Remez multiple exchange algorithm implemented by 
McClellan, Parks, and Rabiner [26] to designing an arbitrary-
magnitude response linear-phase filters, a proper number of 
grid points guaranteeing the arrival at a satisfactory result has 
been observed to be roughly 8 times the filter order, or alterna-
tively, 16 times the number of unknowns in the case, where 
the coefficient symmetries are exploited. On the other hand, 
the amount of calculations required by the optimization algo-
rithm depends heavily on the number of grid points that, in 
turn, is proportional to the number of unknowns involved in 
the optimization in the case, where FIR filters are used togeth-
er with a minimax criterion. Based on the above-mentioned 
facts, a good measure of the complexity of the optimization 
problem at hand is simply the number of unknowns used in the 
optimization. 

For a FB designed by Method 4, the number of design pa-
rameters is equal to the number of unknown filter coefficients, 
that is, 

10 YYY += , (11a) 

where 





 ++



 +++=
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e
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e

k
g
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NNN
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for k = 0, 1. Here, x stands for the smallest integer being 
greater than or equal to x and it is assumed that the order of the 
periodic filter is even. 

The implementation cost C, defined as the number of mul-
tiplications per input sample4 for a FB designed by Method 4, 
is given by 

)(2 10 CCC += , (12a) 

where C0 and C1 are the number of multiplications per input 
sample in the analysis lowpass and highpass channels, respec-
tively. A simple estimation is obtained as follows:  
                                                 
4 In most designs, when implementing a digital system, the multiplications are 
the most time-consuming part of the system. Other parameters, such as addi-
tions and memory consumptions, although very important, are not so relevant. 
Moreover, the last two parameters depend heavily on the implementation plat-
form and, as such, are more difficult to estimate. 
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for k = 0, 1. 
It should be pointed out that (12a) and (12b) give a rough 

estimation for the implementation complexity. More precisely, 
this estimation assumes that when implementing the FB, all 
parameters of the system (linear-phase, down-sampling, up-
sampling) are utilized as well as possible, that is, in the ideal 
case. Therefore, this estimation is always smaller than the one 
achievable in practice, but as it will be seen in the next section, 
the difference between this estimation and the practically 
achievable one is in most cases small. For a particular combi-
nation of the filter orders and the rational sampling factors, a 
more precise estimation for implementing the masking filters 
can be derived by using the discussion given in [24]. In [22], 
[23], it has been shown, in terms of illustrative examples, how 
to properly determine various parameters, including L, k, the 
orders of G(z), E0(z), and E1(z), as well as whether the filter 
design is a Case A or a Case B design [cf. Figure 3] in the 
original FRM approach 

VI.  EXAMPLES AND COMPARISONS 

This section shows, by means of examples, the efficiency of 
the proposed technique (Method 4 in Section IV) for designing 
and implementing two-channel rational FBs of Figure 1. 
Moreover, the FBs resulting when using the proposed method 
are compared with the equivalent FBs that are synthesized us-
ing some other existing design techniques. 

It should be pointed out that the figures in this section will 
concentrate on showing the characteristics of the filter transfer 
function H1(−z), instead of H1(z), in order to make them more dis-
tinguishable from those of H0(z). Moreover, in all figures, the 
amplitude responses of both filters are normalized such that the 
passband average takes on the value of unity. 

Example 1: It is desired to synthesize a two-channel ra-
tional FB to satisfy the following requirements: p0 = 5, q0 = 6, 
ρ = 0.02, δs = δp = 0.01, and δd = δa = 0.01. Such a FB divides the 
input signal into two nonuniform subbands as illustrated in Figure 
9. 
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Figure 9. The band division of the analysis FB in Example 1. 

By using the proposed method, the above design specifica-
tions can be achieved by the proposed FB with the following 
parameters: 
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As already mentioned in Section V, there exist many solutions 
meeting the given criteria with various combinations of the 
orders of the FIR filter synthesized using the FRM approach 
as well as the Lk’s. The FB designed with the above parame-
ters provides a proper tradeoff between the design complexity, 
the implementation complexity, and the FB delay. These pa-
rameters have been found by a trial-and-error method that 
roughly follows the guidelines given in [23] for designing 
conventional FRM filters. 

The amplitude responses for the optimized analysis filters 
together with their passband details as well as the alias and 
amplitude distortions of the overall FB are shown in Figure 
10. As seen in Figure 10(a), the passband ripples are approxi-
mately half the specified ones. This is because the synthesis 
filters are related to the analysis filters through (5a) and (5b). 
Therefore, the passband ripples of the filters H0(z) and F0(z) 
{ H1(z) and F1(z)} are accumulated to contribute to the overall 
FB distortion. 
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Figure 10. Various responses for the optimized FB in Example 1. (a) Analysis 
filters. (b) Alias errors in channels. (c) Amplitude and alias distortions. 

Figure 10(a) also illustrates the relations between the filter 
transfer functions H0(z) and H1(z), the down-sampling factors, 
and the transition bandwidths. These filters work at higher 
(different) sampling rates because the input signals are up-
sampled before filtering by the factor of pk for k = 0, 1. Moreo-
ver, due to this up-sampling and (6a) and (6b), the transition 
bandwidths of filters H0(z) and H1(z) are also different. Never-
theless, as discussed before as well as illustrated in Figure 9, 
the input signal sees the same transition bandwidth in both 
channels. The corresponding alias errors in the sub-channels 
are shown in Figure 10(b). As seen in this figure, although the 
filters have quite narrow transition bands, the aliasing errors in 
the subbands are still considerable. These errors would be 
much larger for filters with wider transition bands. Due to the 
compensation of alias errors in the synthesis FB, as shown in 
Figure 10(c), the overall alias errors are negligible. It should 
be emphasized that the alias cancellation mechanism in the 
synthesis bank is efficient only as long as the signal changes in 
the subbands are small enough, that is, smaller than the errors 
caused by the overall NPR FB. 

In order to show the efficiency of the proposed technique, 
Table I compares the proposed FB with those designed and 
implemented using other existing techniques, both in terms of 
the implementation complexity, measured as the number of 
multiplications per input sample, and in terms of the design 
complexity, measured as the number of unknowns required in 
the actual optimization. This table shows that the proposed 
FB, when compared with the equivalent direct-form imple-
mentation (design) [12], has a lower implementation complex-
ity (157.9 vs. 103.3) and a smaller number of design un-
knowns (164 vs. 400) at the expense of a slightly higher FB 
delay (137 vs. 133). Furthermore, when considering in Table I 
the FRM-based designs described in [10] and [14], it is ob-
served that the proposed method has a significantly lower de-
sign complexity compared with the design in [14] and a con-
siderably lower implementation cost compared with the design 
in [10]. Overall, the proposed method combines the best prop-
erties of both these designs in addition of keeping the FB de-
lay low. Therefore, in most cases, the proposed method is su-
perior to the other existing ones. Only if the design complexity 

has to be further reduced, the technique proposed in [10] 
should be considered. However, as seen in Table I, the price to 
be paid for this reduction is a higher FB delay and a consider-
ably higher implementation complexity. 

Furthermore, when comparing the proposed method with 
the minimax design described in [9], it is seen that the number 
of multiplications per input sample required by the proposed 
FB is only roughly one third. This is mainly due to the fact 
that in [9] two sets of filters are used in every channel, as was 
briefly discussed in Section I. An orthogonal design generated 
by using the method presented in [13] is also included in Table 
I. Because the least-squared criterion is used in this synthesis 
scheme, its comparison with other FBs in Table I is not very 
straightforward. For providing a rough comparison, the orders 
of the filters in this technique were chosen in such a way that 
the average stopband energy of the two filters in the analysis 
FB became practically the same as the energy of the corre-
sponding filters generated by the proposed method. It should 
be noted that the filters designed by method proposed in [13] 
have lower stopband attenuations at the stopband edges. The 
high number of unknowns in this approach is not a problem 
due to the efficiency of the proposed design method in [13]. 
The resulting FB has a lower FB delay, but a considerably 
higher implementation complexity. This is mainly due to the 
fact that in this case nonlinear-phase filters are used to build 
the FB. Hence, from the implementation viewpoint, nonlinear-
phase filters are not very efficient building blocks for rational 
sampling rate FBs. In most cases, they might result in FBs 
having slightly shorter delays, but the implementation com-
plexity will be considerably higher. 

TABLE I  DESIGNED FB PROPERTIES:  
D - DELAY , Y - NUMBER OF DESIGN UNKNOWNS, AND C - NUMBER OF MULTI-

PLICATIONS PER INPUT SAMPLE EVALUATED BY USING [24]. 5 

Design D Y C 

Proposed (Method 4) 137 164 103.3 
[12] 133 400 157.9 

[10] (Method 1) 159 124 270.3 
[14] (Method 3) 141 578 113.7 

[9] 163 144 307.0 
[13] 103 596 854.7 

 
Example 2: In this example it is desired to synthesize two-

channel rational FBs to satisfy the following requirements: 
p0 = 1, q0 = 6, ρ = 0.02, δs = δp = 0.01, and δd = δa = 0.01. Such a 
FB divides the input signal into two nonuniform subbands as il-
lustrated in Figure 11. 

It should be noted that the present design specifications are 
similar to the ones in Example 1. The only difference is in the 
rational sampling factors, which are exchanged between the 
lowpass and the highpass channel as illustrated in Table II. As 
discussed in Section II.A, due to the modulation in the 
highpass channel by ejπ, all filters in the FB are lowpass filters. 
Consequently, when exchanging the sampling rate factors in 
the lowpass and highpass channels, it is enough to exchange 

                                                 
5 By using the estimation formulas for implementation complexity given by 
(12a) and (12b), the estimated complexity for the proposed design is 101.3, 
that is very close to the one given in table (103.3). 



R. Bregović, Y. C. Lim, and T. Saramäki, “Frequency-response masking based design of nearly perfect-reconstruction two-
channel FIR filterbanks with rational sampling factors,” IEEE Trans. Circuits Syst. I, vol. 55, pp. 2002–2012, Aug. 2008. 
 

 10

the roles of filter transfer functions H0(z) and H1(z) as well as 
those of F0(z) and F1(z). In this case, the same filters as in Ex-
ample 1 can be used. The corresponding amplitude and alias-
ing distortions are shown in Figure 12. By closely comparing 
Figure 10(b) with Figure 12, it can be observed that the errors 
are just the frequency-domain-reversed versions of each other. 
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Figure 11. The band division of the analysis FB in Example 2. 
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Figure 12. Amplitude and alias distortions for the FB in Example 2.. 

 

TABLE II   RATIONAL SAMPLING RATE FACTORS IN EXAMPLE 1 AND EXAMPLE 

2 

Example q0/p0 q1/p1 
1 6/5 6/1 
2 6/1 6/5 

 
Example 3: In this example it is desired to generate a 

family of two-channel rational FBs designed by the proposed 
method such that they satisfy the following requirements: 
p0 = 2, q0 = 5, ρ = 0.02. For such a family, the filter orders are 
fixed as follows: 
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For generating the desired family, FBs were designed for vari-
ous values of the distortion (δd) and aliasing error (δa). In all 
cases, the identity δd ≡δa was assumed. The results are summa-
rized in Figure 13 that shows the stopband attenuation in the 
decibel scale as a function of δd ≡δa.  As seen in this figure, the 
FB selectivity is much better for FBs having a worse recon-

struction property and vice versa, as can be expected. In addi-
tion, this figure indicates that there is chance to generate a 
trade off between the stopband attenuation (FB selectivity) and 
the FB reconstruction property. 
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Figure 13. Stopband attenuation as a function reconstruction errors δd ≡δa for 

FBs in Example 3. 

VII.  CONCLUDING REMARKS 

In this paper an efficient approach for utilizing the FRM 
technique for designing rational sampling rate FBs has been 
proposed. Based on the observations made in this paper, the 
following facts should be emphasized. 

First, due to the modulation in the highpass channel by ejπ, 
all filters in the FB are lowpass filters. Consequently, filters 
designed for a FB with rational sampling factor q0/p0, can also 
be used in a FB with rational sampling rate factor q0/(q0−p0) 
by simply exchanging the roles of the lowpass and highpass 
filters, as shown in Example 2. 

Second, linear-phase filters outperform in most cases their 
nonlinear-phase counterparts due to the existence of a more ef-
ficient implementation. As shown in this paper, the FRM 
technique can be efficiently utilized for designing and imple-
menting such filters. 

Third, by using NPR filter banks, better channel selectivity 
can be achieved for a given filter orders, FB delay, and conse-
quently, also for a given implementation complexity. 

Fourth, FRM filters are not appropriate for building PR 
FBs. 

Fifth, by using filters with narrow transition bands, the ali-
asing errors in the channels are reduced. However, narrow 
transition bands mean longer filters, that is, a higher FB delay. 
The proposed method is efficient in designing such long fil-
ters. On the other hand, the application itself defines the ap-
propriate level for aliasing errors in the subbands, and as such, 
the required filter orders. 

Sixth, the differences in the design and implementation 
complexities of methods under consideration arise from the re-
lations between the required properties and up-sampling and 
down-sampling blocks. 
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