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C/N0-based criterion for selecting BOC-modulated
GNSS signals in cognitive positioning

Elena Simona Lohan,Member, IEEE, and Gonzalo Seco-Granados,Senior Member, IEEE

Abstract—A Carrier-to-Noise spectral density-based criterion
for selecting Binary Offset Carrier signals (both sine and cosine)
for the purpose of a cognitive tracking unit is derived in this
letter. The paper presents theC/N0 gap between two signals in
terms of positioning capability expressed via the Cramer Rao
lower bounds on time-delay estimation accuracy.

Index Terms—Binary Offset Carrier (BOC), Carrier to Noise
spectral density (C/N0), cognitive positioning, Global Navigation
Satellite Systems (GNSS), Cramer Rao Lower Bound (CRLB).

I. PROBLEM FORMULATION

CURRENTLY two GNSS systems are fully operational
(GPS and Glonass) and two more are emerging and

promise to be fully functional in the next5− 7 years (Galileo
and Compass). Three out of these four systems are employing
direct sequence spread spectrum and Binary Phase Shift Key-
ing (BPSK) with rectangular (RECT) pulse shaping or BOC
modulations [4], and the fourth one (Glonass) may also have a
future spread spectrum component compatible with the other
three systems. It is envisioned that the future sky will shelter
more than110 navigation satellites, each transmitting various
forms of BPSK/BOC-modulated signals, in various frequency
bands. While a higher number of satellite signals may mean
better availability of the location estimates worldwide, the
problem of selecting the most relevant signals (e.g., in terms of
positioning accuracy) from the wide pool of available signals
is also becoming important. Cognitive positioning architec-
tures have already emerged [1], [2], [3], focusing on signal
identification, medium awareness and efficient combination
of existing localization sources. The problem addressed in
this paper is the problem of ’relevant’ signal selection, where
a ’relevant’ signal is defined as the signal with the highest
accuracy capability among a pool of available signals. The
focus is on BOC-modulated spread spectrum systems (BPSK
being a particular case of sine-BOC waveforms [4], [5]). The
accuracy is defined in terms of the code tracking performance
bounds. It is known that the wider the available bandwidth and
the higher the BOC modulation order, the smaller tracking
variance and the better multipath robustness we have [6],
[9]. Alternatively, by increasing the Carrier-to-Noise spectral
density ratioC/N0, we can also decrease the tracking error
variance (and sometimes also the multipath error) [10]. Thus,
there are three important parameters that affect the tracking
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accuracy: the BOC modulation type (sine or cosine), the BOC
modulation order (i.e., twice the ratio between sub-carrier rate
and chip rate) and theC/N0. This paper investigates how these
three parameters influence the achievable accuracy and what
would be the best signal to employ among several possible
signals, with different values of the aforementioned parame-
ters. It is to be noticed that we talk here about theC/N0 at
the receiver side, which is influenced of course by the satellite
transmit power, but also by the wireless channel characteristics
and the satellite elevation. Our statement is that stronger
signals have better positioning capabilities only if theirpower
difference is larger than a certain threshold that is dependent
on the BOC modulation type and BOC modulation order of
each signal, and that this threshold isC/N0 dependent. In
cognitive positioning, when several signals are availablefor
positioning purposes, it is tremendously important to be able to
select the signal with the best positioning capabilities among
the available signals, and our paper gives an answer to this
problem of signal selection. We derive here the exact shape of
this threshold. Our analysis is valid for any BOC-modulated
waveform. Section II presents the signal model. Section III
computes the signal tracking accuracy in terms of Cramer
Rao Lower Bounds (CRLB) performance metric and gives
the C/N0 rule. Section IV discusses the conclusions and the
further open issues.

II. SIGNAL MODEL

The received BOC-modulated signal through a channel with
the impulse responseh(t) can be modeled as [4]

r(t) = c(t)⊗ sBOC(t)⊗ h(t) + η(t) (1)

where⊗ is the convolution operator,η(t) is a white noise
Gaussian term with double-sided power spectral densityN0,

c(t) =
√
Eb

∞
∑

n=−∞

bn

SF
∑

k=1

ck,nδ(t − nSFTc − kTc) is the

spreading code part, including data bitsbn, δ(·) is the Dirac
pulse, ck,n are the chip values fork-th chip andn-th data
bit, SF is the spreading factor (e.g.,4092 chips for Galileo
E1 Open service signal),Tc is the chip interval,sBOC(t) is
the BOC-modulation waveform including the pulse shaping
part (and its detailed expression is shown in Section III, (3)),
Eb is the bit energy, andh(t) is the channel impulse response.
The relationship between the typically usedC/N0 and the bit-
energy to noise ratio is related to the signal bandwidthBW

after dispreading operation [12]:

C/N0 =
Eb

N0

+ 10log10BW (2)
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Here,BW = 1 kHz, coming from the1 ms reference code
epoch rate taken from GPS C/A code. Additional coherent
integration will appear as a gain factor of10log10Nc, where
Nc is the coherent integration length.

III. T RACKING ACCURACY ANALYSIS

A. BOC modulation

The signal structure is a sequence of chips at the chip rate
fc =

1

Tc
, and the shape of each chip can be thought as a binary

sub-carrier of frequencyfsc higher or equal tofc. There are
two main implementations of BOC, namely sine and cosine
BOC [7], [8] which are the building blocks of many other BOC
classes. The generic model of a sine/cosine BOC-modulation
waveform, derived by the authors in [4],[5] is:

sBOC(t) = pTB1
(t)⊗

NB−1
∑

i=0

Ncos−1
∑

k=0

(−1)i+kδ
(

t

− iTB − kTB1

)

, TB =
Tc

NB
,

TB1
=

Tc

NBNcos
, (3)

with Ncos = 1 for SinBOC andNcos = 2 for CosBOC. The
typical notation isBOC(m,n) , wherem andn indexes are
defined asm = fsc

1.023MHz and n = fc
1.023MHz , pTB1

(t)

is the rectangular pulse of supportTB1
, andNB = 2fsc

fc
is

the BOC modulation order. Thus, the main two parameters
differentiating BOC waveforms are the BOC modulation order
NB and the modulation typeNcos.

The signal is shaped by the BOC modulation, whose Fourier
transform derived from (1) is:

SBOC(f) = TB

(1− (−1)
NB
Ncos e−j2πfTB

1 + e−j2πfTB1

)

sinc(πfTB)
(1− (−1)NBe−j2πfTc

1 + e−j2πfTB

)

e−j2πfTB1 (4)

The square absolute value ofSBOC(f) shapes the transmitted
signal spectrum and it has two main lobes at frequencies
±flobe. BPSK is a particular case of above, withNB =
Ncos = 1 and flobe = 0 MHz. The exact values offlobe
can be easily obtained from numerical implementation of (3)
and are not reproduced here for lack of space.

B. CRLB-based tracking variance

At the sameC/N0 level, the higher modulation order
we have in a BOC-modulated signal, the better positioning
accuracy a BOC signal can provide because higher modula-
tion orders mean higher receiver bandwidth. For example a
SinBOC(4, 1) would exhibit better tracking accuracy than a
SinBOC(1, 1) signal, at the sameC/N0, a fact that can also
be easily checked from the formulas in this section. However,
when a higher-order modulation signal has a lowerC/N0, the
choice is not obvious. The analysis is based on the Cramer
Rao Lower Bound (CRLB) in order to study the maximum

achievable performance. The CRLB of a signal is given by
[13]:

σ2
CRLB =

BL

(2π)2(C/N0)lin

∫ BW /2

−BW /2

f2GBOC(f)df

(5)

whereC/N0)lin = 10
C/N0

10 is theC/N0 in linear scale, and
C/N0 is shown in (2),BL is the bandwidth of the delay
tracking loop andGBOC(f) is the normalized power spectral
density of the noise filtered via the BOC modulation:

GBOC(f) =

∣

∣

∣SBOC(f)G(f)
∣

∣

∣

2

∫

∞

−∞

∣

∣

∣
SBOC(f)G(f)

∣

∣

∣

2

df
, (6)

G(f) is the front-end receiver transfer function,SBOC(f) is
the transfer function of BOC modulation from (4). We remark
that similar results can be obtained with narrow non-coherent
correlator, coherent early-minus correlator and dot-product
discriminator, whose formulas for BOC modulations can be
found for example in [6].

C. C/N0 gap

The problem addressed in this section is how to find an
approximation of theC/N0 gap between a lower-order BOC
modulation and a higher-order BOC modulation, such that the
lower-order BOC modulation would exhibit the same tracking
variance as the higher-order BOC modulation. Assuming that
two signalsi, j are present, each characterized by a certain
(

C/N0, SBOC(f)
)

i,j
pair, the question is which signal has

greater potential for positioning, or equivalently a lowertrack-
ing variance. Basically, this means finding the gap:

∆(C/N0)i,j = (C/N0)i − (C/N0)j (7)

(in dB scale) between any two modulation pairsi, j such that:
σ2
CRLBi

= σ2
CRLBj

. From (5), we have:

σ2
CRLBi

=
BL

(2π)210
(C/N0)i

10

∫ BW /2

−BW /2

f2GBOCi
(f)df

(8)

After straighforward manipulations, from (7)and (5) we obtain:

10
(C/N0)i

10 10
∆(C/N0)i,j

10

10
(C/N0)i

10

=

∫ BW /2

−BW /2

f2GBOCj
(f)df

∫ BW /2

−BW /2

f2GBOCi
(f)df

(9)

which implies that theC/N0 gap is independent on the nomi-
nalC/N0 and depends only on the ratio of RMS bandwidths of
the considered signals. The further simplification of (9) gives a
closed-form expression for theC/N0 gap, where the integrals
from the right-hand side are in fact directly proportional with
the signal RMS bandwidth:

∆(C/N0)i,j = 10log10

∫ BW /2

−BW /2

f2GBOCj
(f)df

∫ BW /2

−BW /2

f2GBOCi
(f)df

(10)
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This translates into: modulationj is better than modulationi
as long as(C/N0)i is less than(C/N0)j +∆(C/N0)i,j .

D. Numerical results

1) Single path channels: If we assume brick-wall filters
H(f) and that the reference modulationi is the BPSK(1)
modulation and the other modulationsj = 2, . . . , 30 are all
sine-BOC( j/2, 1) modulations (i.e.,NB = j), then Figure
1 shows theC/N0 gap (in dB) between these modulations
and the reference BPSK(1) modulation for several receiver
bandwidth.
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Fig. 1. Minimum C/N0 gap between SinBOC(j/2, 1) modulation and
BPSK(1), such that BPSK(1) starts to have an equal or better performance
than the SinBOC(j/2, 1) modulation, single- path.

The figure can be interpreted as illustrated in the follow-
ing example: assuming that both BPSK(1) and SinBOC(1, 1)
signals are available at the receiver and that the receiver has
a double-sided bandwidth of24.552 MHz, then the ’relevant’
signal for positioning would be SinBOC(1, 1) as long as its
C/N0 is no more than5 dB smaller than that of the BPSK(1)
signal. Figure 2 shows the same comparison, this time for
CosBOC(j/2, 1) modulations.

For both SinBOC and CosBOC modulations, there is a
clear saturation effect at small bandwidths which depends on
the BOC-modulation orderNB : the higher the modulation
order, the more bandwidth we need to take advantage of that
particular modulation in tracking; otherwise, if the bandwidth
is not sufficient, lower order modulations can offer the same
or better performance at the sameC/N0. This fact is visible in
both figures above if we compare for example the curve at4
MHz bandwidth forj = 6 andj = 7: in both cases sine/cosine
BOC(3, 1) is worse than BOC(3.5, 1) at the sameC/N0 (or
even if theC/N0 is up to1 dB stronger for the higher-order
modulation BOC(3.5, 1)). Another example, also visible in the
above figures is for a typical mass-market receiver with4 MHz
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Fig. 2. Minimum C/N0 gap between CosBOC(j/2, 1) modulation and
BPSK(1), single- path.

double-sided bandwidth: in here, if BPSK(1) signals are11 dB
stronger than the BOC-modulated signals, they will always
offer the best performance, no matter on the BOC modulation
index or on the BOC type (sine/cosine).

2) Multipath channels: The analysis in multipaths has
been done numerically, based on the two-path delay tracking
error variance derived in [14]. The main point in this sub-
section is to show that the findings are also valid in multipath
environments. The channel impulse response is:

h(t) = A1e
jφ1δ(t− τ0) +A2e

jφ2δ(t− τ0 −∆τ) (11)

where τ0 is the Line Of Sight (LOS) delay,∆τ is the
delay between first non-LOS and LOS,Ai is the i-th path
amplitude,i = 1, 2 andφi is thei-th path phase, here assumed
uniformly distributed. As shown in [14], the covariance matrix
that defines the variances of the maximum likelihood joint
amplitude-delay estimators is given by:

Σ =









1 0 R(∆τ) A2R
′

(∆τ)

0 −A2

1R
′′

(0) −A1R
′

(∆τ) −A1A2R
′′

(∆τ)

R(∆τ) −A1R
′

(∆τ) 1 0

R(∆τ) −A1A2R
′′

(∆τ) 0 −A2

2R
′′

(∆τ)









and the estimator variances for joint amplitude-delay for first
and second path is

var([A1 τ0 A2 τ0 +∆τ ]T ) = Σ−1((C/N0)lin)
−1 (12)

Above,R(∆τ) =

∫ BW /2

−BW /2

GBOC(f)e
+j2πf∆τdf is the auto-

correlation function of a BOC modulated low-pass filtered
with a bandwidthBW . The delay tracking variancevar(τ0)
can be derived numerically from the above for each modu-
lation (sinceΣ depends on BOC type and index). An exact
expression for theC/N0 gap with multipaths is more difficult
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to obtain, but the numerical results are shown Figure 3, for2
in-phase paths with second path being3 dB lower than the first
paths and situated at half chip apart from LOS. As expected,
the multipath presence is increasing theC/N0 gap, which
means that higher-order modulations are better performing
with respect to lower-order modulations in the presence of
multipaths. Nevertheless, the performance is dependent on
the multipath profile, and therefore, we recommend that the
analysis is done in single path scenario and then the selection
of the relevant signals is done with a small margin that
compensates for the multipath presence.
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Fig. 3. Minimum C/N0 gap between SinBOC(j/2, 1) modulation and
BPSK(1)for two-path channel.

IV. CONCLUSION

In this paper we have derived a simple formula for theC/N0

gap that allows two different BOC signals to achieve the same
positioning accuracy. This information is the first step towards
a cognitive positioning engine, where the relevant signalsare
first identified and then fed into the navigation engine. Further
research will focus on combinations of 2 or more relevant
signals and on the performance with multipath channels with
more than 2 paths.
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