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Abstract. This paper is dedicated to the complexity comparison of
adaptive binary arithmetic coding integer software implementations. Firstly,
for binary memoryless sources with known probability distribution, we
prove that encoding time for arithmetic encoder is a linear function of a
number of input binary symbols and source entropy. Secondly, we show
that the byte-oriented renormalization allows to decrease encoding time
up to 40% in comparison with bit-oriented renormalization. Finally, we
study influence of probability estimation algorithm for encoding time
and show that probability estimation algorithm using “Virtual Sliding
Window“ has less computation complexity than state machine based
probability estimation algorithm from H.264/AVC standard.
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Introduction

Adaptive binary arithmetic coding is included in well known image and video
compression standards and state of the art codecs like JPEG [1], JPEG2000 [2],
H.264/AVC [3], Dirac [4] etc. Arithmetic coders implemented in these codecs
are based on Q-coder [5] which is multiplication free adaptive binary arithmetic
coder with bit renormalization and look-up tables used for probability estima-
tion. Q-coder was introduced in 1988 and since that time the relative computa-
tional complexity of different arithmetical operations changed significantly. For
example, table look-up operation takes more CPU clock cycles than a multipli-
cation [7]. Thus, these changes should be considered for designing of a new video
compression standards (especially for High Efficiency Video Coding (HEVC) [8])
or state of the art codecs.

In this paper we compare adaptive binary range coder introduced in [6] with
arithmetic coder from H.264/AVC standard. At first, we show that the byte-
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oriented renormalization allows to decrease encoding time up to 40% in com-
parison with bit-oriented renormalization. Then we investigate the influence of
probability estimation algorithm for encoding time and show that using look-up
table free “Virtual Sliding Window“ (VSW) algorithm [14] allows to decrease the
encoding time up to 10% in comparison with probability estimation algorithm
from H.264/AVC standard.

Other actual topic for arithmetic encoding is complexity or power consump-
tion modeling which is needed for power-rate-distortion analysis. Previous works
[9, 10] use assumption that entropy encoder complexity is approximately pro-
portional to the output bit rate. In this paper we prove that in case of binary
memoryless sources with known probability distribution encoding time for bi-
nary arithmetic encoder is a linear function of a number of input binary symbols
and source entropy. If probability is not known, then encoding time is a linear
function of a number of input binary symbols and output bit rate.

The rest of this paper is organized as follows. Section 1 describes the main
idea of arithmetic encoding and its two integer implementations with different
renormalizations. Section 2 is dedicated to integer implementations of probabil-
ity estimation based on sliding window approximations. Section 3 introduces the
linear model for complexity of binary arithmetic encoder and show the compara-
tive results for described adaptive binary arithmetic coding software implemen-
tations.

1 Integer implementations of binary arithmetic encoder

Let us consider stationary discrete memoryless binary source with ones probabili-
ties p. In binary arithmetic encoding codeword for sequence xN = {x1, x2, ..., xN},
xi ∈ {0, 1} is represented as d− log2 p(xN ) + 1e bits of number

σ(xN ) = q(xN ) + p(xN )/2, (1)

where p(xN ) and q(xN ) are probability and cumulative probability of sequence
xN accordingly which can be calculated by using following recurrence formulas.
If xi = 0, then {

q(xi)← q(xi−1)
p(xi)← p(xi−1) · (1− p).

(2)

If xi = 1, then {
q(xi)← q(xi−1) + p(xi−1) · (1− p)
p(xi)← p(xi−1) · p.

(3)

In practice, integer implementation of arithmetic encoder is based on two
v-size registers: low and range (see Algorithm 1). Register low corresponds to
q(xN ), register range corresponds to p(xN ). The precision required to represent
registers low and range grows with the increase of N . For decreasing coding
latency and avoiding registers underflowing the renormalization procedure is
used for each output symbol (see lines 8–26 in Algorithm 1).
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As an alternative to arithmetic coders, range coders use bytes as output
bit stream element and do byte renormalization at a time [16–18] (see lines 8–
15 in Algorithm 2). In this paper the binary range coder with Subbotin’s [19]
renormalization is analyzed.

Algorithm 1 Binary symbol xi encoding procedure in binary arithmetic coder
Input: xi, low, range, counter

1: len := range·p
2: len := max{1,len}
3: range := range − len
4: if xi =1 then
5: low := low+range
6: range := len
7: end if
8: while range < QUARTER do
9: if low ≥ HALF then

10: PUTBIT(1)
11: for i=1,...,counter do
12: PUTBIT(0)
13: end for
14: low := low − HALF
15: else if low < QUARTER then
16: PUTBIT(0)
17: for i=1,...,counter do
18: PUTBIT(1)
19: end for
20: else
21: counter := counter + 1
22: low := low − QUARTER
23: end if
24: low := low/2
25: range := range/2
26: end while

2 Integer implementations of probability estimation

2.1 Sliding window and its approximations

Algorithms of adaptive data encoding based on sliding window are widely known.
The probability of source symbol is estimated by analysis of special buffer con-
tents [11]. It keeps W previous encoded symbols, where W is the length of the
buffer. After encoding of each symbol the buffer’s content is shifted by one po-
sition, new symbol is written to the free cell and the earliest symbol in buffer is
erased. This buffer is called sliding window after the method of buffer content
manipulation.
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Algorithm 2 Binary symbol xi encoding procedure in binary range coder
Input: xi, low, range

1: len := range·p
2: len := max{1,len}
3: range := range − len
4: if xi =1 then
5: low := low+range
6: range := len
7: end if
8: while (low ⊕ (low+range))<TOP ∨ (range<BOTTOM) do
9: if range<BOTTOM ∧ ((low ⊕ (low+range)))≥TOP then

10: range:= −low ∧ BOTTOM−1
11: end if
12: PUTBYTE(low·2−24)
13: range:=range·2−8

14: low:=low·2−8

15: end while

For binary sources probability of ones is estimated by Krichevsky-Trofimov [12]
formula

p̂t+1 =
St + 0.5
W + 1

, (4)

where St is the number of ones in the window before encoding symbol with the
number t.

The advantage of using the sliding window is the opportunity of precise eval-
uation of source statistics and fast adaptation to changing statistics. However,
the window has to be stored in the encoder and decoder memory, which is a se-
rious disadvantage of this algorithm. To avoid it the Imaginary Sliding Window
technique (ISW) proposed for a binary source [13] and for non-binary source [11].
The ISW technique does not require window content storage and estimates count
of symbols from source alphabet stored in the window.

Let us consider the ISW method for a binary source. Define xt ∈ {0, 1}
as source input symbol with number t, yt ∈ {0, 1} as symbol deleted from the
window after addition of xt. Suppose at every time instant a symbol in a random
position is erased from the window instead of the last one. Then the number
of ones in the window is recalculated by the following recurrent randomized
procedure.

Step 1. Delete a random symbol from the window

St+1 = St − yt, (5)

where yt is a random value generated with probabilities
Pr{yt = 1} =

St

W
,

Pr{yt = 0} = 1− St

W
.

(6)
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Step 2. Add a new symbol from the source

St+1 = St+1 + xt. (7)

For implementation of ISW algorithm a random variable must be generated.
This random variable should take the same values at the corresponding steps
of encoder and decoder. However, there is a way to avoid generating a random
variable [14]. At step 1 of the algorithm let us replace random value yt with
its probabilistic average. Then the rule for recalculating number of ones after
encoding of each symbol xt can be presented in two steps.

Step 1. Delete an average number of ones from the window

St+1 = St −
St

W
. (8)

Step 2. Add a new symbol from the source

St+1 = St+1 + xt. (9)

By combining (8) and (9), the final rule for recalculating number of ones can
be given as follows:

St+1 =
(

1− 1
W

)
· St + xt. (10)

2.2 Probability estimation based on state machine

One way for implementation of probability estimation can be based on the state
machine approach. Each state of this machine corresponds to some probabil-
ity value. Transition from state to state is defined by the value of the input
symbol. This approach does not require multiplications or divisions for proba-
bility calculation. In addition, the fixed set of states allows to implement the
multiplication-free arithmetic encoding [5].

For example, let us consider state machine based probability estimation in
H.264/AVC standard [15]. Input symbols are divided into two types: Most Prob-
able Symbols (MPS) and Least Probable Symbols (LPS). State machine con-
tains 64 states and is based on equation (10). Each state defines probability
estimation for Least Probable Symbol. Set of probability values {p̂0, p̂1, ..., p̂63}
is defined as: 

p̂i = (1− γ)p̂i−1, where i = 1, ..., 63, p̂0 = 0.5,

γ = 1−
(

p̂min

0.5

) 1
63

, p̂min = 0.01875.
(11)

Probability estimation for symbol xt+1 is calculated as

p̂t+1 =
{

(1− γ)p̂t + γ, if xt =LPS,
max{(1− γ)p̂t, p̂62}, if xt =MPS.

(12)
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2.3 Probability estimation based on virtual sliding window

Probability estimation using “Virtual Sliding Window“ [14] is also based on
equation (10), but it does not use state machine for probability calculation. For
this algorithm probability estimation that xi+1 is equal to one is defined as

p̂i+1 =
si

22w
, (13)

where 22w is a window length and si is a virtual sliding window state which is
recalculated by the following rule:

si+1 =


si +

⌊
22w − st + 2w−1

2w

⌋
, if xi = 1

si −
⌊

si + 2w−1

2w

⌋
, if xi = 0.

(14)

For stationary memoryless sources window length expansion increases the
probability estimation precision and improves compression rate. For arbitrary
source window length expansion may reduce estimation precision. Therefore, op-
timal window length selection is a complex problem because statistical properties
of a binary source are unknown. In [14] the following simple heuristic algorithm
of window length selection is proposed. Let us define L = {22w1 , 22w2 , ..., 22wl}
as a set of window lengths. The output of the binary source is encoded and then
window length is selected from the set L. During encoding probability estima-
tions p̂i(w1), p̂i(w2), ..., p̂i(wl) are calculated. After encoding, bit stream length
estimation is calculated by equation: R̂(wk) =

∑
i r̂i(wk), where

r̂i(wk) =
{
− log2 p̂i(wk), if xi = 1,
− log2 (1− p̂i(wk)), if xi = 0,

(15)

and window length w∗ is assigned by equation

w∗ = arg min
k

R̂(wk). (16)

Thus, compression gain is reached by assigning specific window length selected by
statistical properties of corresponding source. Therefore, Virtual Sliding Window
provides better compression efficiency [14] in comparison to adaptation mecha-
nism in H.264/AVC standard [15].

3 Computation complexity analysis

From Algorithm 1 follows, that lines 1–8 are used for each input binary symbol.
On the other hand, amount of using of lines 9–25 is in direct proportion to
number of bits in the output bit stream. Let use define N as a number of the
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input binary symbols, R as a size of the output bit stream. Therefore encoding
time for binary arithmetic coder Tarith includes two main parts:

Tarith = αarith ·N + βarith ·R, (17)

where αarith is the computation complexity of lines 1–8 per one input binary
symbol, βarith is the computation complexity of lines 9–25 per one output binary
symbol.

Using the reasoning described above, encoding time for binary range coder
(see Algorithm 2) can be written as:

Trange = αrange ·N + βrange ·
1
8
·R, (18)

where αrange is the computation complexity of lines 1–8 per one input binary
symbol, βrange is the computation complexity of lines 9–14 per one output byte.

It is known [20], that redundancy of integer implementation of arithmetic
encoder depends on the number of bits for probabilities representation τ and bit
size v of registers low and range. Therefore, the size of the output bit stream

R ≈ N ·
(
h(p) + 2 · (τ + log e) · 2−(v−2)

)
, (19)

where h(p) is entropy of binary memoryless source with ones probabilities p,
v ≥ τ + 2.

Equations (17), (18) and (19) show, that if probability of ones is known, then
for given arithmetic coder implementation encoding time is the linear function
of a number of input binary symbols and source entropy h(p).

Values αarith, βarith, αrange and βrange depend on processor architecture.
For simplification let us assume that αarith ≈ βarith ≈ αrange ≈ βrange and
v � τ , then from (17), (18) and (19) follows that

Tarith − Trange

Tarith
≈

7
8
· h(p)

1 + h(p)
∈ [0, ..., 0.4375] . (20)

Figure 1 shows the encoding time for 108 input binary symbols using Proces-
sor Intel Core 2 DUO, 3GHz. These results show that byte-oriented renormaliza-
tion allows to decrease encoding time up to 40% in comparison with bit-oriented
renormalization. In addition this figure shows that proposed linear model is fits
for encoding time representation for Algorithms 1-2.

In real applications the probability of ones is not known. In this case for
input binary symbol xi the probability estimation of ones p̂i is calculated and
used in line 1 of Algorithms 1-2 instead p. In this case, the size of output bit
stream can be calculated as

R ≈
N−1∑
i=0

ri, (21)

where

ri =
{
− log2 p̂i, if xi = 1,
− log2 (1− p̂i), if xi = 0,

(22)
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Fig. 1. Encoding time for N = 108 in case when probability is known

Equations (17), (18) and (21) show, that the encoding time for adaptive
binary arithmetic coder is the linear function of a number of input binary symbols
and the output bit rate which depends on precision of the probability estimation
p̂i.

Figure 2 shows the encoding time for Algorithm 1 in case of binary arith-
metic encoder with probability estimation using state machine (as in H.264/AVC
standard) and “Virtual Sliding Window“ with parameters w = 4 and w = 8.
This figure shows that both probability estimation algorithms require additional
computation complexity. At the same time, “Virtual Sliding Window“ allows to
decrease the encoding time up to 10% (for w = 8) in comparison to probability
estimation algorithm from H.264/AVC standard.

4 Conclusion

In this paper we have proved that in case of binary memoryless sources with
known probability distribution encoding time for binary arithmetic encoder is a
linear function of a number of input binary symbols and source entropy. We have
shown that the adaptive binary arithmetic encoder implementation based on
byte-oriented renormalization and probability estimation using “Virtual Sliding
Window“ has significantly less computational complexity than binary arithmetic
encoder from H.264/AVC standard. Therefore, it is more preferable as an entropy
encoding method for future video compression standards or state of the art
codecs.
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Fig. 2. Encoding time for N = 108 in case of binary arithmetic encoder with probability
estimation using state machine and “Virtual Sliding Window“
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