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ABSTRACT

Multiview displays employ an optical layer, whickstlibutes the light of an underlying TFT-LCD pareldifferent

directions. Certain properties of the layer creggecific artifacts, such as ghost images, moiréepat and masking.
We model the layer as an image processing chamaeidentify display parameters related with the eipdhich are
important for design of image processing algoritHorsartifact mitigation. The identified parameten® interleaving
pattern, angular visibility and frequency throughpd the display. We present a methodology for \deg these
parameters for an arbitrary LCD-based multiviewpldig, which does not require precisely positioneghsurement
equipment. As a case study, we present measurememhodeling results for a particular multiviewpdés.

1. INTRODUCTION

Multiview displays are a class of autostereoscalplays, which can be used without the need adcigp glasses and
can be watched by multiple users simultaneotisly* * > & " Multiview displays generate multiple observatimisa
scene, each one seen from a different angle. Yysuh# image is formed on a TFT-LCD. An additiodakectionally
selectiveoptical layer mounted on top of the LCD redirects the lighttaf sub-pixels in different directions* " '8 The
layer is either gparallax barrier, which blocks the light in some directidnsr lenticular sheet, which works by
refracting the light The apparent brightness of each sub-pixel imation of the angle. The group of sub-pixels which
is visible from one direction forms an image, knoasview > " ° From a certain spot in front of the display, slb-
pixels that belong to a view are seen with maxibrghtness. Such a spot is referred to asgimmal observation spot

for the corresponding view. Outside of that splg¢ré is a largeview visibility zone, in which the view is still visible,
albeit with diminished brightness. In LCD-based tivigw displays, views are spatially multiplex&&®. The process
of mapping multiple images to the views of one igps calledinterdigitation®, view multiplexing?, interlacing® ° or
view interleaving™. The latter term is adopted in this paper. Thati@h between the position of a sub-pixel and the
view it belongs to is given by anterleaving map. Since both the LCD and the optical layer havepetitive structure,
the interleaving map can be described by a perimtécieaving pattern ”* °. The pattern is spatially independent — the
angular visibility of a sub-pixel depends on itsspion in respect to the pattern, but not on itsadiste position in
respect to the display.

The design of a multiview display is a trade-offtvibeen observation convenience and visual qualitye Added
convenience in using multiview display comes atehpense of limited brightness, contrast and ré¢isoid**° The
optical layer is a source of specific visual adigh These are moiré patterns caused by aliasifig® ghost images
caused by crosstalk’® **and masking artifacts, caused by the optical légdraving like an up-sampling block. The
masking artifacts manifest themselves as a finehnseperimposed over the image, an effect that earegarded as
imaging, as discussed in Section 5. The influeridbese artifacts on the visual quality of a 3Dreceepends both on
image content and optical parameters of the disptag possible to use image processing methodsitigate these
artifacts> % **  and the effectiveness of the image processindadstdepends highly on the information about the

optical characteristics of the display, which ispever, rarely available to the end user.

There are various methods for assessing the opficdity of the display — for example, using difeotl scanning for
2D ** and 3D displays. In® the authors propose an extensive list of opticahpaters which can be measured for
characterization of autostereoscopic 3D displayshis paper, we aim to identify and measure thrampaters that can
be used for visual optimization. Thus, we are iedérd in the parameters that are important fronintlage processing
point of view, rather than in ones which descritbe @ptical quality of a 3D display.

The paper is organized as follows. In Section 2prapose a model, which considers a multiview digls an image-
processing channel. The model is used to desdrégypical visual artifacts in signal processingrte. The parameters
in this model identify which characteristics of ttisplay are needed in visual optimization algarnigh In Section 3 and
Section 4 we present a simple, yet effective, ndthagy to measure and model these parameters. $paefically, in
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Section 3 we describe a way to derive the inteiteptopology, and in Section 4 we propose a metbodinding the
angular visibility of each display element by combg measurement data from several points. Finall§ection 5, we
characterize the properties of the display in tlegjdency domain. As a case study, this paper pesesasurement
results for 23" 3D Display AD built by X3D-Technglies GmbH, which is hereafter referred tox&8® display.

2. MULTIVIEW DISPLAY ASIMAGE PROCESSING CHANNEL

Multiview 3D displays aim to generate multiple inesg each one seen from a different observatioreanfihe optical
layer mounted above the screen surface acts adidivally selective filter and applies angular lmamce function to
each sub-pixel of the display. The angle, at whiwh angular luminance has its peak value, detesriine optimal
observation direction of the sub-pixel. There am@ugs of sub-pixels with similar angular luminarfaactions, which
are simultaneously visible, thus creating the ilnsof an image which is visible from certain arsgéd invisible from
others. The number of groups with a similar angllarinance function determines the number of vigeserated by
the display.

The interleaving map can be represented as a sebrebverlapping lattices, where each lattice dastzub-pixels
from a single view only. On an image with the full resolution of the LCDgckaf these lattices acts as a rectangular
sub-sampling pattern with a different offset. Armpple is shown in Figure 1a, where the interseduwited lines mark
the position of LCD sub-pixels; one lattice is nakwith circles and another is marked with cros$ée horizontal

step of the lattice is equal to the width of thiiteaving pattern (denoted wiIFIpatt in Figure 1a) and the vertical step
equals to the height of the pattern (denoted V\!‘ll’lapt in the same figure). All the sub-pixels that appea

columnk * M patt and row K *m where K is an integer, belong to a group with equal anguisibility. The sub-

pat *

pixels that appear on columk*n__. + X (for 0< X < n) and rowk * Mpa + y (for 0< y <m) also belong to a

patt
group with equal angular visibility. It is possiliteat more than one of these groups belong toahres/iew.

A model of a multiview display as an image proaegsihain is shown in Figure 1b. We assume that@st iwe have
Vimages with full resolution, which have to be mappe V views generated by the display. Out of each imaghy,
sub-pixels that belong to the corresponding viesvieged. This is modeled by a 2D downsampling ojpera$ince the

views are spatially multiplexed, each image getspdad with different offset, represented by imagn'ﬁsz(x, y),
where X, Yy are the horizontal and vertical offset. On the ldigpthe sub-sampled image is represented in itgnai

size. The visible sub-pixels appear either surrednfly black stripes by the parallax barrier or eg@d by the
lenticular sheet. This effect is modeled as an mpdiag stage, where the introduced samples areredt to zero, or
are a repetition of the same sample value. Sineerak groups of p sub-pixels can belong to the sameey,
downsampling and upsampling in the most generas;as not performed on a rectangular grid.

The angular luminance is modeled as a functiome@fbservation angle. We model the effect of thecalplayer on the
brightness of underlying pixels assibility — the ratio between the relative brightness ofeavvand the maximum
brightness of the display as seen from the saméaiigpe functionf (€ +K,) gives the visibility of view from

observation angl€ . We refer to such function &srizontal angular visibility. We assume that the function is the same
for all views, with the peak visibility of each wieoccurring at different observation angle. Wkt) we denote the

offset of the function for view.

Using the proposed model, typical visual artifambsmultiview displays can be explained from thenalgorocessing
point of view. Aliasing occurs if the source imades/e not been suitably pre-filtered with an aftiising filter before
downsampling. The design of an anti-aliasing filtelies on knowledge of the interleaving topology™ ** The
topology can be derived by findifiy, Mand all combinations oK andy that belong to the same view. Ghost images

occur when images with different offset are sirm#ausly visible — this effect can also be regardedcrosstalk.

Crosstalk mitigation algorithms need knowledge & tangular visibility function®*® which is denoted

asf (6 +Kk,) in our model. Due to the optical layer, the visipats of sub-pixels have a non-rectangular shape*®
and the gaps between them are directionally orieritee presence of gaps creates effects simildretones caused by
upsampling in the absence of a post-filter. In damgEand interpolation literature the effect is dexd as ‘imaging’ and

the filters tackling it are known as anti-imagirilgefs. In the case of multiview displays, thisesff is best quantified by
analyzing the performance of the display in thedency domain.
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Figure 1. Model of the optical layer effect as mmage processing channel: a) interleaving map as af son-overlapping
lattices and b) interleaved image as a weighteda&usampled images

3. DERIVING THE INTERLEAVING PATTERN

In some cases, the description of the interleayatiern is partially or fully missing in the documtation provided
along with the display. This prompts proposing ahudology for deriving the pattern. Our proposedhudology has

four steps — finding the minimal width and heightte pattern npatt and Mpat in Figure 1), obtaining the number of

views generated by the display, and finally, degvihe complete interleaving pattern.

Ideally, a view should be visible with maximum brigess from a limited range of observation angtesize invisible
from anywhere else. An example of angular visipibif a view is given in Figure 2a, with “visible’hd “invisible”
regions marked with “V” and “N”, respectively. Wefer to the ratio between the width of “N” and “v&gions as
visibility separation. A group of sub-pixels with similar angular viditi has a higher overall N/V ratio than a group
where each sub-pixel has a different optimal olket@m point. The “optimal” interleaving pattern af3D display is
one that separates the sub-pixels into groupsytblak the highest visibility separation.

—

P

(b) (©)

Figure 2. Angular visibility of multiview displaya) visibility separation, b) observation angles wkeaking a close shot,
and c) close observation of angular visibility
In order to study the angular visibility of a subxgd one can selectively activate groups of sutefs»and perform an
angular scan, or use Fourier optics to study a point on thesarfrom many angles simultaneod&lur approach is
to observe the display from a distance shorter tharoptimal one, utilizing the space-invariancehaf pattern. In this
approach, the visibility of multiple sub-pixels s&en in one camera position is related to theilitgilof one sub-pixel
as seen from multiple camera positions. As exeirgliin Figure 2b, point “A” observed from closetdisce is seen

from the same angle as point B observed from thienapobservation distance at an@le Similarly, point “C” as seen

from a closely positioned camera should have theesaisibility as point “B” from observation angls. We refer to

images taken from a closely positioned camerel@e shot images. In the close shot, a horizontal line efshreen is
expected to have visibility proportional to the izontal angular visibility of a point from the optal observation
angle, as seen in Figure 2c. The higher the angidanility ratio (as seen in Figure 2a) is, thglmer is the N/V ratio of
the horizontal line (as seen in Figure 2c). In experiments, the distance between display and cawas 8cm.
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3.1 Finding pattern width

The optimal width of the interleaving pattern isufid by observing a row of sub-pixels, probing fdfedent pattern
widths, and selecting the set with the highesbiligy separation.

First, one should take a close shot of a squarh Wibbwn size in sub-pixels and use it to estim&e ¢amera
orientation and to determine the ratiobetween display pixels and pixels in the acquirkdtpgraph. This allows
estimating where each photographed sub-pixel apmgathe photo, regardless of the exact camerampiaat. The next
step is to activate everl -th sub-pixel in one row (as seen in Figure 3ajl ke a close shot. As the line consists of
discrete sub-pixels, the angular visibility of tiew would appear sampled at discrete angles. derato evaluate the
visibility separation, one should distinguish daikels in “N” regions masked by the optical layand dark gaps in
“V” regions caused by inactive sub-pixels. The widtf the gaps in the “V” zones is proportional ke tcurrently
probed pattern widtA. To make the distinction, we apply a maximum vdiilter in a horizontal direction using

window size oh* Kk /3 (Kis divided by 3 to obtain the display ratio per gitkel).

By probing for various values ofl, one can obtain the visibility separation for igaving pattern with the
corresponding widths. The maximumis bounded by the expected number of views: we useld< 64 in our
experiments. A test image containing lines witlfed#nt N can be seen in Figure 3a. The same image, asogean
close shot of the X3D display, is in Figure 3b. Hinecessed image, where each line is filtered thighcorresponding
maximum value filter, is shown in Figure 3c. By oting consecutive black pixels in each row, one fiad the

minimal Nwhich has the highest visibility separation. In eMperiments this islﬂpatt =8.
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Figure 3. Deriving the width of interleaving pattex) test image containing lines with differentssséze b) close
observation of the test image, b) test image, [m®Es: with maximum value filter with coresspondirigdow size.

3.2 Finding pattern height

The minimal heightmpatt of the interleaving pattern can be found by tespatterns with optimal width and variable

heightm . The test image for pattefi'x M has sub-pixels on ever -th sub-pixel column and evemn -th pixel row

lit. Each row in that image has optimal visibilggparation, but if the optical layer is mounted atant, the position of
the “V” zones might differ across the rows. For sowalues ofn, the optimal observation directions for each row
coincide, making all active sub-pixels simultandpugsible from certain observation directions.ofie considers the
mean brightness of all visible sub-pixels, the mjti M is the value which yields the highest visibilitypseation for
the display as a whole.

Unfortunately, from a close position the angle fraumich the display rows are seen varies in theicartirection as
well. Thus, from a single close shot it is impobsite predict whether the optimal observation powifteach row would
coincide at some distance. However, most multivéigplays aim to provide views which spread in ttogizontal
direction only"” *8 In that case, the angular visibility of the dipkhould change frequently in the horizontal ass |
often in the vertical direction. In the close shititis corresponds to vertical lines with minimahrgl In order to
distinguish non-visible from inactive sub-pixels)eocan apply a two-dimensional maximum value filtéth window

size of (N*k /3)x (m=*K), where n,mare the size of the pattern used in each test.filleeed image with lowest
frequency in the vertical direction correspondthmoptimal size of the interleaving pattern.
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The top row of Figure 4 shows close shots of déffitrtest patterns on X3D display, and the bottom sbows the
corresponding processed images. In our measurenveatased the position of the biggest peak in thefr2quency

response to determine the slant of the lines, andd pattern size d8x12to be the optimal one.

8x6 8x12 8x13

i

I

Figure 4. Deriving the height of the interleavimaftern: top row — close observations of test pastevith various heigths;
bottom row — the same, processed with maximum vidtee with corresponding window size.

3.3 Number of views

It is possible that a display with interleavingtpat of N__.. x M, generates less than . - Mot views, i.e. there

patt patt
are sub-pixels with different coordinates in thetgrm which belong to the same view. This case lmartested by
building a test image using the optimal patterie sizth only one sub-pixel in the pattern lit, agwh in Figure 5a. We

refer to these images &sst pattern, followed by the row and column where the activb-pixel is positioned. For
example, test pattern “R4C7” is a test image tbatists of a periodic pattern with sﬂgan X Mg where sub-pixel
on row 4, column 7 is lit. The total number of suekt pattern images lis- M. If two test patterns contain pixels that

belong to the same view, they would have identazajular visibility and contribute light to the samegions in the
close shot.
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Figure 5. Single-sub-pixel test patterns: a) positf sub-pixel in the pattern (pixels marked withare found to belong
to the same view), b) normalized differences betnsese observations of all test patterns

pat ¥ K13)x (M, *K)as is

done in the previous section. Test patterns withgnels which belong to one view should produdghsly different
output, since sub-pixels of those patterns appaadifferent coordinates of the display. Howevest tgatterns with
different angular visibility should produce notibba different results. The norm of difference betmetwo output

The close shots need to be processed with a mae Viiler with window size ofn

images can be used to determine if two test patteetong to the same view or not. One can calctitetd > -norm of
the difference between each pair of filtered imagdmsld a histogram of all norms, and find the #ireld between
“similar” and “different” norms, as shown in Figus®. The first group in the histogram representiedinces between
“similar” patterns that belong to the same view.

Close shots of X3D display exhibiting some testgras and their filtered counterparts are givelfrigure 6. In this
example, sub-pixels “R4C7” and “R7C5” were foundlelong to the same view. Test patterns with norzedl
difference lower than the threshold were groupepbtizer. The whole set of 96 test patterns prodeedistinctive
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groups of 4 patterns each, which means that X3Pplaijsis able to generate 24 distinctive views. Pixels, which
belong to the same group, are marked with “x” igufe 5a.

R4C7 R7C5 R4C8 R9C8

Figure 6. Deriving number of views: top row — cladeservations of various test patterns; bottom-+ave same test
patterns after filtering. Sub-pixels which beloonghe same view produce similar close observafithressimilarity
threshold is shown in Fig. 5b)

3.4 Interleaving topology

The final step is to assign a view number to eadm of sub-pixels with similar angular visibilitfhe order of the
views is arbitrary, but for practical reasons itpeeferred that views with neighboring observatmones have
consecutive numbers. To enumerate the views inoffar, one should find the visibility zone of eaddw.

A set of V_ test images is prepared, whevg, is the derived number of views. In each test imadiesub-pixels

belonging to the same view are lit. We refer testhamages asingle-view ones. By observing a single-view image on
the display, one can search for an observatiortippsrom which the display is seen with maximalanéorightness.
This position is the optimal observation spot & torresponding view.

In our experiments we could identify visibility zeg with fuzzy borders, appearing approximately ding in front of
the display, as shown in Figure 7a. As this remiltonsistent with the measurements of other dyspld’ we
approximated optimal observation spots to be egtddt on the line, as marked with “X” in Figure 7a. our
measurements, the distance between the displatharithe was approximately 140cm.

In our experiments, we enumerate the zones fromdeaight, so that middle zone numbers are alignét the center
of the display. By labeling the sub-pixels with @sponding numbers, we obtain the interleavingepatfor X3D
display as shown in Figure 7b.
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Figure 7. Deriving the interleaving topology: a)asarement points in the approximate centers obpitienal observation
spots (view from the top); b) interleaving pattésnX3D display
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4. ANGULARVISIBILITY OF EACH SUB-PIXEL

In general, doing an angular scan to obtain théility as a function of the angle requires precjsesitioning —
otherwise the angular visibility curve is samplédrigegular intervals. In our method, we measue\tisibility of each
view at arbitrary points along the optimal obseinsadistance, and search for single function thetgthe best fit for
all measurements regardless of the observatiort.poin

4.1 Measurements

As a first step, one needs to prepare all the siaglw images that correspond to the views gengragethe display.
Then the measurement points have to be selectetbss as possible to the centers of the visibitibpes. In our
experiments, twenty-five measurement points welectsd. Twenty-four of them are in the visibilitprees of each
view, and the last one is in the visibility zone tbe first replica of view 1, as marked with “X” iRigure 7a.
Observation point 13 appears in the center.

The next step is camera calibration. Camera seitgitind aperture should be set to a minimum toimmize CCD

noise. Camera exposition should be chosen suthhtaanaximum pixel value in the shots is underrdrge in which
camera response gets into saturation. Then theraae®ponse function should be linearized in tsita described in
% In our experiments, we used 16 gray-level testges where all pixels were set to values betweand0255, with
step of 16. All the test images were shot in a dadm from measurement point 13.

The last step is measuring the angular visibilbne should prepar/, ., single-view images, wher&, . is the

X
number of views generated by the display. Additignane white image with all sub-pixels set to maximum brightness
and oneblack image with all sub-pixels set to zero are needed. Fraochebservation position the white, black and all
single-view images should be photographed. Thefsietages shot from one point is rectified using torners of the
display in the white image. For each single-vievag®, the mean brightness in the center of the aligsl measured,
and normalized to range from zero to one, where izethe mean brightness measured for the blatktage, and one
is the brightness measured for the white test image

In our measurements, from each measurement poitbake26 shots of X3D display, showing the blackjtes and 24
single-view test images. After normalization weadbed 25 sets of 24 measurements indicating thghtmess of each
view relative to the full brightness of the displiyr each observation position. Because of the atimation, the
maximum measured brightness is approximately theesglose to 0.5) for all angles. We used the nbze

measurement as visibilit)Sp (V), where Vis the view number andd is the measurement point. The results for four

measurement positions are shown in Figure 8.
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Figure 8. Measurement results for X3D display f@asurement points 12 (top-left), 6 (top-right)bbt{om-left) and 1
(bottom-right).
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4.2 Modeling angular visibility

If the measurement point is displaced from the ereaf a visibility zone, the visibility function ¢&sampled with an
offset, and the maximum value of that functiondafi between two samples. However, judging by tleasurement

results in other work *° we assume that the visibility curve for all obsgion points can be closely approximated by

the same function, which has its peak occurrinth@optimal observation spot for the correspondiegv. We user
to denote the offset of the visibility curve. Inéggvalues of the offset‘p correspond to the angular visibility in an

optimal visibility spot, and non-integer values Dg correspond to the angular visibility between spBissed on this

assumption, one can search for a single functiahdlosely fits measurements for all positions rélgess of possible
offsetz'p . We decided to fit a periodized Gaussian function,

S 2
40 _(V 7 kvmax) (1)

G,..\M)=Dae =
k=-o0

wherev=1,...,v___and search for optiméﬁ, G)that will give the minimum fit error in:

max

pmax

. . 2 )
argmin_ . Z;argmln‘
p=
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G -S

a,0,7), )
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where Q. is the total number of measurement points g, is the total number of views.

The resulting Gaussian function for X3D-displaytwia = 051 0 = 749 is shown in Figure 9a, along wif, (V) .
By sampling this curve for integer values whnd T, =V, one can get the visibility of each view for ohsion

point P . By replacing the view numbers in the interleavingp with their visibilities, one can obtain thieibility of
each sub-pixel for observation pojdt

Since the visibility curve is the same for all olvsgion positions, and the optimal observation fm#re equispaced,

we can assume that the visibility of one view frdiffierent observation points follows the same figrctas visibility or
different views from one observation point. In thate one can estimate the visibility between tptnal observation

positions by choosing fractionB]!). As an example G(Vv) for T,= 55is shown in Figure 9 along with actual

measurements done from an observation point thabletween points 5 and 6.
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Figure 9. Modeling angular visibility: a) shapedafrived Gaussian curve (G) with measurements feemation point 12
(S12), b) predicted visibility of all elements (Bgtween observation points 5 and 6, with measurentEme in that
point (Sz).

5. PERFORMANCE ANALYSISOF A MULTIVIEW DISPLAY IN THE FREQUENCY DOMAIN

Based on the measurements described in the presemins we can determine the visibility of evpiyel on the
LCD matrix from an arbitrary observation point. the same time, due to the structure of the dismaly, a fraction of
the pixels will be visible from one observation mofview). In addition, there are gaps betweenvibible sub-pixels in
one view. Thus, when visualizing full-size images.(images with resolution equal to the LCD matggolution) there
are two effects involved: aliasing due to the pickup of sub-pixels on non-rectangular grid andgimg, due to the
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presence of gaps- aliasing can be fully tacklecabyanti-aliasing pre-filter. Usually, imaging iskéed by an anti-
imaging post-filter. As the imaging is created hg physical structure of the display, it is impbksito impose a post-
filter. However, the effect can be partially mitigd by a pre-filter. In order to determine the mnjes of the required
2D filter, and consequently have the best possépeesentation of images on the display (minimizhgsing, imaging
and ghosting), it is necessary to determine théopeance of the display in the frequency domaiat ik, we have to
know which frequency components in the image wekegap (ones that will be properly represented erstireen), and
which ones we have to attenuate (remove) as patemtiises of distortions.

Determining the performance of the display in ttegfiency domain is challenging. Based on the ed®ihg pattern
determined in Section 3 and the display model giveRigure 1b, one could derive an analytical espien of the
frequency domain behavior of the display. Howettgig theoretical approach does not take into adceeweral effects
occurring on the display. First, the visible sukgbé are not on a rectangular grid (See SectioB&jond, every visible
sub-pixel is seen with a different intensity (Sestidn 4). Finally, due to the masking effects, plirels have a non-
rectangular shap& " ' The combination of these effects creates an sitiemlistribution map, which alters the
brightness of each image element in a non-lineshvié®. Assuming that we could somehow model allinear effects,
the analytical approach would become mathematicadty demanding. Moreover, due to the fact thathi general
case we do not know the exact properties of alispafrthe screen (optical layer, slant of the leayithickness, etc.) in
the theoretical approach many tradeoffs would hause made, thereby ending with a frequency resptiret might or
might not describe the display well enough. In oreeachieve a practical solution, it turns outttfa deriving the
frequency response of the display it is much morevenient to use a measurement-based approacesasoad in this
section. In the derived frequency response we deifiote apassband the region in the frequency domain containing
frequencies that are properly represented on tieescAll other regions will be denotedsaspband.

The main idea in the proposed approach is to gemesaveral images containing signals with varionewn
frequencies, visualize them on the display, and tbempare the output of the display with the inppoages. We
illustrate the procedure for the X3D display, blaé tapproach itself is perfectly applicable for atiier multiview
display.

5.1.1 Preparing test images

The first step in measuring the frequency respoiisiee display is to generate appropriate test @aafor this purpose
we prepared several hundred images, each of tharg aeattern of a fixed known frequency. Two afsth images for
frequenciesfy, f;) = (0.1, 0.1) andfy, f,) = (0.2, —0.3) are shown in Figure 10 with theresponding spectra shown as
contour plots in Figure 11. Herk,andf, refer to frequencies along theandy axis, respectively. The frequencies are
normalized tofy2=1, with f; being the sampling frequency. We can see in Fiddrehat each of these signals has
distinct peaks in the spectra (the peak,atj = (0, 0) is the DC component and should be igpréhe motivation for
using such images lies in the fact that by knowargctly what image we sent to the display, basedluat we see on
the display, we can determine the properties ofitelay in the frequency domain.

N

Figure 10. Example of input (test) images:f@)f)() =(0.1, 0.1) and b} f,) = (0.2, -0.3).

N

N

We assume no a priori knowledge about the disptapgaties. Therefore, the test images must be gatefor all sets

of frequenciesff, f,) with f, € [0, 1] andf, € [-1, 1]. The signals fof, € [-1, 0) andfy, € [-1, 1] can be easily
reconstructed by taking into account the symmetoperties of the spectra of real signals. In otdesbtain a precise
frequency response of the display, we have to w&ryadense grid of frequencies. However, a vensdarid means a
high number of images which, in turn, will requadot of measurements. Therefore, we suggest itisataf larger grid

is used, e.g4r > 0.1, to roughly determine the properties of theea and then repeat the measurement with a denser
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grid, e.g.4 = 0.1, in the regions around the edges of the pasdsia this paper, for the X3D display, we used step

’

4= 0.025.
1 . 1 .
N S N S
> O frrorrrmreeirrnees é.o .............. > O et @ ..............
—O.B et —Q.5 freeeeeee et e
-1 -1
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
fX fX

@) (b)
Figure 11. Example of input images — Spectra (amit@) ,, f,) = (0.1, 0.1) and b f,) = (0.2, -0.3).

512 Measurements

The second step in measuring the frequency respirtbe display is to visualize the above descritmguait images on
the display and take photos of the screen by uaimigh resolution digital camera. The photos welen from a
distance of approximately 40cm from the screenh@\gh the distance is not critical, the camera khoat be put too
close to the screen in order to avoid interferebbetveen multiple views. The photos taken by the ezanwill be
hereafter referred to as output images. As an ebgrfgr the input images shown in Figure 10, thgpatuimages are
shown in Figure 12 (the images have been enhaoceadafiity) with the corresponding spectra givercastour plots in
Figure 13. Please note that due to the factkhthie ratio between pixels on the display and gikelthe output images,
is less than one, after evaluating the spectrafréugiencies have to be rescaled by the factorThis scaling has been
already included in Figure 13.

Several observations can be made based on thesein@egents. First, although each of the input imagesains only
a single frequency component, the output imagesagomany distinct frequency components. This isnigedue to
the aliasing and imaging effects of the displayisTih modeled in Figure 1 through down-sampling apesampling
blocks.

Second, although there are many high frequencygrtishs in the output image due to imaging, whiglni turn due to
the physical gaps between visible sub-pixels, thosging components are partially suppressed bynhtimean visual
system. Therefore, we are still able to see prggéd input signal on the display as long as thpifirsignal contains
only sufficiently low frequency components. Thisillsstrated in Figure 12a and Figure 12b. In thetffigure, the
diagonal lines are still seen even if they are hedoroken, but in the second figure, beside theelyavisible diagonal
lines from Figure 10b, many other lines are alsensand therefore we cannot properly identify thputnsignal.
Imaging is an issue as it occurs at the displayveedio not have any possibility to remove it.

Third, the display introduces non-linear distortipas illustrated in Figure 14. This figure shotvs $pectra along the
x-axis for the input signak{ f,) = (0.2, 0) and the corresponding output signéthdugh the input signal has only one
spectral component &t = +0.2, the output signal also contains harmonick at+0.4 that are approximately 6-8 dB
lower than the main spectral component.

@) (b)
Figure 12. Example of output images (photos takem fthe display): a)f{ f,) = (0.1, 0.1) and b} f,) = (0.2, -0.3).
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Figure 13. Example of output images — Spectra @aita) , f,) = (0.1, 0.1) and b)( f,) = (0.2, -0.3).
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Figure 14. Nonlinear distortions — Spectra aloraxis for signalf, f,) = (0.2, 0): a) Input image and b) Output image.

5.1.3 Evaluating the frequency response of the display

The third and final step in measuring the frequeregponse of the display consists of comparingsgiectra of the
above derived input and output images. In ordesufmpress the noise in the output image, we thrdshel spectrum of
each image to -30dB below the strongest frequenayponent. This threshold was experimentally chdsethe X3D
display, but we believe that it can be used for atitmer display having 8bit image depth.

The criteria for determining if a given frequena@ymponent passes through the system properly brsifdistorted due
to the aliasing and imaging errors was the follawifor every input signal of frequenci f,0) we checked if the
contributing aliasing / imaging components confaéguency components that are inside a circle withus

ro =+ 2+ fio 3)

that is, if there are signals with a lower frequemican the one used at the input. In all casesgmered the DC
component. The motivation behind this criterionviefold. First, according to the sampling theorjasing will occur

once the input signal is greater than half of tgling frequency. The frequency of the aliased pament is lower
than the frequency of the signal itself. Therefone, above criteria effectively checks whethersatig occurred or not.
The second motivation lies in the fact that lowgfrency errors (like the ones caused by aliasing)nanch more
visually annoying when occurring on the screen thigih frequency ones (e.g. imaging). Consequenttydefine the
passband of the display as the region of all tesjuencies which cause no additional frequency ompts inside
radiusr,, and define the stopband everywhere else.

As an example, the magnified versions of Figure &Bd Figure 13b are shown in Figure 15a and Figinte,
respectively. In these figures, only the part coitg frequencies smaller thap (represented by the circle) is shown.
As seen from the figures, in the first example ¢hare no spectral components that are of a loweguéncy than the
one used for generating the input image, and tberehe signal of this frequency would be in thegiband. In the
second example, the output image considerablyrdiffem the one sent to the display due to thesimlgperrors. In the
spectral domain this can be noticed by the presef@mveral frequency components that are insidectitle with

11
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radiusro. There is no point in trying to represent imagestaining such input frequencies on the displayeund
consideration.

By applying the above criteria to all the used thputput images, the passband and stopband of ildayg are
classified as given in Figure 16a. In this figuitee passband is represented by dots. Due to measnrerrors, the
passband region is not continuous. It can be easilyothened by applying a 5 by 5 median filter. Tihal frequency
response for the X3D display is shown in Figure.18b expected, the frequency response of the dispilgen in

Figure 16b shows that the display is able to repressignals containing low frequencies. By followimur

methodology, one can obtain the passband regioarfa@rbitrary display. This response can be useddaving anti-

aliasing filters to be applied to images beformuglizing them on the display. Applying such fistevill remove moiré
artifacts and make masking artifacts less visiBle.approach for designing efficient anti-aliasinlgefs for multiview

displays is discussed 1\

(a) (b)

(a) (b)

Figure 16. Frequency response of the displayaa}tPand region estimation based on measuremenky Badsband
region after filtering.

6. CONCLUSIONS

In order to understand the reasons for artifactmuitiview display, we modeled the effect of optitayer on the
underlying TFT-LCD image. Based on this model, wplained the reasons for some common artifactsid&etified
which visual properties of a multiview display areeded to design image processing algorithms faetr mitigation
— namely interleaving pattern, angular visibilifysoib-pixels and display performance in frequenamdin.

We described a methodology for measuring and mogléfiese parameters, which does not require phegissitioned
laboratory equipment. The methodology is simplé effective, and allows the end user to deriverthmber of images
needed, the algorithm for interleaving them, arel ghe-filter which would optimize the visual quglidtf these images
for a given multiview display.
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To exemplify our methodology, we presented measargmesults for one multiview display. The preaisiof the
model that we derived from the measurements iscieifit for it to be used in visual optimizatiomatithms***-
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