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ABSTRACT
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Multi-User Multiple-Input Multiple-Output (MU-MIMO) scheme serves several users simulta-
neously using same time-frequency resources and it achieves a larger capacity comparing to
Single-User MIMO. Spatial multiplexing requires beamforming techniques and the weights are
adjusted by linear precoding to mitigate inter-user interference. A possible method in 5G New Ra-
dio is Eigen-based Zero-Forcing (EZF) beamforming which is optimum in terms of computational
complexity.

This thesis work aims to model a hardware accelerator for EZF downlink beamforming at the
base station transmitter. Additionally, a computationally-optimized version of EZF beamforming
is also modelled. Hardware implementation requires fixed-point modelling of both beamforming
methods and the models are developed using 16-bit data accuracy.

System performance is compared between floating-point and fixed-point models for both EZF
beamforming methods. The new data format results in a negligible performance loss, which indi-
cates a fair tradeoff between implementation complexity and system performance.

Thesis framework is defined and developed at System-on-Chip (SoC) department of Nokia
Networks in Tampere, Finland.

Keywords: Eigen Zero-Forcing Beamforming, 5G Downlink Precoding, MU-MIMO, Hardware Ac-
celerator, Fixed-Point Modeling
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1 INTRODUCTION

Wireless communications systems evolve towards higher data rates and challenges re-
lated to transmission power, bandwidth, and system complexity arise in return. This
ever-growing demand for performance enhancement is accompanied by larger number
of communicating device, resulting in more crowded communication channels. Beam-
forming is a promising solution in modern communication systems to utilize the commu-
nication channel more efficiently, by allowing multiple transmissions simultaneously and
boosting the system performance.

This thesis presents the performance difference of two modeling approaches for downlink
(DL) beamforming, using fixed-point (FXP) and floating-point (FLP) data types. Studied
wireless system is the 5-th generation of mobile communications (5G) cellular system.
The goal of the transmitter side DL beamforming is to concentrate transmitting power
from the base station (BS) to the target user equipment (UE) direction and at the same
time, to reduce interference with other users. This directivity at the receiver side can
be used to enable spatial multiplexing, establishing multi-layer transmission in parallel by
using shared resources [4].

A multiuser multiple-input-multiple-output (MU-MIMO) system model is carried out in this
thesis and eigen-based zero-forcing (EZF) the studied beamforming method. Moreover,
impact of data types is analyzed and a new less computation-intensive EZF beamforming
method (LC EZF) is developed and compared to the earlier method.

Previous research works attempt to either model zero-forcing beamforming methods in-
cluding EZF in only FLP data precision, or they concentrate largely on FXP implemen-
tations. The novelty with this thesis work is to study the performance loss from data
impact of FXP model on FLP reference model. The outcome can be beneficial to hard-
ware resource planning in telecommunications industry, where the hardware realization
of the system is expected to satisfy the performance criteria. The continuation of this sec-
tion delivers a general understanding of 5G technology and data formats used in signal
processing. Later on, section 2 concentrates on beamforming algorithms and multiuser
communications channels characteristics. Section 3 is dedicated to the system model
and mathematical points of view regarding eigen-based and ZF beamforming. Simu-
lation scenarios are presented in section 4, and the results are presented in section 5
where performance of FLP model and FXP model are compared.

Figure 1.2 summarizes all of the major steps done in this thesis work, starting from getting
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Figure 1.1. An overview of the studied downlink beamforming model.

known to the Nokia Networks internal simulation environment, creating simulation scripts
to test the effects of various parameters, implementing a new FLP model for LC EZF
beamforming, creating fixed point model out of EZF and LC EZF FLP models, and even-
tually to investigate data format impacts on different simulation parameters. Statistical
results linked to possible performance loss is represented at the end of this document.

Figure 1.2. Summary of steps taken in this thesis work.

1.1 5G New Radio

5G New Radio (NR) services are mainly categorized into three classes shown in fig. 1.3:
enhanced Mobile Broadband (eMBB), Ultra Reliable and Low Latency Communications
(URLLC), and massive Machine Type Communications (mMTC).

A few use cases are listed below, however some examples may belong to other targets
as well:

• eMBB: Virtual Reality (VR), Virtual meetings, UHD video streaming, video monitor-



3

ing.

• URLLC: public safety, remote surgery, vehicle to vehicle (V2V) communications,
industrial automation.

• mMTC: wearables, healthcare monitoring, smart home and smart cities.

Propagating channels that 5G services operate in are one of major limiting factors in 5G
system performance [30]. Thus, it’s of importance to investigate about channel charac-
teristics including massive MIMO, multi-user MIMO (MU-MIMO), millimeter-wave (mm-
Wave) bands, and 3GPP spatial channel models. 5G networks offer larger network ca-
pacity and massive MIMO as a key enabler expands system capacity while it saves the
cost of deploying more BS units. 5G mm-Wave frequency spectrum delivers extreme
capacity, ultra-high throughput, and ultra-low latency. Mm-Wave transmission operates
above 24GHz and it utilizes massive MIMO antennas to enable larger antenna arrays
within smaller space.

Figure 1.3. 5G NR backbones: eMBB, URLLC, and mMTC [image: Qualcomm].

DL transmission is about the streaming signal coming from the base transmission system
(BTS or BS) and propagated towards the user equipments (UE). From baseband signal
processings at 5G BTS (gNB) to tackle channel impacts in downlink direction, linear pre-
coding is an efficient practical choice due to a good balance between system performance
and complexity. Zero-forcing beamforming is a well-known beamforming among linear
precoders and can be used with digital beamforming methods. With eigen-based beam-
forming, higher orders of channel statistics can be considered, when exploiting channel
characteristics for beamforming purposes.

1.2 Fixed-point and floating-point

Digital signal processing (DSP) can be done in two basic flavours: fixed-point and floating-
point numbers. The main advantage of using floating-point is higher accuracy, which
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allows to discard scaling concerns. However, floating-point processing needs larger sili-
con area which is the area of semiconductor components in practical implementation of a
DSP block, and it also runs slower on a fixed-point CPU, by a factor of two as an example.

Designers have to pay attention to the limitations of the fixed-point number systems, in-
cluding prevention of overflow and precision conservation by scaling the signals [17].
Analog-to-digital (A/D) and digital-to-analog (D/A) conversion and multiplication are two
sources in which quantization errors cause precision loss. Figure 1.4 shows an example
of a sine wave before and after passing through a quantizer block. Since multiplication ex-
ists in all DSPs, discarding any of the bits from full precision numbers creates information
loss.
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Figure 1.4. Impact on input signal to a quantizer block, with 0.25 quantizating steps.

A large number of DSP system models require non-linear datapaths implementation on
field-programmable gate array (FPGA) and application-specific integration circuit (ASIC)
hardwares with a high resolution floating-point format e.g. 64 bits in reference models
[28]. Assumption of having readily high or infinite precision is possible, but this is not
affordable in terms of ASIC/FPGA direct implementations.

Nevertheless, lower cost, less power consumption, and faster processing speeds make
fixed-point DSPs frequently preferred over floating-point processors [24]. Floating-point
functions require more logic gates. These factors, plus greater number of pins required by
the wider data bus, results in a larger die and a bigger package that leads to a significant
cost premium for the new floating-point devices [8]. One practical way of reducing such
programming complexities of FXP is utilizing high level languages, however due to large
overhead in executing FLP operations using FXP data path, it’s not the best choice.

Hardware implementations of wireless communication algorithms is no exception here
and it’s in need of FXP arithmetic, however, most of these algorithms are developed in
FLP arithmetic [44]. A key step for High-level synthesis (HLS) is automation of FLP to
FXP transformation, or bit-width optimization.
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2 BEAMFORMING

Wireless communications systems evolve towards higher and higher data rates and chal-
lenges related to limitations of power, bandwidth, and complexity arise [10]. Multiple-
access interference limits the capacity of mobile communication systems, and to at-
tain a given service quality, increasing the required transmission power is harmful [41].
Moreover, 5th generation of mobile communications network (5G) New Radio (NR) uses
higher frequency ranges than earlier standards, as shown in Fig. 2.1. Propagation loss
in mmWave transmission in frequency range 2 (FR2, above 6 GHz) plays a significant
role and must be compensated. This can be done by utilizing massive MIMO systems or
beamforming techniques to increase the spectral efficiency.

Figure 2.1. 5G NR frequency bands [image: Qualcomm].

However, the cost of this increased performance is the additional cost of deploying multi-
ple antennas, the space requirements of these extra antennas especially on small hand-
held UE, and also the extra complexity which is required for multi-dimensional signal
processing. At higher frequencies (lower wavelengths) an antenna array takes smaller
physical space which reduces element spacing and element size of antennas.

This thesis concentrates on digital downlink transmitter side beamforming which is a
baseband (BB) processing unit before the radio frequency (RF) transmission modules.

2.1 Multiple input, multiple output (MIMO) channels

Multiple-input, multiple output (MIMO) simply means that many antennas are used in
wireless communication at both transmitter and receiver sides, as illustrated in Fig. 2.2.
Delay constraints limits the usage of time diversity and therefore antenna diversity, or
similarly spatial diversity, is obtained through placing multiple antennas at the transmitter
and/or the receiver [38].
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Figure 2.2. MIMO channel and system block diagram

BS with many antennas, due to the asymptotic orthogonality between MIMO channels,
allows to remove significantly inter-user interference as well as delivering larger capacity
gain [5]. Higher spatial efficiency is achieved too by higher number of antennas.

With a sufficient antenna separation, for example half of the wave length, channel gains
between different antenna pairs experience almost independent fading. Receiver com-
bines data from many RX antennas to create a better quality signal than any of them
alone.

Fig. 2.3 illustrates so called "local scattering environment" where the transmitted signal is
affected by numerous obstacles independently. Signal propagates through many routes
and each experiences different conditions and delays. Therefore, the mobile radio chan-
nel can be modeled as a wide-sense stationary uncorrelated scattering channel [43].
Rich scattering environment provides independent and uncorrelated paths from each
transmitting antenna to each receiving antenna [10]. MIMO channel capacity is heav-
ily dependent on antenna element correlations of the channel and accordingly, antenna
correlation changes drastically with variations in scattering. Channels with rich scattering
provide a remarkable spectral efficiencies for MIMO.

MIMO can increase the data rates without increasing the transmitting power or bandwidth
[12]. MIMO systems can be configured for different modes of spatial diversity, beam-
forming, multiplexing, and spatial multiple access, based on the channel condition [21].
Maximum achievable diversity gain of a MIMO system is equal to the number of indepen-
dent antenna paths, and minimum of transmitter/receiver antenna numbers is same as
maximum number for supported spatial streams [19].

Moreover, maximum theoretical throughput of a MIMO system increases linearly with
multiple number of simultaneous UEs. This can be achieved by a scheme called dirty
paper coding (DPC) which is based on interference pre-subtraction, whilst a trade-off
between system complexity and performance should be considered. When the number
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Figure 2.3. Multipath components: shadowing, slow and fast fading.

of UEs exceeds the number of transmitting antennas, there would be a linear increase in
the capacity regardless of number of UE’s receiving antennas [36]. However, even if DPC
is an optimal method for MIMO downlink, it has such a large computational complexity
that it is difficult in practice.

Figure 2.4. Multi-user MIMO channel downlink transmission.

In multi-user MIMO (MU-MIMO) systems, different users are allocated to same frequency
band and have overlapping resource blocks. Multi-user means several UEs are served
simultaneously over a given time-frequency resource using spatial multiplexing, as shown
in Fig. 2.4 [29]. System performance of a conventional MU-MIMO communication link is
noticeably affected by inter-user interference. Sources of an incoming desired signal and
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an interfering signal are located in different spatial locations usually, and this can thus be
taken in to account to separate the signals and filter out unwanted signals.

Research has focused on two optimization problems related to MU-MIMO channels [35],
namely:

1. power control - minimize the total transmitting power providing a minimum Quality-
of-Service (QoS) level

2. throughput maximization- maximize the sum of information rates of all UEs for a
given power limit

2.2 Channel state information (CSI)

Both the BS and the UE send known reference symbols periodically so that the receiver
can estimate the channel conditions. Channel state information (CSI) is derived from the
estimated channel conditions and it’s transmitted in both directions via a control channel.
It describes known channel properties of the radio link while characterizing the path loss,
scattering, diffraction, fading, shadowing, etc [20]. Accurate CSI enhances MIMO system
performance and capacity [33].

Since the wireless channel is time-variant and frequency-selective, reaching close to
Shannon maximum channel capacity is difficult if CSI is absent at the transmitter [15].
Additionally, CSI must be sent back to the transmitter first, prior to where precoding data
takes place, and then CSI can be used to encode the UEs data and it is called a close-
loop CSI acquisition, as discussed in more detail in section 2.2.1. If the transmitter has
knowledge of the CSI, higher channel capacity can be achieved by utilizing adaptive cod-
ing method and allocating the power to the right singular subspace of the channel matrix
derived in section 3 [11].

Figure 2.5. Some reference signals and their impacting place on the transmitter process-
ing blocks.

CSI may consist of several components in 5G New Radio that has been discussed in
3GPP 138.214 (V 15.3.0) and they are listed briefly as follows:

• channel quality information (CQI)
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• precoding matrix indicator (PMI)

• CSI reference signal (CSI-RS) resource indicator (CRI)

• SS/PBCH block resource indicator (SSBRI)

• layer indicator (LI)

• rank indicator (RI)

Fig. 2.5 shows two types of downlink reference symbols used by the UE to estimate the
channel condition. Both demodulation reference signal (DMRS) and CSI-RS help UE to
figure out about the TX matrices of precoder and beamforming, as well as channel. 5G
supports the following reference signals for NR uplink in multi-antenna schemes [1]:

• SRS: Sounding Reference Signal, with main functionalities of beam management
and CSI acquisition.

• DMRS: reference signal that takes care of data and control demodulation.

• PTRS: Phase tracking reference signal.

Receiver can estimate the channel correlations by taking long-term averaging of the chan-
nel instances, and report them as a feedback to the transmitter using a reliable low-rate
channel [33]. In TDD systems, transmitter can also get the channel statistic info directly,
because almost same physical channel characteristics exist in both UL and DL, even
though by considering transmission time delay between UL and DL. In FDD cases con-
sidering small spreading angle, DL channel covariance estimate is precisely calculated
from UL channel covariance using frequency calibration processing.

Transmission power or direction is changed according to the CSI in a transmission, and
eigen-beamforming (EBB) is a typical technique used in such transmissions [18]. Chan-
nel covariance matrix provides longterm and wideband feedback and each UE provides
a quantized version of the covariance matrix. This quantization is based on a set of or-
thogonal basis vectors whose quantity equals to the number of supported simultaneous
beam pair links.

2.2.1 Open-loop and Closed-loop CSI acquisition

There are two common ways of obtaining CSI reports as shown in Fig. 2.6: open-loop
and closed-loop [26]. Open-loop transmission relies heavily on the channel condition
in uplink and downlink to be highly correlated and channel reciprocity plays a key role
there. Receiver alone does the channel estimation which results in more complexity and
less channel diversity. Closed-loop CSI acquisition depends on the receiver estimation
capabilities and receiver estimates the channel response and feedback is sent back to
the transmitter through a limited feedback channel.

A closed-loop approach utilizes receiver feedback to estimate CSI and then by pro-
cessing the CSI at the transmitter (CSIT), beamforming can be performed to distinguish
MU-MIMO channel UEs [7]. On the other hand, an open-loop scheme uses predefined



10

Figure 2.6. Closed-loop and open-loop CSI acquisition between transmitter and receiver
[7].

preamble sequences, tansmitted along with the UE data, to estimate the unknown chan-
nel through those known preamble set. In open-loop systems, transmitter may not fully
consider the inter-user interferences and transmitted streams can be propagated through
correlated channels.

Some obstacles make it hard to calculate CSIT in closed-loop systems, namely limited
feedback resources, delay of feedback signalling, and scheduling delay with small chan-
nel coherence time [40]. Open-loop systems also suffer from antenna calibration errors
and turn-around time delays. Utilizing of CSI reports allocates some of channel band-
width that reduces the overall capacity [15]. CSI doesn’t always reflect the current chan-
nel state due to the feedback channel delays and only imperfect CSI report is available at
the transmitter.

Providing CSI feedback by transmitter in rapidly varying channels (relative to the speed
of feedback channel) is costly and not always meaningful to acquire instantaneous CSI,
since optimal transmissions that are tuned to an older CSI information become out-of-
date pretty fast [33]. Accordingly, feedbacks based on statistical information of the un-
derlying stationary random channels are proposed. Transmitter can obtain this statistical
a priori through some field measurements, ray-tracing simulations, or physical channel
modellings [31].

Since CSI in rapidly varying channels may be costly or impossible to acquire and water-
filling based approaches can be used which requires only channel correlation updates,
without exceedingly fast updating rate [33]. Systems operating in frequency division
duplexing use different frequency bands for uplink and downlink which results in non-
reciprocal channel response and are therefore limited to use closed-loop CSI.
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2.3 Beamforming concept

Beamforming (BF) is a sub-optimum solution to serve multiple UEs at the same time,
but with a reduced computational complexity compared to DPC. The term beamforming
comes from spatial filtering that is used to receive a transmitted signal of interest and
cancel out unwanted signals, so-called interfering signals [39]. In this context, multiple
antennas at the transmitter are used to obtain diversity gain rather than capacity gain
[12]. Providing diversity against fading is also realized by multiple transmitting/receiving
antennas, through either of inter-antenna spacing or different polarizations [4].

Beamforming uses independent coding for each UE stream. User data is multiplied by
beamforming vectors, so that they combine coherently in certain direction when it is sent
through multiple transmitting antennas. Spatial separation between UEs is taken into
account for beamforming weight vectors so that inter-user interference can be reduced or
removed. It is also stated that with optimal BF vectors, as the number of UEs increases
toward infinity, BF performance approaches to that of DPC method [32].

2.3.1 Beamformer types

Beamforming can be utilized in both receiver and transmitter sides, and complex base-
band weights of the transmitting and/or receiving data adjust and shape the beams so
that signal-to-interference-and-noise ratio (SINR) in increased at each antenna element
[21]. Same symbols is sent over each transmitting antenna using a weighted scale factor,
and at the receiver side, all received signals are coherently combined using a different
scaling factor to maximize the received SNR, so called beamforming gain [2].

Beamformers can be classified in two methods of data independent and statically opti-
mum. In the latter, beamforming weights are chosen based on statistics of the data array,
namely second order statistics of the received data. They can be also classified into three
methods, as shown in Fig. 2.7:

1. Digital

2. Analog

3. Hybrid.

Pure digital beamforming is done using digital signal processors which gives huge flexibil-
ity towards implementing efficient beamforming algorithms with higher degree of freedom.
However, each antenna elements requires a separate RF chain and this brings complex-
ity in the receiver architecture and high power consumption. In the analog beamforming,
time delay elements or phase shifting of the signal are considered before/after RF up-
conversion steps, in order to adjust the antenna weights. Hybrid beamforming combines
both analog and digital beamformig techniques to improve performance of analog and
reduce complexity of digital method, and hybrid beamformers can be divided into fully
connected and partially connected types [27].
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Figure 2.7. Analog beamforming (top right), Digital beamforming (top left), and Hybrid
beamforming (bottom) concepts.

2.4 Basic beamforming algorithm

Fig. 2.8 shows the main steps of downlink digital beamforming. First the BS should esti-
mate the channel matrix through reference signals. Transmitter uses sounding reference
signal (SRS) that is available in the signal transmitted from the UE to the BS. SRS, as
an input for beamforming or channel estimation, is used to monitor the uplink channel
quality which is beyond the scope of this thesis. Next step is to compute covariance ma-
trices (CoMa), or similarly correlation matrix, which makes a square matrix of channel
estimates, whose dimension is equal to the maximum number of antennas at the BS.
Later on, channel correlation is decomposed into eigenvector as one column vector of
complex data, for each UE. Zero-forcing (ZF) is an optional step to improve inter-user in-
terference performance and is applied to all user weights to make them as orthogonal as
possible. Phases of the different antenna signals are adjusted by multiplying the beam-
forming weights with UE data. Afterwards, this result data goes through IFFT block which
converts OFDM data to time-domain. After that data goes to digital-front end (DFE) and
finally to DAC and TX antennas.
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Figure 2.8. Zeroforcing beamforming steps from channel estimation to precoding.
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3 SYSTEM MODEL

Assume that we have K UEs, M number of BS transceiver antennas, R receiving and T

transmitting antennas (T ≤ R) for each UE (here T = R), and each UE has L data layer
(for simplicity L = 1).

Antenna elements at the BS are geometrically divided to Npol polarization types, Ncol

vertical elements, and Nrow horizontal elements. Accordingly, the uplink (UL) channel
between each UE and BS would be Hk ∈ CM×T and M = Ncol ×Nrow ×Npol.

An example of BS antenna configuration is depicted in Fig. 3.1, with 4 rows (Nrow = 4)
and 8 column (Ncol = 8) elements and 2 polarizations (Npol = 2), in total M = 64 antenna
elements.

Received signal y at UE k is defined as

yk = HHxk + nk (3.1)

where H is Hermitian operator, H ∈ CM×R is the full uplink channel matrix for all UEs,
transmitted data matrix of xk ∈ CM×1 for UE k, and noise samples of nk ∈ CR×1.

Beamforming affects the transmitting signal sk and we have

xk = Wksk (3.2)

where Wk ∈ CM×R is the beamforming weights matrix and transmitted data matrix of
sk ∈ CR×L for UE k with L=1.

Received signal y considering beamforming weights matrix can be re-written by substi-
tuting Eq. 3.2 into Eq. 3.1 as

yk = HHWksk + nk. (3.3)

Rest of this thesis work is dedicated to how to find these optimum beamforming weights
of Wk for all UEs.
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3.1 System capacity

Assuming that channel matrix H is known at both ends and the transmission experiences
a flat channel response in the desired bandwidth, channel capacity can be written as

C = log2 det
[︂
Ir +

ρ

r
.HHH

]︂
bit/sec, (3.4)

where ρ is signal-to-noise ratio (SNR) at the receiver side and r is the minimum num-
ber of transmitting antennas or receiving antennas. By taking parallel decomposition of
the channel matrix into account (described in the following sections), capacity would be
simplified as

C =
r∑︂

i=1

log

(︃
1 +

λiPi

σ2

)︃
, (3.5)

where r = min(M,T ) is rank of the channel described in section 3.2, λi is the i-th eigen-
value of Hermitian matrix of HHH, σ2 is channel noise power, and Pi is power allocation
derived from water-filling method and ρ = Pi/σ

2 [3][37]. As shown in Eq. 3.5 for only a
certain index i, channel capacity becomes similar to the one from flat fading or frequency-
selective with constant channel gains [11].

Figure 3.1. Physical placement of BS antenna elements.

3.2 Zero-forcing beamforming

Figure 3.2 illustrates the concept of eigen-based Zero-forcing (ZF) beamforming which is
special form of our under-study linear precoding. Inter-user interference is forced to be
the smallest towards each UE. In the same figure, sizes of the oval shapes represents
the signal power in certain directions. The main lobe is the largest and each of them
points roughly toward the desired UE. Each color represents different channel condition of
different UEs they are experiencing, such that UE data is affected by their corresponding
subchannel eigenvectors.
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As an example, UE1 undergoes subchannel H1 and its downlink data is enhanced along
with subchannel H1, all represented in green color. Green main lobe is the largest com-
paring to other colors when passing through subchannel H1 and this is highlighted as the
main point of zero-forcing which is to minimize side lobes in the directions that point to
other UEs.

Figure 3.2. Eigen-based beamforming concept in downlink MU-MIMO.

Assume that rank of the channel matrix is defined as rank(H) = min(M,T ) = r, data
transmission can be performed over r parallel sub-channels [13]. If BS has channel
state information report available, channel inversion (CI) can be performed at the BS.
In channel inversion, or similarly ZF beamforming, user data vector is multiplied by the
inverse of the effective channel matrix and therefore it acts as a channel equalizer [23]:

W = HH
eq

(︁
HeqH

H
eq

)︁−1
(3.6)

where Heq is called the effective channel and is presented as HHH in Eq. 3.4.

ZF scale up the calculation performance by using frequency chunks of several subcarri-
ers called physical resource block (PRB) that are more efficient in data transferring and
on-the-fly calculations, when we compare it to do for every single subcarrier. Weight cal-
culations for every single subcarrier takes a lot of time and the required performance goes
out of hardware capabilities. By moving towards smaller coefficients calculation period,
data buses and memory limits drags the granularity of data transferring rates.

There should be also a cap on size of the beamforming weights calculation in terms
of subcarrier group size, e.g. maximum of 4 PRBs and it can be based on channel
conditions and downlink signal setup.

This hardware limit is also a proof to why channel correlation is averaged over time or
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even antenna groups based on polarizations, so that reduced channel dimension ease
the burden of huge data computation loads.

Transmitting signals are pre-processed by effective channel pseudo-inverse so that data
is reconstructed at the UE of interest and is forced to zero at all other antennas by de-
structive interference. Problems of CI as a linear method is increasing with transmitting
power and sum rate restrictions [34].

Linear precoding schemes provides a promising tradeoff between complexity and perfor-
mance of the transmitter design [42]. ZF beamforming is the most common scheme
among linear precoding methods, however, it is a sub-optimal approach without any
throughput maximisation. ZF decouples the MU-MIMO channel into several independent
subchannels and the designing challenge would be reduced to power allocation problem.

Beamforming weights that are chosen carefully to omit inter-user interference between
ongoing streams, take advantage of spatial separation between different UEs to support
them simultaneously [36]. Space-division multiple access (SDMA) is the name of this
multi-user communication scheme. Besides the complexity reduction in ZF, it can achieve
a fairly large fraction of system capacity with DPC method in the situation that BS has
multiple antennas and each UE has a single antenna. ZF also provides full degrees of
freedom when SNR is high or there is a sufficiently large number of UEs.

Figure 3.3. Zero-forcing equalizer response for a random channel, in terms of time,
frequency, and magnitude samples.

After calculating effective channels for all UEs, we can take them and perform multi-user
zero-forcing based on those extracted eigenvectors out of the channel covariance matrix.

Maximum Ratio Combining (MRC) is utilized at the UE side as the receiver diversity
scheme. MRC is an optimum way of branch weighting that maximises the receiving SNR
and it uses conjugate of the channel gains to combine incoming signals as in Eq. 3.7:

ai = gH
i = αie

−jϕi (3.7)
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where ai is the i-th combiner weight, and sub-channel gain is defined as gi = αie
jϕi . If

we suppose that received data vector for UE k is ŝk ∈ CR×1 and MRC combining weights
of (Hkwk)

H , then we have

ŝk = wH
k HH

k (HkWs+ nk) (3.8)

where wk is beamforming vector of UEk, Hk is channel matrix, and nk is noise samples of
UEk, W = [w1,w2, . . . ,wK ] is the beamforming weights matrix, and s = [s1, s2, . . . , sK ]T

is transmitted data for all UEs.

Now if we separate the transmit data for UE k from rest of the UEs, the first term in the
following equation accounts for our UE of interest which should be the dominant term,
and the second term, or similarly the inteference, should be nullified:

ŝk = wH
k HH

k Hkwk sk +wH
k HH

k Hk

⎛⎝ K∑︂
i=1, i ̸=k

wi si

⎞⎠+wH
k HH

k nk (3.9)

In the eigen-based beamforming, covariance of the channel frequency response is used
to optimize beamforming response. Covariance of two random variables is a measure-
ment of their joint variability, or similarly, their degree of association [25].

Channel covariance matrix, mentioned earlier in equation 3.4, is defined as

Rk,inst. = HH
k Hk, Rk,ave. = average (Rk,inst.) (3.10)

where Rk,inst. ∈ RM×M is the instant covariance matrix with non-negative elements, and
Rk,ave. is the averaged (long-term) covariance matrix per PRB of Rk,inst. which is looped
over antenna groups and UE transmitting antennas [37]. Both of the covariance matrices
have non-negative eigenvalues.
Channel H or Hk is a vector Gaussian channel and it can be decomposed into a set of
parallel, independent scalar sub-channels which are also Gaussian [38]. Since every lin-
ear transformation can be represented as a combination of the following three operations:
a rotation operation (U ∈ CR×R), a scaling operation (Λ ∈ RR×M ), and another rotation
operation (V ∈ CM×M ), we have

Rk,ave. = VkΛkΛ
T
kV

H
k , for Hk = UkΛkV

H
k (3.11)

where, Λk is diagonal matrix of singular values calculated over UE k channel and can be
written as Λk = diag(

√
λ1,

√
λ2, . . . ,

√
λr) assuming that

√
λ1 ≥

√
λ2 ≥ . . .

√
λr, λi ∈ R is

ith largest eigenvalue of the current UE channel matrix, and Uk and Vk are semi-unitary
matrices so that UH

k Uk = IR and VH
k Vk = IM . Unitary property also means that the

columns of Uk and Vk are orthogonal.
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The right-hand side semi-unitary matrix of Vk for UE k can be formed as

Vk = [vk1, vk2, . . . ]
T , (3.12)

and beamforming weights for each UE is defined as

wi = vi1, i = 1, . . . ,K . (3.13)

As an example, magnitude of complex eigenvectors of Uk has been depicted in Fig. 3.4 in
one of the simulation scenarios with 64 antennas at the BS side. As can be seen, columns
can be chosen based on number of UE data transmission layers and since we already
assumed 1 data layer per UE, only the first column is selected that also corresponds to
the largest eigenvalue of the channel for that UE.
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Figure 3.4. First column of the channel eigenvectors in EZF method.

By constructing the equivalent or effective channel matrix after obtaining right-hand side
vectors of the channel matrix decomposition, we can calculate the precoding weights
finally. Moreover, the equivalent channel of Heq is defined as

Heq = (v11,v21, . . . ,vK1)
H (3.14)

Channel knowledge is typically assumed at the receiver for the coherent combining.
Therefore, diversity gain depends on the H availability at the transmitter. When H matrix
is known to the transmitter, received SNR is optimized by using precoding and receiver
weights matrices according to V and U matrices respectively.

By trying to decompose the channel matrix and using MRC coefficients for receiver
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weights in Eq. 3.14, right hand side would be re-written as

ŝk = vH
k1VkΛkΛ

T
kV

H
k wk sk +

K∑︂
i=1, i ̸=k

vH
k1VkΛkΛ

T
kV

H
k wisi +wH

k HH
k nk, (3.15)

in which the first term would be the dominant term as

(︁
vH
k1vk1,v

H
k1vk2, . . .

)︁
⎡⎢⎢⎢⎣
λ1 0 . . .

0 λ2

...
. . .

⎤⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎝
vH
k1wk

vH
k2wk

...

vH
krwk

⎞⎟⎟⎟⎟⎟⎟⎠ sk = (λ1, 0, . . . , 0)

⎛⎜⎜⎜⎜⎜⎜⎝
vH
k1vk1

vH
k2vk1

...

vH
krvk1

⎞⎟⎟⎟⎟⎟⎟⎠ sk = λ1sk,

(3.16)

where λ1 is the biggest eigenvalue of the effective channel matrix corresponding to the
first sorted eigenvector of UE k.

Furthermore, the second term in Eq. 3.15 results in zero for k ̸= i due to the orthogonality
of ZF step on different UEs beamforming weights, and can be expressed as

K∑︂
i=1, i ̸=k

vH
k1VkΛkΛ

T
k

⎛⎜⎜⎜⎜⎜⎜⎝
vH
k1vi1

vH
k2vi1

...

vH
krvi1

⎞⎟⎟⎟⎟⎟⎟⎠ si = 0 ; vH
krvi1 = 0 ∀i ̸= k. (3.17)

Final expression for ŝk would be

ŝk = λ1sk + vH
k1H

H
k nk. (3.18)

After channel decomposition, it can be seen that subchannels with better condition have
larger eigenvalues. According to the water-filling power allocation and the way it interprets
channel capacity in equation 3.5, large eigenvalues increase the capacity, such that more
power is transmitted towards the better subchannel between each UE and the BS [14].

3.3 A less computation-intensive eigen-based zero-forcing
(LC EZF)

In addition to the normal EZF beamforming method, a less computation-wise method
is introduced which offers reduced complexity in SVD calculations. This method saves
complex data matrix operations comparing to EZF method and in section 4.3.1 we can
see related simulations output for all of the scenarios.
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The detailed technical description of the considered LC EZF method is omitted from this
thesis due to its confidential nature. However, based on the considered simulation sce-
narios and the followed numerical results, described in chapters 4 and 5, respectively, it
is clear that the LC EZF method can offer a highly competitive practical solution for EZF
beamforming scenarios.
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4 SIMULATION SCENARIOS

In this thesis work, Nokia internal link-level simulation environment is used to run 5G
NR downlink scenario simulations. This environment is synced up with the latest 3GPP
releases 15 and 16. In order to run a simulation, an script file should be created con-
taining all the necessary parameters of the desired scenario including gNb, UE’s, and the
physical channels in between.

4.1 Simulation environment

Necessary FXP or FLP switches should be selected based on the specific system intel-
lectual properties (IP) we intend to be taken part in our simulation. In the implemented
beamforming algorithms, there are some manual FXP switches shown in gray color in ta-
ble 4.1 to compare the performance loss over several permutations. Some of the system
parameters which remain unchanged during all the scenarios are the followings:

• Carrier frequency : 3500 MHz

• Bandwidth : 20 MHz

• Duplex mode : TDD

• PDCCH and SRS symbols location: [1, 2] and [13]

• PDSCH allocated data symbols : [4, 5, 6, ..., 12]

• RF beamforming : disabled

• BTS antenna array : uniform linear array (ULA)

• Channel type: 3GPP 3D model

• Noise power : -45 dB to +10 dB

Each FLP scenario is compared to a FXP scenario, which his called a reference scenario,
so that the graphs reflects the differences of changing one specific parameter at a time.
The reference scenario is configured in Table 4.1 below.

UEs are configured with the following settings:

• Velocity : 3 Km/h

• Decoder : MMSE

• Antenna slant type: vertical, horizontal

• Channel estimation type : real (based on received signal including noise)
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Table 4.1. Default parameters of the reference scenarios. Parameters marked with * are
fixed in all scenarios.

parameters values

SCS (KHz) 30

Channel bandwidth (MHz) * 20

MCS table * 2

MCS index 21

Beamforming method LC

IFFT model FXP

SVD+covariance matrix model FXP

Weight calculation model FXP

UEs directions (degree) 0,40

Number of UEs * 2

UE antenna number 2x2

BTS antenna number 16

• RF beamforming : disabled

• Reference signals : SSS (no PBCH DMRS)

• UE antenna array : uniform rectangular array (URA)

Simulations are using MCS 21 (8-QAM modulation and 0.694 coding rate) so that the ex-
pected performance loss between FLP and FXP is better depicted and more noticeable.

PDSCH symbols in MU-MIMO resource grid

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Time (symbols)

12

24

36

48

F
re

q
u
e
n
c
y
 (

S
C

S
)

Figure 4.1. PDSCH symbols for all UE’s added on top of each other after beamforming.
DMRS symbols are located at symbol 3. Different colors come from different magnitude
of OFDM symbols of the same location which are generated randomly for each UE.

When simulation is done for the given simulation length, results are dumped into a file
so that they can be extracted later for post processing purposes, namely plotting. Output
data includes raw data bit error rate, block error rate, post combining SINR at the receiver,
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system throughput, noise power, and signal power.

4.2 Studied data formats

Data in terms of bits, as shown in Fig. 4.2, is represented in two’s complement format
by an integer part (exponent) and a fractional part (mantissa), respectively specified with
m and n number of bits, and 1 bit for the data sign [22]. According to IEEE standard for
floating-point arithmetic (IEEE 754), a floating-point data has 8 bits and 23 bits reserved
for the integer and fractional parts respectively that is 32 bits in total, or 64 total number
of bits in case of double precision format.

Figure 4.2. Floating point accuracy

Data dynamic range is obtained by number of bits required for the integer part to avoid
overflowing and determines which extreme values to be represented. The data word
length (1 +m + n) in fixed-point format is a trade-off between implementation efficiency
and computational accuracy, so that the chip area is minimized as long as data accuracy
constraint is met.

In order to convert I and Q data into the desired FXP data type, a quantization function is
used so that it takes care of both real and imaginary parts of the data. As depicted in Fig.
4.3, there are several input options for this generic function as followings: quantization
types (floor, round, ceil, truncation, round to ±∞), saturation types (normal, symmetric),
sign bit, integer bits number, and fractional part bits number.

Figure 4.3. Quantizing function parameters



25

Here in the scenarios several input arguments will be used, namely different number of
fraction bits and types of quantization. Quantizing function is deployed at the beginning
and at the end of each block, such that input and output I/Q data of a certain block are
affected by this data format. This way, data format is applied twice to ensure the data
accuracy within each block.

Followings are used as inputs for quantization function and data range will be
[︁
−1 + 2−15, 1

]︁
with steps of 2−15 = 0.00003051757:

• Quantization type: round

• Saturation type: asymmetric

• Sign bit: 1

• Integer bit: 0

• Fraction bits: 15

Quantizing function is used only within beamforming function and other parts of the down-
link baseband processing are kept as floating-point.

4.3 Complexity and performance: FXP vs. FLP

Beamforming block is comprised of 4 different blocks as shown in Fig. 2.8. LC method
can reduce the complexity in EVD or SVD calculations for up to 3 times comparing to
the normal EZF method. Despite of the reduced complexity of SVD in LC EZF method,
chapter 5 indicates that performance is almost same as in EZF. SVD outputs the channel
eigenvectors which are an elemental part of eigen-based beamforming.

Scenarios are compared to two reference simulation for both EZF and LC EZF. Since
MCS 4 has very small BER values for some scenarios, there is 0 value for BER at high
SNRs and nothing can be interpreted out of the zeros. First solution would be to increase
simulation length. Using 400ms for simulation length, each run took around 2.5 days to
sweep over 56 different SNR values, and longer simulation length is not applicable due
to limited time of this thesis work. Also, as a good trade off after trying some other MCS
values, MCS 21 is preferred so that non-zero output values will be used for comparison
purposes. Table 4.3 shows all of the MCS values and our preferred MCS indices are
highlighted.

Transmitting signal and noise power varies according to the simulation environment con-
figurations and scenario parameters. To maintain a fair comparison at the same SNR
range, SNR values have to be interpolated to integer values. This range may differ from
one scenario to another, however in one certain scenario all models of EZF and LC EZF
methods share a same SNR range.
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4.3.1 Scenarios

Every scenario is based on only one parameter variation for both beamforming methods,
and scenarios are simulated using FXP and FLP models. The scenario MCS 4 is an
exception in which two parameters are changed. Parameters that were modified are
listed in the table 4.2 and scenario names are reflecting the modified parameter.

Table 4.2. Parameters of interest to be changed in the simulations. *In MSC 4 scenario,
15KHz SCS is used.

# parameters scenario values default values

1 Number of PRB 10 4

2 UE antenna 2TX 4RX 2TX 2RX

3* MCS index 4 21

4 SCS (KHz) 15 30

5 Polarization projection Enabled Disabled

6 UE directions (degree) 30,40 0,40

7 BTS antennas 64 TRX 16 TRX

8 SVD calculation Power iterative Ideal

One of the underlying parameters that easily comes into mind regarding simulating a dig-
ital transmission is the MCS index. 3GPP TS 38.101-1 version 15.3.0 document provides
some downlink scenarios suggestions using MCS indices in appendix A3.3 but in this
investigation only MCS 4 is selected to study data format impact and LC EZF method,
due to simulation time limits mentioned earlier. This scenario is the only exception which
has two parameter changes at once, with 15KHz SCS as the second modified parameter.
However, simulations results for both 15KHz and 30KHz SCS are added to section 5.

Overall channel correlation and independent subchannels are linked to the number of an-
tennas at both BS and UE sides. As the consequence, BTS antennas number is changed
to 64TRX stands for 64 transceiving antennas, as well as UE antenna configuration is
changed to 2T4R which means 4 receiving and 2 transmitting antennas are used.

Subcarrier spacing is changed from 30KHz to 15KHz to see how frequency allocation
size would be influencing the models. Higher SCS sizes including 60KHz requires to
change the carrier frequency which results in changing two parameters in one scenario
at once, and therefore higher SCS’s are skipped for this thesis work.

Another mean to study frequency effects is to harvest physical resource block (PRB)
allocation size. Default number of PRB is set to 4 or similarly 48 subcarriers as shown in
Fig. 4.1 and it’s increased to 10 PRBs in one scenario.

Vertical and horizontal polarizations are used in BTS antenna array and the simulator is
configurable with a polarization projection switch. This features enables the simulation to
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Table 4.3. MCS index table 2 for PDSCH: table 5.1.3.1-2 from 3GPP TS 38.214 version
15.2.0.

MCS Index Modulation Order Target Code Rate Spectral Efficiency

IMCS Qm R × [1024] (bit/sec/Hz)

0 2 120 0.2344

1 2 193 0.377

2 2 308 0.6016

3 2 449 0.877

4 2 602 1.1758

5 4 378 1.4766

6 4 434 1.6953

7 4 490 1.9141

8 4 553 2.1602

9 4 616 2.4063

10 4 658 2.5703

11 6 466 2.7305

12 6 517 3.0293

13 6 567 3.3223

14 6 616 3.6094

15 6 666 3.9023

16 6 719 4.2129

17 6 772 4.5234

18 6 822 4.8164

19 6 873 5.1152

20 8 682.5 5.332

21 8 711 5.5547

22 8 754 5.8906

23 8 797 6.2266

24 8 841 6.5703

25 8 885 6.9141

26 8 916.5 7.1602

27 8 948 7.4063

apply beamforming weights projection on channel estimation followed by a normalization
step. Projection of both polarization steering vectors on user-specific channel estimation
and covariance matrix can be used to reduce the covariance matrix estimation errors [6].
This projection switch is enabled in one scenario and observations are listed in the results
section.

Where more than one UE is using same spatial channel model, they need to be differ-
entiated in direction of arrival (DoA) angle from the BS. Reference cases use 0 and 40
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degree and we are testing 30 and 40 degrees to see how interference affects the system
performance.

SVD block is required to calculate the dominant eigenvector of the channel correlation
matrix. In the above scenarios, Matlab’s built-in svd-function is responsible for this de-
composition. A new scenario substitutes this Matlab built-in function with a power iterative
SVD calculation method for square matrices, also called power method [16]. Channel cor-
relation matrix and number of iterations are inputs to the power iterative method and the
amplitude of eigenvalues should be non-identical to make sure of convergence:

|λ1| > |λi| , i = 2, ..., n. (4.1)
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5 RESULTS

This section visualizes the performance loss in terms of how much FXP acts worse com-
paring to its FLP counterpart. It can be also seen that some simulated scenarios performs
better than the reference cases, however references dominated the comparison in several
scenarios as it was expected.

Bit error rate (BER) is the average number of erroneous bits occurring in a given number
of bit transmissions which is usually expressed as a ratio [9]. Raw data BER here stands
for non-decoded receiving downlink signals. SINR or signal-to-interference-plus-noise
ratio is another expressions in MIMO communications which considers channel noise, as
well as the interference coming from other UEs compared to the received signal power of
a desired UE.
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Figure 5.1. Converging pattern of SINR in FLP models.

Due to the presence of multiple UEs in a MU-MIMO DL channel, there would always be
interference in real life scenarios, regardless of how good the channel’s condition is. This
fact is transparent in BER graphs, so that from a certain SNR value onward, BER starts
to converge with pretty small fluctuations around that convergence value. Fig. 5.1 shows
this converging pattern for SINR in a similar manner.

Green arrows in Fig. 5.2 and Fig. 5.3 are pointing to better performance of reference
scenarios and FLP models respectively. Raw data BER graph tells us about the FLP
model performance of parameter-varying test cases and references for all SNR values.
References are similar for all cases and plotted with ticker markers. ∆BER graph is
simply the BER subtraction of reference from their corresponding scenarios, in which
higher values results in better reference BER performance or in other words, degraded
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performance of that scenario.

5.1 Scenario 1: 10 PRBs

Since the beamforming module takes all reference signals of those 10 PRBs together
into account to create beamforming weights, then system performance will be affected.
In this case, channel estimation resolution in frequency axis is reduced and as a result
SINR and BER outcomes are degraded through both FXP and FLP models.

According to Fig. 5.2 and 5.3, the reference case with 4 PRBs performs better than 10
PRBs by 5 × 10−4 on average with respect to BER graph. FLP model also outperforms
FXP model at almost all SNR values, close to references for BER and worse than refer-
ences up to 5× 10−3 dB for SINR curves .

0 10 20 30 40 50 60

SNR (dB)

10
-2

10
-1

10
0

R
a
w

 B
E

R

BER: FLP

LC   (10PRB)

EZF (10PRB)

LC   (ref)

EZF (ref)

(a) Raw data BER of FLP models.

0 10 20 30 40 50 60

SNR (dB)

-10
-2

-10
-3

-10
-4

B
E

R

BER = 10PRB - ref

LC   (FLP)

EZF (FLP)

LC   (FXP)

EZF (FXP)

b
e
tt
e
r 

re
f.

(b) Differences of FLP and FXP models for 10
PRBs allocation against references.

Figure 5.2. 10 PRB size scenario vs. reference scenarios: performance differences
(∆BER = BERscenario − BERreference)
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Figure 5.3. Impact of data format on PRB allocation size, which is derived from difference
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5.2 Scenario 2: 2T4R

Increased number of receiving antennas at the UE side makes the downlink subchan-
nels less correlated to each other and contains smaller interference. Additionally, more
receiving antennas helps to exploit receiving diversity and spatial multiplexing.

BER performance is improved in the 2T4R scenario compared to the references as shown
in Fig. 5.4. BER improvement is higher at low SNR range from 0 to 20 dB. At this SNR
range the BER improvement is nearly 0.14, but it starts to decrease exponentially for
higher than 20 dB SNR values, stopping at 10−5. There are some fluctuation after SNR
50 dB indicating that FXP model of EZF has worst performance among all of them.

While other cases are performing in our favour after the data format impact in Fig. 5.5,
EZF FXP model behaves strangely and is performing better than FLP model by 1.5×10−5

in BER and roughly 0.08 dB in SINR. This pattern peaks at 10 dB SNR and it joins the
other plots oscillating around 0 in BER graph and for SINR graph, it rests above 0 meaning
that after 40 dB SNR FLP model acts better than FXP.
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Figure 5.4. 2x4 UE antennas scenario: FLP and FXP differences against reference.
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Figure 5.5. Data format impact on UE antennas.
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5.3 Scenario 3: MCS 4

Switching from MCS 21 to MCS 4 with 30KHz SCS applies a huge gap from correspond-
ing 30KHz reference scenarios in the BER figure 5.6, providing a maximum of 100 times
better BER and roughly 10 times better BER for large SNR values. ∆BER contains only
negative values, meaning that MCS 4 scenario has better BER values for both EZF and
LC EZF methods, FLP and FXP models.

Data format impacts BER data to flicker around 0 with an amplitude of 10−5dB, however
SINR reaches 4× 10−3 steadily. In Fig. 5.7, SINR plots stay above zero, placed close to
each other, and therefore, FLP model has higher values than FXP model over the entire
SNR range.

Performance results in case of using 30KHz SCS is plotted using dotted line and it dras-
tically goes below 10−6 BER.
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Figure 5.6. MCS 4 scenario: FLP and FXP model performance against reference sce-
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5.4 Scenario 4: SCS 15KHz

User data bandwidth consists of sinc waves in frequency domain and it’s calculated as
a multiple of subcarrier spacing size. Choosing a smaller SCS, therefore, reduces the
effective bandwidth and the throughput as can be seen from Fig. 5.8 and 5.9.

In BER graph it’s evident that 15KHz SCS has undesirable performance over 30KHz SCS
of reference cases, and this differences is nearly 0.11 for large SNRs.

Both beamforming methods deliver worse FXP performance comparing to reference sce-
narios as expected and data format is affecting them more than it does to references.
SINR graph indicates that 15KHz case has more similar SINR than references, espe-
cially regarding the EZF reference.
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Figure 5.8. 15KHz SCS scenario: FLP and FXP model differences compared to refer-
ence scenarios.
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5.5 Scenario 5: Polarization projection enabled

Projection of the beamforming weight vector on estimated channel covariance shows that
reference scenarios without projection perform better under the channel model used in
the simulation.

As shown in Fig. 5.10, BER performance in both models of EZF method is closer to
the reference cases than LC EZF method and this statement is valid for SNR values
larger than 34 dB. Largest gap takes place at 12 dB SNR with 4× 10−3 distance from the
reference scenarios.

Data format impact on BER graph has almost same range as the FLP model with an
average of 3× 10−5 gap. SINR difference after applying data format is not far from refer-
ence scenarios according to Fig. 5.11. However, FXP model for both methods acts better
than FLP until roughly 30 dB SNR and then this patter reverses on favour of FLP model,
performing better than references by maximum of 10−3 dB deviation.
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Figure 5.10. Polarization projection enabled scenario: FLP and FXP model differences
against reference scenarios.
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Figure 5.11. Impact of data format on polarization projection.
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5.6 Scenario 6: UE 30,40

Closer direction of arrival angles for different UEs significantly reduces the system per-
formance. As shown in Fig. 5.12, BER curves of the new scenario are lying far from
reference scenarios and this decreasing pattern becomes stronger with increasing SNR
value. Reference BER performance beats this scenario by almost 0.1 difference which is
the largest gap comparing to other scenarios. It has an exponential behaviour from low
SNRs until 25 dB and then starts to converge.

Data format is again impacting this scenario and we can see the similar pattern in com-
paring with the references and FLP wins the comparison by roughly 20 times better per-
formance. Fig. 5.13 indicates that SINR is not an exception and again it has the largest
gap between FLP and FXP models in this scenario. Surprisingly, LC method has less
FXP-FLP difference than EZF method, with final difference points of 0.063 dB and 0.055

dB for EZF and LC EZF respectively.
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Figure 5.12. UE angles 30,40: FLP and FXP model differences against references.
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Figure 5.13. Data format impact on UE directions.
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5.7 Scenario 7: 64TRX

Spatial multiplexing and diversity are improved once more by applying larger antenna
array size for the BS and we expect this modification to enhance the system performance.
As it is clearly depicted in Fig. 5.14, there is a huge boost in BER performance especially
at large SNR values and EZF performed better than LC EZF, having 4×10−4 value after 50
dB SNR. Difference with the references are placed on top of each other meaning that FLP
and FXP models in this scenario lose same performance for both beamforming methods.

Data format affects this scenario less than references and it’s close to 0 difference be-
tween FLP and FXP models at large SNR values. SINR figure 5.15 is behaving unex-
pectedly since FXP performance seems to be more identical to FLP after 10 dB SNR,
however this improvement is only 10−3 dB.
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Figure 5.14. 64TRX BS antennas: FLP and FXP model differences against reference
scenarios.
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Figure 5.15. Data format impact on BS antennas number.
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5.8 Scenario 8: Power method

Iterative power method in simulations almost overcame its possible issues, including
enough number of iterations and eignevalue amplitude. BER performance tends to be
in favour of references for several SNR values less than 30 dB. This difference toggles in
the low SNR range between this scenario and reference cases, and after 30 dB, power
method SVD results in reduced BER values of 2.5× 10−4 approximately.

Applying data format to both beamforming methods shed light on almost similar loss as
seen in references for ∆BER graph in Fig. 5.16. FLP model of normal EZF introduces
SINR difference so that it performs better than FXP by roughly 10−3 dB. However, FXP
model of LC EZF leads to better results for SNR less than 42 dB and at higher SNR it
ends with higher SINR values for FXP model, as in Fig. 5.17.
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Figure 5.16. SVD power method: FLP and FXP model differences of power method
against references.
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Figure 5.17. Data format impact on SVD calculation method.
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5.9 Throughput

We noticed that throughput of FXP and FLP models are pretty similar and performance
loss would be negligible with this data accuracy of 16 bits. To state it clearly, throughput of
FXP and FLP models for larger PRB allocation size of 10 is shown in Fig. 5.18 and they
perform similarly, same behaviour for two beamforming methods. The rest of scenarios
follow the same trend and only FXP results are present.

Throughput is surged from 5.68 Mbps to 14.15 Mpbs in 10 PRB scenario in EZF method.
EZF and LC EZF methods throughput oscillate around the breaking point of 30 dB SNR
and EZF has higher data rate of 0.1 Mbps, while this gap reduces to 0.03 Mbps around
46 dB SNR.
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Figure 5.18. Data rate for 10 downlink PRB, FXP and FLP models.

64TRX and 2T4R scenarios achieved final values precisely same as references. As can
be seen in Fig. 5.19, breaking point occurs at lower SNR values, 7 dB and 3 dB SNR
earlier than references using 64TRX and 2T4R scenarios respectively. This gap remains
for lower SNR values in 2T4R scenario until it converges to 0 Mbps at 15 dB SNR, however
64TRX scenario meets references already at 20 dB SNR.
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Figure 5.19. 2T4R and 64TRX scenarios throughput using FXP models.

Fig. 5.20 tells us about MCS4 and UE3040 scenarios and how throughput performance is
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dropped with these configurations. Lower MCS index with 15KHz SCS achieved UE data
rate of 0.621 Mbps and this is valid for both EZF and LC EZF method, and the breaking
point is located at 5 dB SNR. The reference cases using same subcarrier spacing size
achieved 2.854 Mbps at high SNR range and this translates into 2.23 Mbps of differences.
Same scenario in case of using 30KHz SCS approaches the maximum data rate of 1.238
Mbps and breaking point of 6 dB SNR.

Another performance degradation is observed from smaller angular space between UEs.
This scenario, again, harmed system performance the most among other throughput
results. 1.254 Mbps and 1.103 Mbps the highest data rates achieved by EZF and LC EZF
respectively. Largest gap is found between LC EZF and references at 4.580 Mbps. LC
EZF performs better until 32 dB SNR and at higher SNR onward EZF is preferred over
LC EZF.
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Figure 5.20. MCS4 and UE3040 scenarios data rate difference.

Two scenarios of polarization projection and power iteration have quite similar data rates
as their references. Identical final throughputs are achieved from both, as shown in Fig.
5.21. The observed throughputs of 5.683 Mbps are similar with the reference scenarios
results.

Polarization projection leads to lower data rate for SNR values less than 26 dB. The
breaking point is observed at 27 dB SNR, and it reaches zero throughput almost 1 dB
earlier than references.

Decreasing subcarrier spacing size to 15KHz directly affects the throughput, which drops
by 50.14%. Moreover, the breaking points are shifted 1 dB earlier than references as
shown in Fig. 5.22. LC EZF throughput is placed at the same or higher level than normal
EZF, with 0.054 Mbps difference at 52 dB SNR.
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Figure 5.21. Polarization projection and SVD power iteration method throughput after
data format impact.
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Figure 5.22. 15KHz SCS scenario data rate.

5.10 Discussion and statistical observations

This section studies performance differences between FXP and FLP for all scenarios in
one figure. Furthermore, studies on data format impact is statistically visualized through
figures 5.23 and 5.24. Input values for these histogram plots are taken from results
considered earlier, including ∆BER and ∆SINR results.

Figure 5.23. Histogram of ∆BER = BERFLP − BERFXP.
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Figure 5.24. Histogram of ∆SINR = SINRFLP − SINRFXP.

Reference FXP models have smaller BER deviations from their FLP reference comparing
to test scenarios. LC EZF has smaller performance loss average and variance in terms
of BER, however EZF performs more ideally than LC EZF in tested scenarios. Scenarios
have larger averages and variances comparing to reference models, and EZF wins the
data accuracy of test scenarios with almost 4 times smaller mean and variance.

∆SINR is evenly impacted in reference cases and LC EZF similar to ∆BER performs
better than normal EZF method. In tested scenarios performance loss is lower in EZF
method in terms of both average and variance.
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6 CONCLUSION

This thesis work studies the performance of 5G communication systems, especially the
difference between fixed-point and floating-point models of digital downlink beamforming
with eigen-based zero-forcing. This comparison of system performance is vital in indus-
trial applications to have the outputs of system blocks aligned together in both models.
Additionally, system performance loss of data format impact on reference model is inves-
tigated and changes are compared for several system parameters. System models and
simulations are carried out within Nokia Networks resources. The thesis work, including
the main objectives and framework, as well as the most essential research outcomes is
summarized in Table 6.1.

Table 6.1. Summary of this thesis work.

Objectives FXP modelling of two EZF beamforming methods
and studying of data format impacts the perfor-
mance in practical implementations.

Time frame January 2020 - December 2020

Simulation environment Matlab

Measurement units BER, SINR, throughput

Transmission type Downlink from BS, MU-MIMO fading channel

Major tradeoff Extreme beamforming scenarios of a 5G down-
link transmission require high precision for the pre-
coding calculations. FLP computation is costly,
whereas, FXP is simple but less accurate.

Outcomes Performance loss due to FXP is less than 3% at ex-
treme scenarios which is negligible, and it is worthy
of data accuracy reduction and practical implemen-
tation feasibility.

Eight different scenarios were configured and simulated for both FXP and FLP models
of EZF beamforming. Moreover, a less computation intensive EZF beamforming which is
developed in Nokia simulators, so called LC EZF is studied. Scenarios are selected such
that the differences are clearly notable. Performance is evaluated using SINR and BER
parameters.

Fixed-point computation causes roughly 0.2% BER performance loss on average com-
pared to the floating-point, whereas maximum difference is 3%. SINR also degrades
2.3% on average and peaks at 37% in one scenario. FXP model is accurate enough for
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hardware implementation, especially when we consider all the benefits it offers. Differ-
ences between BER and SINR are practically negligible between studied beamforming
methods, in the order of 10−5 for BER and 10−3 for SINR.

Expected output difference on FXP model simulations can be directly obtained from these
analysis, such that 10−5 and 10−3 deviation in BER and SINR respectively doesn’t harm
the overall performance. Larger differences indicate either of inaccurate FXP modeling
or invalid simulation configurations.

Possible future works includes considering user scheduling, simulating with larger num-
ber of users, and expanding using FXP model for other downlink modules in addition
to beamforming. Additionally, Regularized EZF (REZF) beamforming and Iterative EZF
(IEZF) beamforming can be studied in terms of FXP model performance. Regularized
matrix inversion in REZF prevents poor performance when number of transmitting anten-
nas is not much greater than number of served user equipments, or similarly ill-posed
channel inversion scenario. IEZF has similar complexity as EZF but performs better in
low and medium SNR scenarios, using some initial beamforming weights and converging
approach.
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