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ABSTRACT
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Master of Science Thesis
Tampere University
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May 2020

Machine learning algorithms have achieved the state-of-the-art results by utilizing deep neural
networks (DNNs) across different tasks in recent years. However, the performance of DNNs
suffers from mismatched conditions between training and test datasets. This is a general machine
learning problem in all applications such as machine vision, natural language processing, and
audio processing. For instance, the usage of different recording devices and ambient noises can
be referred to as some of the causing factors for mismatched conditions between training and
test datasets in audio classification tasks. Due to mismatched conditions, a well-performed DNN
model in training phase encounters a decrease in performance when evaluated on unseen data.
To compensate the reduction of performance caused by this issue, domain adaptation methods
have been employed to adapt DNNs to conditions in test dataset.

The objective of this thesis is to study unsupervised domain adaptation using adversarial train-
ing for acoustic scene classification. We first pre-train a model using data from one set of con-
ditions. subsequently, we retrain the model using data with another set of conditions in order to
adapt the model such that the output of the model is condition-invariant representations of inputs.
More specifically, we place a discriminator against the model. The aim of the discriminator is
to distinguish between data coming from different conditions, while the goal of the model is to
confuse the discriminator such that it is not able to differentiate between data with different con-
ditions. The data that we use to optimize our models on, e.g. training data, have been recorded
using different recording devices than the ones utilized in the dataset used to evaluate the model,
e.g. test dataset. The training data is recorded using a high quality recording device, while the
audio recordings in the test set have been collected using two handheld consumer devices with
mediocre quality. This introduces a mismatched condition which negatively affects the perfor-
mance of optimized DNN. In this thesis, we simulate a scenario in which we do not have access
to the annotations of the dataset that we try to adapt our model to. Therefore, our method can be
used as an unsupervised domain adaptation technique. In addition, we present our results using
two different DNN architectures, namely Kaggle and DCASE models, to show that our method
is model agnostic, and works regardless of the used models. The results show a significant im-
provement for the adapted Kaggle and DCASE models compared to the non-adapted ones by an
approximate increase of 11% and 6% respectively in the performance for unseen test data while
maintaining the same performance on unseen samples from training data.

Keywords: domain adaptation, acoustic scene classification, unsupervised domain adaptation,
adversarial training, audio classification

The originality of this thesis has been checked using the Turnitin OriginalityCheck service.
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1 INTRODUCTION

Sounds carry information by which it is possible to recognize and perceive environments
and the events happening in them [2, 3]. Unique characteristics of each event and en-
vironment making them distinguishable for humans’ auditory system [2]. As a result, we
are easily able to recognize the sound events such as footsteps, bird singing, speech,
and music when we listen to our surrounding environment on a daily basis routine. On
top of that, we are capable of understanding and classifying the environment and back-
ground of a sound only by listening to an audio file, and without being present. Although
this task may seem trivial in the everyday life of humans, it has been a complex task
to mathematically formulate how the auditory system of humans works. Computational
acoustic scene analysis (CASA) has emerged in the audio community to find solutions
that can help machines to understand and recognize the source of acoustic scenes and
events [2].

One of the research fields that has been derived from CASA community is acoustic scene
classification (ASC). The goal of ASC is to train machines that are able to classify audio
recordings according to the environment – e.g. office, restaurant, street, etc – that they
have been recorded in [4]. As the number of wearable and handheld consumer devices is
extensively growing, it is of great significance to provide users of these devices with more
environment-related information in order to enable devices to operate more efficiently
and naturally in interactions with humans [5]. For example, a cellphone, as an handheld
consumer device, can automatically adjust its mode based on surrounding environments,
more specifically, it can automatically reject a call when its user is in a meeting, or provide
local information from the immediate environment [6]. The first set of methods used for
ASC were Gaussian mixture models (GMMs), hidden Markov models (HMMs), support
vector machine (SVM), and Non-negative matrix factorization (NMF) [7, 8, 9]. Thanks to
the recent advent of large-scaled dataset, the recent state-of-the-art results have been
achieved by the employment of deep neural networks (DNNs) [10, 11].

In spite of this flourishing results, DNN approaches do not work properly when it comes
to real-life applications [12]. There are different reasons that cause the current methods
deficient in validity of their performance. All causing factors normally affect the condi-
tions in which data have been collected [13]. In general, conventional machine learning
algorithms presume that the conditions in which training and test data have been col-
lected are similar, more formally, the marginal distribution of training and test data are
similar [14]. This rarely occurs in a more realistic scenario where the possibility of data
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collection for the development and evaluation at the same time is very low. Therefore,
different conditions such as various recording devices and recorder positions reduce the
performance of learning algorithms in the evaluation phase [12]. This problem is referred
to as dataset shift in various literature [13]. Domain adaptation addresses the problem
of dataset shift in the context of machine learning [14]. Using domain adaptation meth-
ods, we try to compensate the reduction of performance in the evaluation phase and
adapt DNNs to the conditions in test data in order to perform as similar as possible to the
obtained results in the development phase.

The structure of this thesis is organized as follows. Chapter 2 describes the ASC task and
introduce common acoustic features that are used in this task. This chapter also review
the background theory of artificial neural networks used in this thesis. Lastly, it presents
the theory behind learning from different dataset and reviews recent domain adaptation
works in order to address this problem. Chapter 3 contains the actual methodology used
to implement the work in this thesis. In Chapter 4, we discuss our experimental setup
and evaluation results during the implementation of our method. Eventually, Chapter 5
contains our conclusions, comments regarding our observations of the methods, and pos-
sible research that can lead to improvements over the results acquired using the method
introduced in this thesis.

A part of the research and obtained results leading to the fulfilment of this thesis have
been published in the Workshop on Detection and Classification of Acoustic Scenes and
Events 2018 (DCASE 2018).
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2 BACKGROUND

2.1 Acoustic Scene Classification

Information about our environment is transported through sound to our auditory system.
Sound contains information of sound events and sound scenes. A sound event is a
description that is used to identify and distinguish various auditory events originated from
physical objects within an environment such as the sound of a car passing by, a bird
singing, a car horn, etc [15]. On the other hand, sound scenes are descriptors of the
environment from which a sound is originated, e.g. park, street, home, etc. [2].

Computational analysis of sound events and scenes aims at employing computational
methods to learn a higher representation of sounds in order to address a task in different
applications. These tasks are categorized into classification and detection [2]. In audio,
detection refers to the process of locating the temporal position for active sound events.
However, classification refers to the process in which an input data (e.g. audio) is catego-
rized into one or multiple classes (i.e. single-label or multi-label classification). The focus
of this thesis is on the classification of acoustic scenes (Figure 2.1).

Acoustic Scene Classification System

Train

Park

Office

Street

In
pu

t
O

ut
pu

t

Figure 2.1. A schematic of acoustic scene classification system. A segment of audio
signal is used as an input to the system and an output is predicted as a semantic label
for the corresponding audio signal. The figure is adopted from [12].

An ASC system consists of 3 main steps: audio signal processing, learning, and recog-
nition [2]. Audio signal processing step is typically implemented through two phases.
First phase is the preprocessing of audio data in which audio segments are unified to
contain the same properties such as sampling rate. In addition, audio segments are
one-dimensional representation of sounds, and do not provide distinctive information for
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Figure 2.2. The component of a typical acoustic scene classification system. The figure
is adopted from [2].

classification purposes. Therefore, the feature extraction phase prepares the audio seg-
ments in order to be used as inputs for learning and recognition steps (discussed in
section 2.1.1). In learning step, we aim at developing an acoustic model for ASC. Sub-
sequently, in the recognition step, we employ the acoustic model to make predictions for
each unseen audio segment in an evaluation process.

2.1.1 Audio Signal Processing

Audio signal processing is the first step of an ASC system. It is usually organized in two
phases: preprocessing and feature extraction. In this subsection, we explain the reason
for using this two stages before applying machine learning algorithms on audio data.

Preprocessing

Datasets often contain samples collected from different sources resulting in inconsis-
tent properties of audio segments [2]. For example, audio segments are recorded us-
ing various recording devices and microphones may contain different number of chan-
nels, noises, and sampling rates. Preprocessing is done prior to the feature extraction
phase in order to unify the characteristic of audio segments and to amplify certain target
sounds [2]. In other words, it allows to fix the number of channels by down-mixing, and to
adopt a uniform sampling rate for all available audio segments. Additionally, we may sup-
press some ambient noises using noise suppression techniques in order to improve the
performance, and remove some overlapping sounds using source separation techniques
to reduce interference of sounds [2].

Feature Extraction

In contrast to image classification in which an image is directly employed as an input to
a classification system [16], in audio, there is a need to extract acoustic features from
raw audio. Acoustic features are used to reduce redundancy and achieve a compact and
expressive representation of audio data which are efficient in terms of memory usage
and the required computational power of classification systems [2]. Moreover, feature
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extraction can lead to the improvement on the performance of classification systems by
boosting the intra-class similarity, and simultaneously increase the inter-class variability
in extracted acoustic features [2].

Characteristics (e.g. amplitude) of a sound in its temporal waveform does not provide
adequate information for computational analysis of an audio signal in tasks such as ASC.
In the presence of additive noise, this representation is easily distorted resulting in an al-
tered waveform. In addition, the representation of audio signals in time domain introduces
redundancy to classification systems. To avoid this problem, spectral (i.e. frequency-
based) representation – that is a higher representation – of audio signals have shown
to be more robust features for audio classification and detection tasks[2]. Frequency do-
main representation, obtained by Fourier transform, contains the magnitude and phase
of each frequency (in audio the phase is discarded). In spite of that, the sheer repre-
sentation of signals in frequency domain lacks to depict a time-varying representation of
the frequencies spectrum. Since environmental sounds generally vary based on time,
the time-frequency representation, namely spectrogram, of an audio signal has been
adopted in the most recent state-of-the-art methods for ASC [10, 11]. To obtain the fre-
quency domain representation of an audio signal, we use short time Fourier transform
(STFT) in order to determine the constituent sinusoidal frequencies of short segments of
audio signals. In addition to frequency domain representation, this transformation allows
us to align the frequency information with time as the audio signals vary constantly [17].
Below, we describe some of the recent and common feature extraction techniques that
are utilized for the purpose of audio classification:

Short-time Fourier transform (STFT): The most prevalent method to transform a signal
into a sum of sinusoidal waveforms is the Fourier transform. In other words, the Fourier
transform decomposes a signal into its constituent frequencies (in Hertz). The discrete
Fourier transform (DFT) is one of the variations of Fourier transform used in many prac-
tical applications for finite and discrete signals. According to [18] for a discrete signal x
with the length of N , the DFT is formally defined as below:

X(k) =

N−1∑︂
n=0

x[n]e
−j2πkn

N (2.1)

Where X(k) is the calculated DFT at frequency k. In general, audio signals vary over time
and therefore are non-stationary. To apply the DFT on digital audio signals, we consider
only a short frame of an audio in which the audio signal is assumed to be stationary [2].
To do so, we first segment the audio into successive short frames – in the range of tens of
milliseconds. Subsequently, a windowing function , e.g. Hamming window, is applied to
each frame, and finally, the DFT is applied to each windowed frame. This process is called
short-time Fourier transform (STFT). In practice, the successive frames overlap with each
other in order to avoid drastic changes at the edges of each frame, and to prevent losing
information. In addition, there is an opposite relation for time and frequency resolution in
the STFT. More specifically, a wide window results in losing fast changes in time, but it
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creates a high resolution in frequency. In contrast, a narrow window is able to detect fast
changes in time at the cost of an inferior resolution in frequency [19].

Log mel energies: Psychoacoustic studies [20] proved that humans perceive the fre-
quency on a nonlinear scale. Inspired by this, mel – a logarithmic and subjective – scale
was introduced to convert linear frequencies into a different scale in which various fre-
quencies of sounds, that are perceived the same by humans, are placed in one band. In
other words, all frequencies are perceptually equal in one mel band. This is to simulate
the fact that the auditory system of humans is not capable of discerning any difference
between adjacent frequencies, and this effect becomes more noticeable as frequencies
increase [21]. The simulation of this effect can be seen in Figure 2.3.

Figure 2.3. The illustration of 20 mel filters (i.e. filter bank) to convert linear frequencies
(Hz) to mel scale. The figure is plotted using [22].

To obtain mel energies of an audio signal, we first compute the magnitude of the DFT
for each windowed frame (i.e. STFT) of the audio. This results in a time-frequency
representation in which each windowed frame contains the magnitude of the computed
frequencies. In addition, a linear frequency f (in Hertz) can be converted to mel scale
using following formula [23]:

m = 2595 log10

(︃
1 +

f

700

)︃
(2.2)

Then each coefficient in the magnitude of STFT is multiplied by the corresponding gain in
the mel filters. The results are accumulated to obtain the value of each bin in the calcu-
lated mel energies. The number of mel band in the spectrogram is equal to the number
of used mel filters. Finally, an element-wise logarithm operation is applied resulting in
log mel energies. This simulates the way humans react to changes in the loudness of a
sound. In other words, the auditory system of humans does not perceive the energies of
a sound on a linear scale.

Mel-frequency cepstral coefficients (MFCCs): One of the most popular acoustic fea-
tures for the automatic speech recognition (ASR) task is mel-frequency cepstral coef-
ficients (MFCCs) which represent the spectral envelop of a signal [24]. To obtain the
MFCCs, it is required to decorrelate the log mel energies. Since adjacent mel filters are
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Figure 2.4. Time and time-frequency domain representations of a 3-second audio record-
ing of a horse walking.

overlapping, the log mel spectral vectors of each frame are highly correlated with one an-
other. Therefore, after computing the log mel spectrum, a transformation which is called
the discrete cosine transform (DCT) is used to decorrelate the components of log mel
spectral vectors [25]. In addition, this results in reduced number of coefficients, since
the higher coefficients are discarded. More specifically, higher coefficients of MFCCs are
indicators of finer spectral details – e.g. pitch – which do not provide discriminative infor-
mation for ASR [26]. This has been shown to benefit simpler classifiers such as HMMs
and GMMs [24, 27].

2.1.2 Machine Learning for Acoustic Scene Classification

The ASC task investigates the computational analysis of sound scenes. Sound scenes
refer to the acoustic environments in which audio segments are captured such as home,
office, and street, to name but a few. The goal in ASC is to assign one of the prede-
fined class descriptors to each audio segment which correctly describes the environment
where the audio is recorded.

According to [28], machine learning algorithms learn from examples through experience.
In various applications, there are challenging tasks for which making a human-engineered
indicator cannot be efficiently implemented. On the other hand, machine learning algo-
rithms are to automatically build a mathematical model in order to find a solution for a
given task. Similarly in ASC, It is difficult, if not infeasible, to engineer a model by con-
ventional algorithms. However, machine learning methods have been shown as potential
algorithms to map the acoustic features into target class labels without being explicitly
programmed [29]. In other words, the goal of machine learning algorithms for ASC is
to learn a parametric model that maps a given acoustic feature into mutually exclusive
categories.

Developing of acoustic models using machine learning algorithms for ASC heavily rely on
data [2]. In practice, given the variability of acoustic scenes in real-life, there is a need for
extensive amount of audio to be used for training an acoustic model. For the ASC task,
each audio segment is accompanied by a reference annotation which refers to the envi-
ronment in which the corresponding audio is recorded. As mentioned in Section 2.1.1, in
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order to employ audio recordings in an machine learning algorithm, acoustic features are
extracted from raw audio segment. More specifically, in the learning step of an acoustic
model (Figure 2.2), the acoustic features are given as X ∈ RF×T where F represents the
number of acoustic features in each frame and T represents the number of frames used
in the STFT computation (explained in Section 2.1.1). In addition, the corresponding ref-
erence annotation y for each X (i.e. audio segment) is shown by a binary vector where
the length of the vector C is equivalent to the number of target classes, i.e. y ∈ {0, 1}C ,
in which only relevant class is represented by 1, while the rest of classes are represented
by 0. In this step, the pairs of X and y are used to train the acoustic model in which for
each X, model predicts an estimated output vector ŷ ∈ [0, 1]C which represents proba-
bility values for each target class. The class with highest probability value is considered
as the predicted class label. Lastly, an error is measured between y and ŷ in order to
adjust the parameters of the acoustic model. Once the learning step is completed, the
learned acoustic model is deployed in the recognition step (Figure 2.2) to be evaluated
for its performance on unseen X [29].

In general, any machine learning algorithm can be implemented in three different ways of
learning: Supervised, semi-supervised, and unsupervised. In supervised learning, each
sample of training data (i.e. data used in the learning step) contains a corresponding
reference annotation. On the other hand, in semi-supervised learning some and in unsu-
pervised learning none of the training data comes with reference annotations, or rather
the reference annotations of training data are not used. Although semi-supervised and
unsupervised learning can be applied as a way of learning for acoustic models in ASC,
as explained above and according to [2], ASC is generally considered to be performed
in supervised manner. In addition, most of the advances in ASC are made in supervised
learning.

The earlier machine learning algorithm applied to ASC involved the usage of HMMs and
GMMs which were inspired by the intensive usage of them in ASR. In [4], the authors de-
veloped a GMM model for each target acoustic scene with 32 components. This acoustic
model was trained using expectation–maximization algorithm, and it extracted MFCCs
from raw audio segments. In [30], the acoustic model is a SVM classifier using a radial
basis function (RBF) as the kernel. In addition, Bisot et al. in [8] employ an NMF as
the ASC system to reduce the cost in ASC. However, most of the recent approaches in
addition to state-of-the-art results are based on the usage of artificial neural networks,
specifically convolutional neural networks [10, 11].

2.2 Artificial Neural Networks

This section reviews artificial neural network (ANN) and its various architectures with a
focus on convolutional neural networks and deep learning.

Recognition of a face or detection of a sound is an intuitive and routine task for most
of the human beings, however, these tasks had not been successful for machines until
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Figure 2.5. The structure of one perceptron.

recent years by progress in ANNs [15, 31, 32]. For many years, scientists searched for
ways to make intelligent computers to think and predict instead of being hard-coded [33].
The first attempt which paved the way for the current state of ANNs was implemented
by Warren McCulloch and Walter Pitts [34]. They published a paper in which they intro-
duced a mathematical model of neural networks. In 1958, Inspired by biological neural
networks, Frank Rosenblatt created perceptron (i.e. artificial neuron) with mathematical
notations [35]. ANNs have been defined as a system of interconnected computing nodes
by which they process the information using their dynamic state response to external
inputs [36]. The architecture of a simple perceptron (Figure 2.5) is made up of a node, in-
puts, weights, and an output which simulate biological neuron components: cell nucleus,
dendrites, synapse, and axon respectively [37]. A perceptron is formally defined as:

z = (
N∑︂
i=1

wixi) + b , and (2.3a)

y = f(z) (2.3b)

where for N number of inputs, the contribution of each input xi to the output y is deter-
mined by a weight wi. b is a bias term, and f is a function applied to the output of the
Equation 2.3a. In ANNs, perceptrons are divided into separate groups called layer. The
perceptrons of each layer receive the input form all perceptrons in the preceding layer,
and their output is connected to all perceptrons in the succeeding layer. Figure 2.6 de-
picts a simple ANN consists of one input layer, one hidden layer, and one output layer
[38]. The size of ANNs can be extended by augmenting the number of hidden layers or
the number of perceptrons.

Equation 2.3a illustrates a linear operation for the computation of z. Most of real-world
problems are not linearly separable, and without nonlinear functionality, ANNs are not
able to solve real-world problems. Therefore, ANNs typically consist of nonlinear opera-
tions which are implemented using nonlinear functions at the output of perceptrons (i.e.
f in Equation 2.3b). These nonlinear functions are usually called activation functions
which enable ANNs with the capability of untangling and representing the existed nonlin-
earity patterns inside a dataset. They also provide ANNs with the potential for creating
nonlinear decision boundaries. Below, commonly used activation functions are reviewed:
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Figure 2.6. The topology of an ANN with one hidden layer.

Logistic function:

σ(z) =
1

1 + e−z
(2.4)

This activation function takes real-valued inputs and outputs values in the range of (0, 1).
Apart from non-linear characteristic of the logistic function (S–shaped curve in Figure
2.7), this function is monotonic and continuously differentiable. However, there are draw-
backs which cause this function fall out of interest in recent ANN models. For example,
the output of this function is not zero centered which makes the optimization of ANNs
harder. More importantly, logistic function saturates in large negative or positive values
meaning it responds very little to changes in large positive or negative inputs, resulting in
a very slow optimization process. Logistic function is also called sigmoid function.

Hyperbolic tangent (TanH):

tanh(z) =
ez − e−z

ez + e−z
(2.5)

Tanh function is nonlinear, and it is similar to sigmoid function. It can be counted as a
rescaled version of the sigmoid function, tanh(z) = 2σ(2z) − 1. It squashes any real-
valued number in the range of (−1, 1), and in contrast to sigmoid, its output is centered
at zero (tanh(0) = 0) which makes the optimization of an ANN model easier.

Rectified linear unit (ReLU):

ReLU(z) = max(0, z) =

⎧⎨⎩0 for z ≤ 0

z for z ≥ 0
(2.6)

ReLU has been the most popular nonlinear activation function in recent ANN models [39].
For negative values, ReLU outputs zero which inactivates its perceptron and increases
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the sparse representation inside an ANN model. Whenever z (input) is positive, it acts as
a linear unit meaning it outputs the value itself.

Softmax:

softmax(z)i =
ezi∑︁K
j=1 e

zj
, for i = 1, . . . ,K (2.7)

Softmax is generally used at the output layer of ANNs, specially for classification tasks.
The above formula shows the calculation of softmax value for class i out of K target
classes for vector z [40]. It normalizes the value for each class between 0 and 1 such
that the sum of values for all classes is 1. In other words, the output of this function is
interpreted as the probability distribution over all target classes [1].

Figure 2.7. Illustration of sigmoid (blue), TanH (green), and ReLU (red) activation func-
tions. It is clearly visible that the sigmoid and TanH saturate for large negative and positive
values. However, ReLU is linearly increasing for positive values in an unbounded fashion.

2.2.1 Training Process of ANNs

Thus far, we have reviewed the basic architecture of ANNs and the means of expanding
them. In this section, we study the way ANNs are trained in a supervised classification
task.

The first step in training an ANN model is the initialization of its parameters (i.e. θ in
Equation 2.8). This is done either by random values or using initialization methods such
as He [41] and Xavier [42]. In addition, any classification task in supervised learning
needs annotated dataset where each and every data sample is accompanied with one
corresponding target annotation in case of single-label or multiple target annotations in
case of multi-label classification tasks. The components of a sample of data are applied
as the input layer (i.e. the first layer) of an ANN, and it is passed to the next layers as it is
processed – meaning the output of each perceptron is computed as shown in Equation
2.3. Therefore, output and hidden layers of the ANN receive the data from their preceding
layer in the network. The aim of this phase is to calculate the output values, i.e. prediction
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probabilities, of each target class. This procedure of traversing the information from input
to output in an ANN model is called forward pass [43].

Once the forward pass is completed, an error is computed using a comparison between
reference annotations and predicted outputs by the ANN model. In other words, the error
measures how far the predicted outputs are from the corresponding target annotations.
The error function is usually addressed as objective function, loss function, or cost func-
tion [1]. A general formulation of a cost function is illustrated in Equation 2.8:

g (θ) =
N∑︂
i=1

L(f(xi; θ), yi) (2.8)

where L is per-example cost function, f(xi; θ) is the predicted output (i.e. ŷi) of the model
for the input xi, yi is the corresponding target annotation for input xi, and N is the number
of samples used in the computation of the cost function g. Assuming the total number
of training samples is M , the computation of g can be implemented using one sample
(i.e. N = 1), a mini-batch of samples (i.e. N < M ), or based on entire training data (i.e.
N = M ).

Annotated dataset

Artificial neural network

Error calculation

Perfornace
Evaluation

Predicted
outputs

Data samples

Annotations

Figure 2.8. The block diagram of training process for ANNs.

One of the most commonly used cost functions for classification tasks is cross entropy
[38]. It is a similarity measure of two probability distributions. In other words, cross
entropy measures on average how many bits are needed to encode an event from an
estimated distribution q by a model (e.g. ANN) instead of using the true distribution p [1].

H(p, q) = −
∑︂
i

pi log(qi) (2.9)

In the context of ANNs, p can be replaced with target annotations, i.e. y, and q can be
replaced with the predicted outputs of a model, i.e. ŷ. For example, in a one-hot encoded
setting for a single-label multi-class classification task (with K number of target classes)
where the output layer of an ANN involves a softmax activation function, the value of p is
one for a single target class o, and zero for other classes. Therefore, the cross entropy
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cost function for a single sample can be translated into

H = − log(
eŷo∑︁K
j=1 e

ŷj
). (2.10)

In order to improve the prediction power (i.e. performance) of an ANN model, it is required
to minimize the error calculated by the cost function. To do so, the gradient of the cost
function is calculated with respect to each parameter and propagated backwards using
chain rule algorithm [44]. This phase is called backward pass. The backward pass in
Figure 2.8 is indicated with yellow color. The completion of one forward and backward
pass in called one iteration.

Input	layer Output	layerHidden	layer

Figure 2.9. The illustration for the backpropagation of error g with respect to parameter
w1
11. The bias terms are omitted for simplicity.

Figure 2.9 is an example to present the computation of the error, i.e. g, backpropagation
with respect to parameter w1

11 in a simple ANN using chain rule algorithm. The param-
eters are denoted by wl

ij formation where each w connects the ith node (or perceptron)
of layer l to the jth perceptron of layer l + 1. Considering Equation 2.3b, we define the
output of activation function f for perceptron k from layer l as:

f(zlk) = olk (2.11)

As it is shown by Figure 2.9, the irrelevant paths from output to any point other than X1

through the perceptron shown by the blue color in the hidden layer is inactive because
they do not contribute to the backwards propagated value of the error with respect to
parameter w1

11. The value of this error backpropagation is associated with the error com-
ing from two paths in the ANN. Each path is originated from one of the perceptrons in
the output layer. Considering output o31 and discarding the bias terms for simplicity, we
calculate the chain rule algorithm backwards as:

φ1 =
∂g

∂o31

∂o31
∂z31

∂z31
∂o21

∂o21
∂z21

∂z21
∂w1

11

. (2.12)
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Doing the same for the path originated from output o32 backwards to w1
11, we obtain:

φ2 =
∂g

∂o32

∂o32
∂z32

∂z32
∂o21

∂o21
∂z21

∂z21
∂w1

11

. (2.13)

Now that the backwards propagated error from both paths are calculated, we can derive
the total error backpropagation of g with respect to parameter w1

11 as:

∂g

∂w1
11

= φ1 + φ2. (2.14)

The calculation of error propagation in backwards for other parameters in ANN shown
in Figure 2.9 is calculated using the same concept presented by chain rule. The only
difference is the paths involved for computation of each parameter differ from other pa-
rameters. In general, the same computational algorithm is used even for more complex
ANNs regardless of the number of layers and perceptrons.

Once the gradients are estimated, the value of each parameter is updated using an op-
timization method in order to decrease the value of the error. In contrast to conventional
optimization approaches, optimization is performed indirectly for ANNs. This means that
in order to increase the performance of ANN models, it is required to reduce the value
of cost function during the training process. In other words, we pay attention to the min-
imization of cost function with respect to indirectly maximizing the performance of the
model [1]. In addition, due to the importance of the generalization performance in ANNs,
the convergence criteria of an ANN model cannot be solely based upon the training set.
Instead, early stopping technique is used to cease the training process whenever the per-
formance of the model cannot be improved any further over a validation set of data[45]. In
general, the problem of optimization for ANN models is unconstrained problem and non-
convex unless some regularization techniques have been applied to the cost function as
constraints [1].

One of the most utilized optimization algorithms for ANN models is gradient descent.
This algorithm is an iterative and first-order optimization method meaning it updates the
parameters of a model using only their first derivative. The three main variants of the
gradient descent algorithm are batch, stochastic, and mini-batch [1].

Batch gradient descent computes the gradient of a cost function with respect to the pa-
rameters of the model based on entire training set. Although it computes the exact gradi-
ents, however, it can be very expensive and slow. It needs to fit all the training samples
to a memory which is not always possible. In addition, it does not allow an online update
of parameters when a new example added to the training set. In contrast, stochastic
gradient descent (SGD) computes the gradient of a cost function based on each sample
in the training set. Updating the parameters based on one sample, SGD allows us to
update in an online manner. However, this method suffers from high variance for param-
eters update leading to a noisy cost function and keeps overshooting and making the
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Figure 2.10. An exemplar of gradient descent algorithm depicting how the algorithm
utilizes the first derivative of the cost function to move towards the minimum cost.

convergence to the exact minimum point very difficult. Therefore, stability is an issue of
this gradient descent variant.

Minibatch gradient descent uses the best of two previous techniques and updates the
parameters based on small batches of training samples (i.e. minibatch) each time. By
doing so, it increases the stability of convergence due to the less variance of parameter
updates. However, the computed gradient of cost function g using this technique is an
estimation of the exact gradient calculated with batch gradient descent. This is because,
in minibatch gradient descent, the gradient of cost function g is computed using a small
number of samples (i.e. a minibatch) instead of entire training dataset. This integrates a
noise into the optimization process which is present even at the resulted local minimum
[1]. Moreover, the samples in each minibatch should be selected randomly and indepen-
dently from each other to prevent the aggravation of integrated noise – by sampling only
from a few target classes instead of all – in the estimated gradient value [1]. Considering
the cost function g(θ) introduced in Equation 2.8, minibatch gradient descent updates the
parameters (i.e. θ) of ANNs by the following formula:

θ ← θ − ηk∇θg (2.15)

where ∇θg is the gradient of cost function g with respect to parameters θ, and ηk is a
learning rate at iteration k.

As it is shown in the Equation 2.15, learning rate η is a hyperparameter and a function of
the iteration variable k. The adopted value of this parameter plays an important role in the
optimization of ANNs. If it is set too high (e.g. > 1.0), we may diverge and overshoot the
optimum value (desired local minimum). However, if it is too low (e.g. < 1e−6), the time of
convergence will unnecessarily take long, and it may not converge to a local minimum [1].
We practically call for decaying the learning rate over time in minibatch gradient descent,
and it is why we consider learning rate at iteration k despite the possibility for retaining a
fixed learning rate in batch gradient descent. According to [1], choosing the right value for
the learning rate should be based on try and error, and it is common practice to decrease
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initial learning rate η0 until some iteration τ (ητ is the value of learning rate at iteration τ ),
and after that fix it to a constant value:

ηk = (1− α)η0 + αητ , and (2.16)

α =
k

τ
(2.17)

As mentioned above, calculation of gradient based on a mini-batch of data (and not all
training samples) is an approximate of the exact gradient and, therefore, noisy [1, 46].
This slows down the optimization process. Momentum is an enhancing term integrated
into the basic minibatch gradient descent algorithm in order to help the problem of slow-
moving pace in optimization procedure [44]. Momentum accelerates the optimization
process of ANNs by steering the gradient in the right direction and alleviating oscillations
in irrelevant directions. In other words, it leads to faster and stable convergence and
reduces the oscillations of gradient descent algorithm due to noises in the data. To do so,
momentum uses an exponentially moving average of past gradients to keep track of their
directions [47]. Doing so, more number of training samples are involved in the calculation
of momentum and subsequently updating parameters. In comparison to the update rule
of minibatch gradient descent in Equation 2.15, There is one extra step for updating the
momentum [1]:

υ ←− αυ − η∇θ

(︂ 1

N

N∑︂
i=1

L(f(xi; θ), yi)
)︂
, and (2.18)

θ ←− θ + υ (2.19)

Where υ is the velocity vector (i.e. momentum) that keeps track of previous gradients and
α is a hyperparameter (α ∈ [0, 1)) which shows the degree of impact of previous gradients
on the direction of the current one. In contrast to physics which defines the momentum
as a multiplication of mass and velocity, in learning algorithms, mass is considered to be
unit. Therefore, momentum is equivalent to velocity [1].

Optimization Algorithms with Adaptive Learning Rates

Finding the optimal value for the learning rate is not a simple task. The value of this
hyperparameter can considerably affect the performance of ANN models. In addition,
the cost of optimization is not equally sensitive for all directions in the parameter space.
Therefore, it reasonably suggests to update each parameter with a different learning rate.
Despite the fact that momentum reduces the oscillation of gradient towards irrelevant
directions to a certain degree, it introduces another hyperparameter to the optimization
algorithm. The advent of optimization algorithms with adaptive learning rates is to solve
this issue [1].

Adam optimizer: This algorithm [48] is one of the most popular optimization methods
with adaptive learning rate. This method employs the moving average of past gradients
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and squared gradients. They can be referred to as the first and second order moments
of past gradients which indicate the emergence of the name Adam which is derived from
adaptive moments. Adam also solves the issue of initialization bias in an earlier version of
optimization methods with adaptive learning rates [49]. As shown in Algorithm 1, the first
and second moment variables are initialized by vectors of zero. In addition, initial values
of decay rates (i.e. ρ1 and ρ2) are close to 1 for the moment estimates in the initial steps of
optimization process which lead to biased estimates of moment variables towards zero,
and force for larger initial steps in optimization [47, 48]. This is resolved in Adam by cor-
recting the bias in the values of moment estimates before updating them (Algorithm 1).

Algorithm 1 The Adam algorithm. The algorithm is adopted from [1].

Require: Learning rate η
Require: Initialize ρ1 and ρ2 in [0, 1).
Require: Small constant δ used for numerical stabilization.
Require: Initialize:

Parameters θ
1st and 2nd moment variables: s = 0, r = 0
Time step t = 0
while stopping criterion not met do
{(x1, y1), (x2, y2), . . . , (xN , yN )} ▷ Sample a minibatch from the training set

g′ ←− 1

N
∇θΣiL(f(xi; θ), yi) ▷ Compute gradient estimate

t←− t+ 1
s←− ρ1s+ (1− ρ1)g

′ ▷ Update biased first moment
r ←− ρ2r + (1− ρ2)g

′ ⊙ g′ ▷ Update biased second moment
ŝ←− s

1−ρt1
▷ Correct bias in first moment

r̂ ←− r
1−ρt2

▷ Correct bias in second moment

θ ←− θ − η ŝ√
r̂+δ

▷ Update parameters
end while

Challenges in the optimization of ANNs

The optimization of ANNs is a very challenging task regardless of the used optimization
algorithm. An objective function which is a convex function of ANN parameters provides a
global minimum since the local minimum of the function is considered the global minimum
[1]. However, a non-convex function of ANN parameters can contain a large number of
local minima with large values, and settling in these points may prevent the optimization
process from further reduction of the error which results in an underfitted ANN model.
Despite this issue, Goodfellow et al. in [1] state that for adequately large ANNs, prag-
matically there are many local minima with low cost, Therefore, this cannot be a practical
problem in the optimization of ANNs. However, settling in saddle points can hinder the op-
timization algorithms from further reduction of the error. Saddle points are critical points
placed on the surface of a function where its derivative is zero but it is counted neither
a local minimum nor a local maximum [50]. Goodfellow et al. express that saddle points
are more problematic for optimization algorithms since these points are extensively ubiq-
uitous in higher dimensional spaces compared to local minima. Lastly, the problem of
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exploding gradients is another challenge in the optimization of ANNs. This issue occurs
when the update value for parameters changes drastically and becomes very large. This
can be a result of multiple multiplications of parameters with large values. This issue can
be solved using gradient clipping such that any large gradient update which leads to the
update of parameters with large amount is diminished to a predefined value [1].

2.2.2 Deep Neural Networks

Frank Rosenblatt created the perceptron decades ago [35], however, ANNs would not
gain as the popularity of current time for many years thereafter [51]. One of the break-
throughs which can be counted as a milestone for the popularity of ANNs is the de-
ployment of backpropagation method for adjusting the parameters of ANN models [51].
Although the concept of backpropagation was first introduced in control theory [52], it was
employed for the usage in training ANN models in 1986 by Rumelhart et al. [44]. Apart
from this advancement, There was a need for faster processors than central processing
units (CPUs). Therefore, the utilization of graphics processing units (GPUs) played an
important role in the progress of ANNs as well [1]. In addition, ANNs are data-driven
models which heavily rely on data to learn the true representation of their inputs. The
lack of annotated data in many tasks as well as hardware limitations, i.e. low capacity
memories, hindered the progress of ANNs [1, 16]. Solving these issues opened a new era
in the field of artificial intelligence (AI). Since then ANN models have solved previously
impossible tasks for machines such as image classification and speech recognition. The
more complicated a task has been, the more complex ANN models have become [1].
This has been achieved by increasing the number of hidden layers, and the number of
perceptrons in each layer. These complex models have been referred to as deep neural
network (DNN) or deep learning.

As the number of hidden layers increases in DNNs, their potentiality to outperform pre-
vious shallow networks escalates as well. However, this causes DNNs susceptible to
overfitting to the training data [53, 54]. As a result of overfitting, DNNs perfectly perform
on the training set, however, they are not able to generalize well for unseen data, hence
it raises the generalization error. This is due to the large number of parameters in DNNs
and their exceptional ability to perfectly fit to a set of data.

Figure 2.11. the left side image shows a complex model which perfectly separates two
classes of data in training set, while the right side model is much simpler in terms of
complexity and shows misclassification of few points in a training set. However, the right
side model may generalize better for unseen data. The figure is adopted from [55].
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Regularization plays an important key in the training of DNNs to prevent this issue [1].
Regularization is a technique applied to learning algorithms in order to decrease the
generalization error. To compensate for overfitting, some regularization techniques have
been introduced to cope with the overfitting problem, and to assist DNNs in training phase
to capture more generalized features of data in order to motivate the performance of
DNNs for unseen data as well.

In large neural networks where all their parameters are learned together, it is common
for the parameters of DNNs to present an asymmetric pattern in terms of predictive ca-
pability. This means that some of the parameters have more predictive power compared
to other ones. After training DNNs for large number of iterations, this phenomenon be-
comes more prominent such that only a small number of parameters are trained and the
rest are disregarded and left with less predictive power. This problem, which is called Co-
adaptation, limits the predictive capability of DNNs. One of the well-studied techniques
to prevent this problem is dropout [56]. Dropout randomly eliminates perceptrons and
their connections which results in various lighter networks for each iteration. This pre-
vents training only with a fraction of parameters, and stimulates the usage of all available
parameters in DNNs in order to boost the predictive capacity of DNNs.

Figure 2.12. An illustration of dropout technique applied to a simple ANN shown in the
Figure 2.6. The marked perceptrons with "X" are the eliminated perceptrons, and they
are disconnected from the perceptrons in preceding and succeeding layers.

Another method that assists DNNs in easier and faster optimization is batch normaliza-
tion [57]. It is a common practice in machine learning to normalize the input data if the
values of different features are at contrasting scales, because it increases the speed of
convergence in optimization algorithms for DNNs during training process [58]. The batch
normalization addresses the same issue inside DNNs which is called internal covariate
shift (covariate shift will be discussed in details in Section 2.3.1). After each iteration and
updating the parameters of a DNN, its parameters change accordingly. The change in the
parameters of an internal layer causes the distribution of inputs to the next layer changes
as well. This results in a slower optimization and significantly harder training process. To
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solve this issue, batch normalization introduces the concept of normalization to inputs of
each internal layer. To do so, instead of hardcoding the normalization so that the values
are normalized between [0, 1], it inserts two normalization parameters, i.e. γ and β, into
the set of original parameters of DNNs to scale and shift the normalized output values
for each mini-batch of data. Doing so, it allows the parameters to be learned by back-
propagation process. It has been shown to speed up the training process much faster. In
addition, it allows for the choice of higher learning rates during optimization process [57].

2.2.3 Feedforward Neural Networks

Feedforward neural network (FNN) is a network of perceptrons in which there is no in-
ternal feedback, and the flow of the information signal is headed from perceptrons in the
input to perceptrons in the output layer [59, 60]. Similar to other ANNs architecture the
goal of the FNNs is to estimate a function that maps inputs to an desirable output using
a set of parameters (θ).

The simplest version of FNNs is single-layer perceptron where the input and output layers
are the same. The early design of these versions used a linear threshold unit as the
activation function. In 1969, Minsky and Papert [61] showed that a single-layer perceptron
is not capable of learning XOR function. However, they did not deny this possibility for a
multi-layer perceptron network.

The more recent version of FNNs is the multi-layer perceptron (MLP) (illustrated in Figure
2.6). In contrast to a single-layer perceptron, an MLP with a hidden layer is capable of
approximating any bounded measurable function to any arbitrary degree [62]. In practice,
not one perceptron, but the stacked version of them in different number of layers shapes
the final MLPs. Except from the input and output layers, the number of hidden layers can
be from one to as many as desired [62]. Any given perceptron in a layer is connected to
all perceptrons of the next layer. The number of perceptrons in the output layer depends
on the number of categories of interest in the classification task. In general, the number of
hidden layers in ANNs can be an indicator of capability of the network to model complex
representations [62]. The more number of hidden layers is equivalent to greater ability
of the network in expressing higher representation of input data [54]. This ability of the
network for extracting higher and more complex representation of input data eases the
need for preprocessing and feature engineering techniques, and allows the network to
use lower-level representation of data as inputs.

2.2.4 Convolutional Neural Networks

Convolutional neural network (CNN) has been one of the significant milestones in the
development and deployment of DNNs in different applications. Having been introduced
decades ago to the field of machine learning [63, 64], CNN is still a constituent element of
the networks used in recent state-of-the-art results for challenging tasks specially image
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classification [16, 54]. The topology of CNNs allow for receiving inputs of 1D to 3D di-
mensions [1]. As it can be denoted by the name of these networks, the main operation of
CNNs is a linear transformation, namely convolution. Multiple characteristics of CNNs
have made them a better practical solution compared to MLP networks:

• The output of CNNs is dependent on the input size, kernel size, zero padding, and
strides. Whereas, the output of MLPs is independent of the input size [65].

• In contrast to MLPs, CNNs leverage the ability of utilizing spatially correlated fea-
tures of small regions in inputs, this means that every point in the output of a CNN
is affected by a small region of the input called receptive field.

• Due to the shared parameters of a kernel that slide on input, CNNs are capable of
cutting down many unnecessary parameters while keeping the relevant information
for the task of interest. This also reduces the memory usage due to the storage of
less number of parameters. Subsequently, pooling layers (will be discussed later in
this section) are advantageous to reduction in the number of linear transformations
in convolutional layers by shrinking the size of the data.

• In contrast to the restriction in MLPs in which inputs are shuffled, flattened, and the
order of input shape has to be changed, CNNs are able to receive inputs in their
original shape and dimension.

The discrete convolutional operation of 2D CNNs consisting of Ko kernels K ∈ RKc×Kh×Kw

– where Kc is the number of input channels, and subscripts h and w respectively refer to
the height and width – for an input I ∈ RKc×Ih×Iw , and with unit stride and zero padding
(will be discussed later in this section) computes output O ∈ RKo×Oh×Ow for each kernel
K as:

Oko,oh−Kh,ow−Kw =

Kc∑︂
kc=1

Kh∑︂
kh=1

Kw∑︂
kw=1

Ikc,ih−kh,iw−kwKko,kh,kw (2.20)

In CNNs, channel refers to a third dimension in inputs which corresponds to depth, and
due to the popularity of CNNs in computer vision applications, the term channels has
been adopted by the majority in this field. For example, a black and white image consists
of one channel. Whereas, the pixels of an RGB image contain values for three channels
of red, green, and blue.

According to Equation 2.20, the points (i.e. pixels) of a small and localized region of
the input feature map (i.e. I) are multiplied by the points of the kernel (i.e. K), also
known as filter. The size of kernel is typically smaller than the input size. Therefore, we
slide the kernel over the input in order to calculate the dot products of the kernel and the
receptive field of the input which is covered by the kernel. To clarify the calculation in
convolutional layers, we provide an example of convolutional operation in CNNs. Figure
2.13 demonstrates the values of an input feature map and kernel. In this example, since
the number of channels is assumed to be one, the input feature map and the kernel are
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of 2D dimensional shape.

0 1 2

0 2 0

1 1 0

1 0 2 0 1

1 3 0 1 0

2 0 1 2 0

2 0 2 1 1

3 2 0 2 0

Figure 2.13. The left table (grey color) shows an input feature map of size (5 × 5), and
the right table presents the values of a (3× 3) kernel.

In Figure 2.14, the green highlighted region shows the elements of receptive field on the
input feature map which are multiplied element-wise by the kernel values. In order to
compute the output feature map (i.e. O) of convolution, the results of multiplications are
summed up to compute the final value in the output feature map at each location which is
illustrated with red color. In practice, after summation, a bias value will be added to find
the final output value which is omitted in this example for simplicity.
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Figure 2.14. Computing the output values of a discrete convolution between the input
and the kernel presented in Figure 2.13

In practice, The number of output feature maps of one convolutional layer is equivalent to
the number of used kernels. In addition, the number of channels of each kernel equals
to the number of channels in input feature maps. Therefore, in Figure 2.14, using one
kernel results in one output feature map (i.e. yellow window).

Strides can be viewed as a method of subsampling in convolutional layers. Strides refer
to the distance between two consecutive positions of a kernel along each axis [65]. We
can skip some of the positions of input feature maps when performing convolution using
strides greater than one. This shrinks the number of performed computations, at the
expense of loosing some details at the representation of output feature maps. Figure
2.14 illustrates 1× 1 strides in convolutional operation.
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Zero padding is the process of adding zeros at the boundaries of an input feature map
along an axis before convolutional operation. As depicted in Figure 2.14, convolutional
operation without any zero padding shrink the size of output feature map. This shrinkage
occurs at each convolutional layer put a constraint over the demonstrative ability of CNNs.
In other words, the number of convolutional layers, which could be utilized in an CNN,
is automatically limited. This occurs because adding convolutional layers shrinks the
dimension of output feature maps, and at some point, it will be of dimension 1 × 1 on
which convolutional operation is not considered logical. In addition, zero padding can
prevent losing information in the boundaries of input feature maps. Mathematically, each
convolutional layer without zero padding as well as unit stride shrinks the dimension of
output feature maps by:

WO = WI −WK + 1 (2.21)

where WO, WI , and WK refers to the width of an output, input, and kernel respectively.
Equation 2.21 implies that this limitation in capacity of CNNs is more perceptible as the
size of kernels gets larger. This type of convolution without zero padding is well-known
as valid convolution. To solve this problem, another method for implementation of con-
volutional layer is used in which the input feature map is padded with a number of zeros
in each axis in order to obtain an output size of the same size as in the input feature map.
This convolution is referred to as same convolution. However, in this convolution, the
points (i.e. pixels) near to the edges of inputs are underrepresented in the output feature
map compared to the central points in the input feature map. The third form is called
full convolution. This type of convolution addresses the problem noted in same convolu-
tion. In full convolution, each point in the input feature map is visited by kernel the same
number of times to represent the same potency of points irrespective to their position in
the input feature map [1, 65]. A downside to this method is that learning a kernel which
perfectly extracts meaningful features at all positions of the input is not trivial [2].

Pooling is a practical technique used as a building block in CNN to make the output of
convolutional layers robust to small changes in inputs [66]. A pooling layer is typically
placed between two consecutive convolutional layers. Similar to a convolutional layer, it
employs a small window to slide over a localized rectangular neighbourhood of its input,
but instead of using a linear combination to compute the output value in each window
[67], it calculates either the average or max value of that rectangular region. Average and
max pooling are the most common used methods in the implementation of pooling layers.
In some tasks, the pooling layer performs only on one axis due to the necessity of trans-
ferring the information on one axis of feature maps to the output [68]. An example of this
can be found in sound event detection task (SED) in which pooling cannot be performed
on time axis of input feature maps otherwise the information regarding onset and offset of
sound events happening in a sound clip is discarded. The main leverage of using pooling
layer is to make the output of convolutional layers invariant to small changes (e.g. noises)
in input [1]. In other words, pooling layers pay attention to extracting certain features



24

and ignoring the exact position of them in feature maps. As a consequence of pooling
operation, the size of output feature maps are shrunk each time causing the number of
computations needed in the following layers of a CNN less cumbersome resulting in the
enhancement of efficiency in memory usage for storing parameters of the network.

1 3 2 0

2 3 1 1

2 0 1 5

4 0 2 0

Max 
pooling

Average 
pooling 3 2

4 5

2.25 1

1.5 2

Figure 2.15. An example of two popular variants of pooling operations, i.e. max and
average pooling, with input size of (4 × 4), kernel size of (2 × 2), and strides of size 2 on
both width and height axes.

A deep CNN is typically built of stacking blocks of simple operational layers. The simplest
convolutional block is mainly comprised of three operational layers: convolution, non-
linearity, pooling layers.

Pooling PoolingConvolution

Dog

Fully	connected	layers

Convolution Flatten

Figure 2.16. A convolutional neural network followed by fully connected layers for image
classification task.

Figure 2.16 presents an example of a straightforward CNN. The output of a convolutional
layer is typically passed through a non-linearity function such as ReLU in hidden layers
and softmax in the output layer (This stage is skipped in Figure 2.16 for simplicity). It is
also possible to use less number of pooling layers compared to the number of convolu-
tional layers in a network. In practice for a general classification task, we usually add fully
connected layers at the end of convolutional blocks to calculate the probability involved
with each class given the input data.

2.3 Domain Discrepancy

Domain discrepancy is one of the main concerns of machine learning algorithms. This
section first introduces the causing factors for domain discrepancy, i.e. dataset shift.
Then, it presents the domain adaptation methods to cope with the dataset shift problem
by reviewing main recent works in this field.
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2.3.1 Dataset Shift

Having learned a representation for a set of data samples, a model is able to automat-
ically predict desirable variables in a given task. Considering the performance of the
model in the development phase, we expect the model to perform relatively similar in the
evaluation phase. This is the presumption in designing conventional machine learning
algorithms. Although it could be correct when the training and test datasets are sam-
pled from the same underlying distribution, it does not examine a more quintessential
scenario of a real-world problem where there is no guarantee for such assumptions [14].
In a real-case application of ASC, we generally deal with situations in which there is a
large variability in the acoustic environments, recording devices, position of recorders,
etc. These various conditions affect the data that we access to in the training stage and
the data we encounter in the testing stage. In addition, this problem is not limited to
the ASC task, and it influences the performance of machine learning algorithms in dif-
ferent applications. For example, in image classification task, different camera angles
and lightening intensities can be counted as the variable conditions causing reduction of
performance in this application. Consequently, this problem results in a performance gap
between training and test stages so that the evaluation performance of a model on a test
set is substantially lower than that in the training stage. It is not often possible to know
all the various conditions which might be faced with during the testing phase. In addition,
annotating enough samples from the distribution of test set can be too costly. Domain
adaptation refers to the methods by which we try to propose a systematic solution for
this problem. According to [14], a domain is formally defined as a pair of distribution D,
from which input data X are sampled, as well as a labeling function f [14]. In fact, do-
main adaptation focuses more on two domains of data, and on boosting the predictive
performance of a model in one domain given the data in another one [13]. In the context
of domain adaptation, the data which is originally used to optimize the model is called
source domain which is equivalent to training data, while the data used in order for the
model to adapt to is called target domain, and is analogous to test data.

Table 2.1. Connection between the settings used in conventional machine learning ver-
sus domain adaptation. The table is adopted from [69].

Learning Paradigms
Source and Target

Domains

Source and Target

Tasks

Conventional machine learning The same The same

Domain adaptation Different but related The same

As mentioned above, dataset shift refers to the situation when the joint distributions of
inputs and outputs for training and test sets differ. Formally, for any given sample x ∈ X

and the corresponding class label f(x) = y:

ptr(y, x) ̸= pte(y, x) (2.22)
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However, this change can be categorized differently based on the type of shift among
datasets. Followings are three of the most common types of dataset shift in machine
learning problems:

Covariate shift has been first defined as the case in which only the distribution of input
attributes x in training and test sets are different, i.e. ptr(x) ̸= pte(x) [70]. Despite the fact
that this definition has been also reiterated in different works such as in [71, 72, 73, 74],
other works such as [75] define covariate shift problem as a change of the distribution of
class labels between training and test datasets. Therefore, machine learning community
has yet to find a consensus and a general agreement on the standard definition used for
this problem.

Prior probability shift is the inverse problem of covariate shift where the distribution of
class label variables p(y) changes, rather than p(x), between training and test datasets
[74, 75, 76]. In other words, there is a change in the prevalence of class labels distribution
between training and test sets [77].

Concept shift is a more complex problem compared to the above two problems. Concept
shift is also referred to as concept drift in literature [78]. As a by-product of non-stationary
and dynamically changing environments, this phenomenon happens when the relation-
ship between input and output variables changes over time [79]. One common example
of this problem can be seen in non-stationary time series analysis where the relationship
between inputs and predicted variables changes according to time. In other words, train-
ing and test data have been collected in different time. According to [73], this problem is
formally defined as:

if x→ y, ptr(y | x) ̸= pte(y | x) (2.23)

if y → x, ptr(x | y) ̸= pte(x | y) (2.24)

Aforementioned types of dataset shift occur due to various factors. There are multiple
causing factors of such variability among datasets, but the most two common factors
are: sample selection bias and non-stationary environments. Sample selection bias is
one of the most prevalent factors causing the dataset shift problem. It can be created in
data collection phase where various reasons can involve to prevent an uniform sampling
of a population for training samples. As a result of that, a model, trained by a biased
dataset, does not fairly model all different involved categories existed in the population.
A survey can be a simple instance to show this issue where accessibility to some of the
people is easier than others, and ending in the over-representation of those people in
the result of survey, while the opinions of other peoples have been under-represented
in the result [73, 80]. Moreover, non-stationary environments can also lead to different
types of dataset shift problem. In real-world applications, this problem causes the advent
of new operating conditions or shift in the process of data generation which results in
temporal or spatial shift of data between the development and evaluation stages of a
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model. As a result, models, which are trained under the assumption of stationary property
of environment and fixed probabilistic properties of data, will become obsolete and are
not able to optimally perform for new captured data [81, 82].

2.3.2 Domain Adaptation Methods

This section presents the advantages of using domain adaptation techniques. Then, it
provides the formula for upper boundary generalization error in the presence of dataset
shift. Lastly, it reviews different types of domain adaptation techniques in addition to main
recent works.

As a result of dataset shift, conventional learning algorithms optimised on source domain
data, are not able to perform well on the target domain. Consequently, there is a gap
between the evaluation results of these two domains. In order to alleviate this issue
and reduce the gap in evaluation results, domain adaptation methods employ different
techniques to adapt the already optimized model on source domain to data from target
domain. Furthermore, as the size of datasets collected in the real world is extensively
increasing, annotating such datasets is time-consuming and expensive work, and in some
applications impossible to do. However, creating synthetic data for most of applications
not only is easier, but also the annotation of such data can be done automatically with
far less amount of efforts and dedication of time in comparison to a real-world dataset.
Learning algorithms can benefit from synthetic data in order to learn the inherent patterns
inside the data for a specific task. Despite that, synthetic data often lack diversity and
noises that a real-world sample may represent. Therefore, this causes a dataset shift if a
learned model by synthetic data is tested on real-world datasets. One of the significance
of domain adaptation is to solve this problem to make the usage of synthetic data possible
as a leverage in learning process.

Ben-david et al. formalized the problem of domain adaptation using the following upper
boundary generalization error on target domain [14]. For a binary classification task with
a source domain < DS , fS > and target domain < DT , fT > – where D refers to the
distribution of data and f to a labeling function – the upper boundary generalization error
is defined as:

εT (h) ≤ εS(h) + d(DS , DT ) +min{EDS
[| fS − fT |],EDT

[| fS − fT |]} (2.25)

According to the equation 2.25, for a hypothesis h, the error on the target domain εT (h)

is bounded with the sum of three terms. the first term is the risk of h on the source
domain data, i.e. εS(h). The second term signifies the distance between the marginal
distributions of the source and target domain data. Lastly, the third term measures the
difference between the labeling functions of the source and target domains. There has
been a common belief in domain adaptation community that given a minimal labeling
function differences between the source and target domain, minimizing the risk on the
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source domain together with the minimization of distance between marginal distributions
by a learnt invariant representation is sufficient to guarantee adaptation performance on
the target domain, however, Zhao et al. in [83] showed the insufficiency of this assumption
by an counterexample, and exhibited that we need to take into consideration the change
of the conditional distributions between the source and target domains.

The settings adopted for domain adaptation methods mainly depend on the application of
interest and availability of various data sources. In general, we usually have large number
of labeled samples from the source domain, while there is no or few labeled samples
from the target domain. In this regard, domain adaptation approaches are considered
either semi-supervised or unsupervised. Unsupervised domain adaptation addresses the
problem of dataset shift when no labeled data from target domain is available [84, 85].
On the other hand, in semi-supervised domain adaptation, few labeled data is available
from target domain [86, 87]. Domain adaptation can be also performed when the source
domain is comprised of multiple datasets, named multi-source domain adaptation. In
this setting, the aim is to combine the learned hypotheses for each source to obtain a
hypothesis with small error on target domain [88, 89].

Although the domain adaptation techniques have been categorized with different names
in recent works [90, 91, 92, 93], we review the most well-known categories including three
general forms of discrepancy-based, adversarial-based, and reconstruction-based
approaches in this thesis.

Discrepancy-based approaches focus on fine tuning of DNNs using the data from the
source or the target domain in order to reduce the dataset shift. This can be implemented
in various ways. One is done using a pre-trained DNN and only training some layers of
the network while freezing the first n layers. The second set of approaches assigns
pseudo-label targets to samples of target domain in order to incorporate these samples
in the learning process alongside the data from source domain. However, more works
in this category focus on finding an invariant-domain representation of data by reducing
the discrepancy between source and target distributions [94, 95, 96]. In this regards,
maximum mean discrepancy (MMD) and Kullback–Leibler (KL) divergence have been
extensively used as a measure of discrepancy. For example, Tzeng et al. [97] incorporate
the MMD as a domain confusion cost function into the optimization process of DNNs
to investigate the effect of MMD on latent space representations produced by DNNs.
Formally, the MMD distance with respect to the DNNs higher representations, i.e. the
latent representations of preceding output layer ϕ(.), is defined as

dMMD(X
S , XT ) =

⃦⃦⃦⃦
⃦ 1

M

M∑︂
m=1

ϕ(xSm)− 1

N

N∑︂
n=1

ϕ(xTn )

⃦⃦⃦⃦
⃦ , (2.26)

where xS belongs to the source and xT belongs to the target domain. They employ
two CNN-based architectures with shared parameters. One is fed by the source domain
data (XS , Y S), and the input to the other one is the data from the target domain. The
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former network is optimized in a supervised manner using the data and corresponding
annotations from the source domain. They use an adaptation bottleneck layer before the
final layer of the classifier in order to regularize the output of this layer using domain-
invariant loss function. In addition, to make the latent features of DNNs semantically
separable for actual classification task, the network features a classification loss, i.e. LC .
Therefore, the optimization is done based on the final error calculated using Equation
2.27 to improve the performance of image classification task over the target domain data:

L = LC + λ d2MMD (2.27)

Inspired by generative adversarial nets (GANs) [98], the aim of adversarial-based meth-
ods is to maximize the domain confusion (i.e. source and target) for a domain discrimina-
tor by achieving an invariant representation of the source and target domain data [84, 99,
100]. In general, different adversarial-based methods vary in terms of three components.
First, the implementation of the base model can be done in generative or discriminative
manner. Secondly, adversarial loss function is a minimax function in which the previous
methods tried to reduce its value by optimizing the discriminator while maximize it by op-
timizing the generator (or a model in discriminative problem). The direct implementation
of this loss function creates vanishing gradient problems in early stages of optimization
as the discriminator tends to converge far quicker than the generator, and this damages
the learning process. To overcome this issue, recent works tried to implement the opti-
mization using two different loss functions. One of them is dedicated to the optimization
of discriminator, while the other one is to optimize the generator. The third difference
is the usage of shared, unshared, or partially shared weights for models producing fea-
ture mappings from the source and target domains during learning process. Ganin et
al. proposed one of the first domain adaptation methods using adversarial-based training
[84]. In this work which is called domain-adversarial neural network (DANN), they use a
common feature extractor together with two classifiers. One classifier is to do the actual
classification task based upon the latent representations of the source domain data pro-
vided by a feature extractor. The other classifier plays a role similar to the discriminator in
GANs. In other words, this classifier classifies whether the data comes from the source or
target domain. The aim of the classifier is to minimize the domain confusion, while there
is a gradient reversal layer (GRL) which is responsible for the alignment of latent feature
mappings of feature extractor, hence the alignment for the distributions of the source and
target domains.

In reconstruction-based approaches, the invariant feature space is obtained by recon-
structing the features of the source and target datasets. This method has been usually
implemented using an adversarial or encoder-decoder training process. In adversarial
approach, the aim is to create mappings using a generator to produce an indistinguish-
able representation of a domain compared to another one using an adversarial loss and
discriminator [101, 102]. In addition, the framework of encoding and decoding of repre-
sentations for domain adaptation is inspired by autoencoders [103, 104]. This approach
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adds a supplementary task to the main task in order to assure a shared subspace be-
tween the source and target domain. The encoding part tries to obtain an robust and
invariant higher-level representation of both source and target domains from which it is
possible to reconstruct the original input data using a decoder network [105]. This can
be done by one step or two-level reconstruction. Chen et al. achieved a robust recon-
struction of input data in a closed form solution and without the need to gradient descent
optimization [106]. Bousmalis et al. proposed an encoding-decoding based solution us-
ing DNNs [107]. This method consists of one shared encoder between domains, two
domain exclusive encoders, one shared decoder, and one classifier. The shared en-
coder learns an invariant representations for the samples of both domains, while domain
exclusive encoders are to capture the unique representations for data of each domain.
The shared decoder learns to reconstruct a sample using the representation of both
shared and domain-specific encoders. The aim is to enhance the similarity of the feature
mappings of shared encoder for the source and target domains, while stimulate a or-
thogonality between the feature mappings coming from the shared and domain-exclusive
encoders. At the same time, the classifier implements the classification task on data from
the source domain coming from the shared encoder to ensure that the representations
are also useful for the main classification task as well.
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3 METHOD

In this chapter, we propose a method to address domain adaptation problem for ASC. We
first glance over the method before discussing each part of the method in details. Lastly,
we introduce the architecture of the models used in this project.

3.1 System Overview

Inspired by [99], our method is an adversarial-based adaptation approach to deal with
mismatch conditions. The method in adaptation process does not need the reference
annotations of target domain for the classification task. Therefore, this method is appli-
cable to the problems in which no class labels are available from target domain. Figure
3.1 shows an overview of our method. It is comprised of three main steps: pre-training,
adversarial adaptation, and testing.

Figure 3.1. An overview of the proposed method.

3.1.1 Pre-training Step

Pre-training step is the first step of our method in which we try to implement an ASC task
in supervised learning. In fact, this step simulates the development phase for a network
that is optimized only for a specific domain of data: source domain. To clarify each part
of the used network, from now on in this work, We use model for the first part of our
network, and represent it using M . The second part is called classifier which is shown
using C. In this step, since our model is optimized only on data from the source domain,
we call it source model, and it is represented by MS . We train the network using the
data from the source domain XS = {XS

1 , X
S
2 , . . . , XS

NS
} together with its corresponding

ground truth labels of acoustic scenes YS = {yS
1 ,y

S
2 , . . . ,yS

NS
} where the number of
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data from the source domain is denoted by NS . In order to optimize the network, the
error LS is minimized with respect to MS and C:

LS = −
NS∑︂
n=1

yS
n(log(C(MS(X

S
n )))) (3.1)

MS is responsible to extract high-level representations of input data and classifier, as it
can be indicated by its name, is to classify the feature mappings of MS (i.e. the outputs
of MS) into pre-defined classes.

Acoustic
scene
labels

Figure 3.2. The scheme used in the pre-training step.

3.1.2 Adversarial Adaptation Step

Once the pre-training is completed, the second step is adversarial adaptation which is the
main core of our method where the pre-trained model (i.e. MS) is adapted to the target
domain data. As denoted by its name, adversarial adaptation uses an adversarial training
scheme to implement the adaptation process.

To the best of our knowledge, in the context of machine learning, The term adversary
was introduced by Dalvi et al. [108] in order to show the fragility of linear classifiers
encountering with inputs designed to fool the classifiers [109]. However, Szegedy et al.
later defined adversarial examples as the imperceptibly perturbed examples which are
able to affect the stability of neural networks [110]. Later, Goodfellow et al. introduced
the employment of adversarial process to estimate generative models, i.e. GANs, [98].
One of the GANs capabilities is generating realistic data –e.g. images– of real and virtual
objects such as human faces, and human poses, to name a few [111, 112]. In general, to
create similar images to samples of a real image dataset, as shown in Figure 3.3, GANs
pits a generator and a discriminator against each other. Generator tries to create images
similar to samples in real dataset in order to fool the discriminator that these samples are
drawn from the real dataset, while the discriminator is to distinguish between data coming
from real dataset and fake data, i.e. produced by the generator.

Similarly, we employ the adversarial training method in this work. However, we implement
this method in an discriminative manner. To do so, instead of using a generator to produce
the fake data, we use data from the target domain in the place of fake samples and data
from the source domain as the real samples. In our work, two main tasks are performed:
domain classification, ASC. The origin of each sample of data is known in this step,
meaning the data are annotated for the domain they come from. However, the ASC task
is performed only using the data from the source domain because the data from target
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Figure 3.3. The generic sceheme used in GANs.

domain is considered to be non-annotated for acoustic scenes.

In addition to the MS and the C from previous step, we introduce two new neural networks
to complete adversarial adaptation scheme of our work: adapted model (MA) and domain
discriminator (D). Figure 3.4 depicts the structural implementation of this step. The solid
lines used in the illustration of D and MA denote that optimization is done only on these
two networks, while dashed lines used in the representation of C and MS is to show
that these two networks are used in the evaluation mode meaning their parameters are
not optimized during adaptation process. The architecture of MA is exactly the same
as the one used in MS . Additionally, the parameters of MA are initialized by the values
of parameters in MS . MS receives the samples of source domain as inputs, while the
input to MA is data from the both domains, i.e. source and target. Since data from
target domain is considered to be non-annotated, the output of MA only for the data from
the source domain is fed to C to do ASC. Moreover, the output of MA for data from the
target domain together with the output of MS is given as inputs to D to perform domain
classification task(Figure 3.4).

Acoustic
scene
labels

Domain
labels

+

Figure 3.4. The scheme used in the adversarial adaptation step. This is the main step of
our method where adapted model is adapted to data from the target domain.

The goal of this step is to learn a set of parameters for MA that enables it to pro-
duce invariant latent representations of the data from the source and target domains
in order to fool domain discriminator D which tries to distinguish between the domain
of latent representations. The input data from the target domain is defined as XT =

{XT
1 , X

T
1 , . . . , XT

NT
} where NT is the total number of samples from the target domain,
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and this data is considered without acoustic scene labels. In addition, D performs a
binary classification as an auxiliary task in our method to classify the domains of data.
We use the ground truth labels for the domain of data, i.e. domain labels, and predicted
labels produced by D to minimize the error LD with respect to D, which is given as

LD = −
NS∑︂
n=1

(log(D(MS(X
S
n ))) + log(1−D(MA(X

T
n )))). (3.2)

On the other hand, in order to impose similarity between the distribution of MA(X
T ) and

MS(X
S), D and MA are optimized jointly. In this regard, the error LMA

given as

LMA
= −

NS∑︂
n=1

(log(D(MA(X
T
n ))) + yS

n log(C(MA(X
S
n )))) (3.3)

is minimized with respect to MA.

In a nutshell, the adversarial adaptation targets to boost the performance of MA com-
pared to the results achieved by MS for the ASC task on the data from the target domain.

3.1.3 Testing Step

After the adversarial adaptation step, we need to evaluate the performance of MA for
unseen samples from target domain, and compare it to that of MS to find if there is any
achieved improvement over the results for target domain. To do so, we use the optimized
MA from the previous step as well as C which was optimized in the pre-training step. As
shown in Figure 3.5, both of the networks are illustrated using dashed line to emphasize
that they are used only in a forward pass, i.e. evaluation mode, to output predicted labels
for unseen data from the target domain. In the test phase, the evaluation criterion is
prediction accuracy: the number of correctly classified samples to the total number of
available samples [4].

Acoustic
scene
labels

Figure 3.5. The scheme used in the test step.

3.2 DNN Architectures

In this section, we introduce the architecture of the DNNs employed in this work. For
each network (i.e. model, classifier, and discriminator), we use two different sets of archi-
tecture, and each set has been utilized as a separate experiment. Figure 3.6 shows the
first set of used DNNs architecture. The architecture of the model and classifier in this set
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has been adopted from the baseline system of DCASE challenge 2018, and the first task
of this challenge named acoustic scene classification [12]. We refer to this model as the
DCASE model. The original proposed model by DCASE challenge organizers includes
two convolutional layers with 32 and 64 filters respectively. Both layers employ a kernel
size of (7, 7) and are followed by batch normalization, ReLU activation, and max pooling
layers. The pooling layers use a kernel size of {(5, 5), (4, 100)}. This model has a slight
difference with the architecture that we use as the DCASE model in our work. Since
we use higher number of log-mel band energies in our input acoustic features compared
to that in the development of the DCASE baseline model, we had to alter the first max
pooling layer as well as the padding of the second convolutional layer in order to fully
match the shape of our model output with the one of the DCASE baseline model. More
specifically, we use the pooling layer with a kernel of size (8, 4). In addition, the sec-
ond convolutional layer utilizes a padding of size (3, 0). When we use this model, it is
employed together with a discriminator and a classifier. The discriminator first flattens
the output of the model, and uses one linear layer to classify samples as the source or
target domain. The classifier also uses two linear layers. The first layer is followed by a
ReLU non-linearity and a dropout of 30%. Finally, the output of the second linear layer is
followed by a softmax non-linearity to output the probability for each class.

Input

Source/Target
Model

Classifier

Class	LabelsDomain	Labels

Softmax

Fully	Connected

Flatten

Discriminator

Dropout

Batch	Normalization

CNN

Max	Pooling

ReLU

Softmax

Fully	Connected

Flatten

Dropout

ReLU

Fully	Connected

Dropout

Batch	Normalization

CNN

Max	Pooling

ReLU

Figure 3.6. The architecture of the DCASE model alongside with the used classifier and
discriminator when the DCASE model is employed in our work. The model can be used
as the source and adapted model dependent on the step of the method. The dashed
arrows are to only show that the output of the model goes as input to the classifier and
discriminator.

The second set of DNNs employed in our work is shown in Figure 3.7. The architecture
of the model and classifier are adopted from the winner of an ASC contest on Kaggle
platform [113] which is inspired by AlexNet [16]. We refer to the model as the Kaggle
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model. This model is a CNN-based architecture with 5 convolutional layers. The layers
feature the kernels of size {(11, 11), (5, 5), (3, 3), (3, 3), (3, 3)} together with {48, 128,
192, 192, 128} as the number of used filters. In the first two convolutional layers, we
use the strides of size (2, 3) while the rest use the strides of size (1, 1). The first two
convolutional layers as well as the last one are CNN blocks in which each convolutional
layer is followed by ReLU as the non-linearity, max pooling layer, and a batch normal-
ization layer. However, the rest of convolutional layers are followed only by ReLU. In the
experiment that we use the Kaggle model, it is always employed together with a specific
discriminator and classifier as well. The discriminator is also a CNN-based architecture,
and it consists of three convolutional layers with a kernel of size (3, 3) and {64, 32, 16}
as the number of filters. All the layers are followed by ReLU as non-linearity, and a batch
normalization layer. Then, it uses a flatten layer to make a vector of latent representations
in order to input it to the final layer which is a fully connected layer to distinguish samples
coming from source or target. The classifier, on the other hand, first flattens the output
of the model. Then, it feeds this vector into two blocks of fully connected layers where
each layer is followed by a ReLU and dropout of 25%. The final layer is a fully connected
layer together with a Softmax non-linearity to predict the probability of each sample over
different target classes.
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Figure 3.7. The architecture of Kaggle model alongside with the used classifier and
discriminator when the Kaggle model is employed in our work. The model can be used
as the source and adapted model dependent on the step of the method. The dashed
arrows are to only show that the output of the model goes as the input to the classifier
and discriminator.
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We choose two different architecture sets, i.e. DCASE and Kaggle models, in order to
show that the performance of the adaptation method is not tied to a specific network. In
other words, the adaptation method is model agnostic.
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4 EVALUATION

This chapter introduces the used dataset in this work, and details the experimental se-
tups. Subsequently, it presents the achieved results by the adapted model, and compare
it with the results obtained by the source model.

4.1 Dataset

One of the advantages that detection and classification of acoustic scenes and events
(DCASE) challenge has brought to the audio community is the availability of large-scale
datasets in different classification (e.g. ASC), detection (e.g. SED), and audio tagging
tasks. The dataset used in this work has been first published in the DCASE challenge
for the ASC task, subtask B, in 2018 which is called TUT urban acoustic scenes 2018
mobile, development dataset [12]. We use only the development set of this dataset since
the evaluation set was not publicly published at the time of implementation of this work.
In addition, according to the rules of the challenge, the annotations of the evaluation set
cannot be published.

This dataset has been collected for ASC. More specifically, this dataset has been assem-
bled to simulate a scenario in which the collected data for the training set is recorded
with a different recording device than that used for the test set. The usage of different
recording devices introduces audio recording with different quality to the dataset. As a
result, This arises a mismatch condition which leads to the reduction of performance of
learning algorithms when optimized using audio samples from one recorder and evalu-
ated with audio samples recorded using devices other than the ones used in training set.
Therefore, it motivates to study the methods, e.g. domain adaptation, that bridge the gap
between the performance of the ASC systems for training and test sets.

As presented in details in Table 4.1, the development set of TUT urban acoustic scenes
2018 mobile dataset contains 10 different acoustic scenes from three different environ-
ments: indoor, outdoor, and transportation. The audio samples are recorded in different
locations inside 6 different European cities. The samples of this dataset are recorded
using three different devices. The main recording device, which accounts for the majority
of audio recordings in this dataset, comprised of a Zoom F8 audio recorder together with
an electret binaural microphone: Soundman OKM II Klassik/studio A3. To capture the
audio analogous to the auditory system of humans, the microphones are made similar to
headphones so they can be worn. The audio recorder uses 48 kHz sampling rate and
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24-bit resolution. We refer to this recorder as device A in this work. In addition, the
development set of this dataset features two other recording devices which are handheld
consumer devices such as smartphones, namely Samsung Galaxy S7 and IPhone SE.
We are referred to them as device B and device C respectively.

Table 4.1. There are 10 acoustic scenes in TUT urban acoustic scenes 2018 mobile,
development dataset. The variety of these acoustic scenes includes indoor, outdoor, and
traveling while inside vehicle which is called transportation.

Categories Indoor Outdoor Transportation

Acoustic scenes
Airport

Metro station

Indoor shopping mall

Urban park

Public square

Pedestrian street

Street with medium level of traffic

Travelling by a bus

Travelling by a tram

Travelling by an underground metro

The audio recordings are provided in 10-second segments. The number of available
segments are 8640, 720, and 720 from device A, B, and C out of which each acoustic
scene accounts for 864, 72, and 72 segments from device A, B, and C respectively. In
total, this is equivalent to having 24, 2, and 2 hours of audio recorded using device A, B,
and C respectively.

The original development set is published by the organizers of the DCASE challenge
suggests a proposed training and test split. There are 6122, 540, and 540 segments from
device A, B, and C in training while the test set contains 2518, 180, and 180 segments
from device A, B, and C respectively. However, since the necessity of a validation set is
of great significance, in order to assure the validity of the training process as well as to
avoid overfitting, we partition the training split into new training and validation sets. We
also hold the proposed test split intact to use as the evaluation set for our work. Figure
4.1 illustrates the details of the partitioning setup used in this work.

2518

Training	
Set

Validation
Set

Test
Set

180

180

Device	A

Device	B

Device	C

5510

486

486

54

54

612

540

6122

540

Figure 4.1. The setup of training, validation, and test splits used in our work. The num-
bers present the number of 10-second segments for each split and recording device.
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4.2 Experiments

In all experiments, we use the data recorded using device A as the source domain
data while the data recorded using device B and C are served as the target domain
data. In addition, we use 64 log Mel-band energies as acoustic features extracted us-
ing Hamming windows of size 2048 samples (equivalent to 46 ms), and the successive
windows are overlapped 50%. Acoustic feature extraction part is implemented using
Librosa package [22]. The amount of available data from the source domain (i.e. data
from device A) are much higher than the amount of data from the target domain (i.e. data
from device B and C), therefore, we oversampled the data from the target domain, ap-
proximately 5.6 times, to achieve the same amount of data as in the source domain for
the training process of the adaptation step.

The used DNNs in all experiments are trained using the cross entropy loss function and
Adam optimizer with the learning rate of 1e− 4. In the pre-training step, the size of mini-
batches includes 38 samples which are selected only from the source domain. In the
adaptation process, the number of samples in each minibatch is 16 out of which 10 are
selected from the source domain, while the other 6 are selected from the target domain
data: 3 samples are selected from each of B and C devices. In pre-training step, the
update of parameters using backpropagation of loss is done after each iteration, while
in the adaptation step and based on our observations during the training process, we
found that the best results are achieved by updating the model MA after each iteration
while updating the discriminator D after 10 iterations. The reason is that the discriminator
tends to converge very quickly and this leads to a gradient vanishing problem when up-
dating the parameters of the model MA. In addition, the model MA is updated using the
backpropagation of the sum of two losses calculated at the output of the Discriminator
D and the classifier C. Since the value of the two losses are not at the same scale, we
used a constant coefficient to bring the both values to the same scale. This is done by
multiplying the classification loss value by 10 before adding to the calculated loss at the
output of D. We stopped the optimization process after 350 epochs in the pre-training
and 300 epochs in the domain adaptation step.

The implementation of the system is done using Pytorch package [114]. In addition, all
the DNNs are trained using Tesla P100 GPUs on the Taito super cluster platform of CSC
– IT Center for Science Ltd.

4.3 Results

This section presents the result achieved by the proposed domain adaptation method in
this work. All the representative values in this section are calculated using prediction ac-
curacy as the evaluation criterion. Prediction accuracy measures the number of corrected
predictions samples to the total number of predictions. We report the results on the test
set of data from both source and target domains using the source and adapted model to
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show that the method is being able to improve under mismatch conditions.

Figure 4.2 illustrates the results for the test data from the source domain using the source
and adapted models (i.e. MS and MA). In both experiments using Kaggle and DCASE
models, the results show that the adapted models (i.e. green color) perform the same
on the source domain data after adaptation. This means that regardless of adapting to
a new domain of data, adapted models do not forget the transferred knowledge from the
source models. This is the result of integrating the classifier C into the adaptation step.

Figure 4.2. The results of evaluation for Kaggle and DCASE models on the test set from
the source domain. Grey color shows the source models in both experiments, while the
green color represents the adapted ones.

Figure 4.3 demonstrates the improvements of the results on the test data from the target
domain using adapted model compared to the results achieved by the source model. In
the experiment using the Kaggle model, the source model shows 20.28% correct predic-
tions on the target domain, while the adapted model surpasses this results, and presents
the accuracy of 31.67%. Similarly, the experiment on the DCASE model gives the same
pattern of results where the source model shows an accuracy of 19.17%, and the adapted
model outperforms the source model by achieving the accuracy of 25.28%.

Figure 4.3. The results of evaluation for the Kaggle and DCASE models on the test data
from the target domain. Grey color shows the source models in both experiments, while
the green color represents the adapted ones.

To obtain a better understanding of how the mismatch conditions, caused by different
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recording devices in the source and target domain, lead to the failure of a model in the
evaluation of unseen data from a new domain, we present the confusion matrices of the
source and adapted versions of the Kaggle model obtained in the evaluation of the test
data from the target domain. under ideal circumstances, we expect to see the brightest
colors to appear on the main diagonal of the confusion matrix. According to Figure 4.4,
the source model is unable of correct classification of most of the classes from the target
domain data (the left image). However, the partiality of the source model to only two of
the target classes, i.e. metro and metro stations, is diminished in the confusion matrix
of the adapted model (the right image) presenting a more diagonal representation of the
brighter colors.

(a) Confusion matrix for the source model (b) Confusion matrix for the adapted model

Figure 4.4. Confusion matrices of the source (a) and the adapted (b) versions of the
Kaggle model for the target domain. The values are normalized according to the amount
of examples in each class. Brighter colors denote higher values. The figure is adopted
from [115].
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5 CONCLUSION

This thesis presented an unsupervised domain adaptation method using adversarial
training as a solution to the problem of mismatch recording devices for ASC. This method
employs an discriminator in an adversarial-based framework together with source and
adapted models to achieve an invariant representation for the data coming from source
and target domains. In addition, we presented two different architectures of DNNs in
order to show that the method is model agnostic. We have evaluated our method us-
ing TUT urban acoustic scenes 2018 mobile dataset, development dataset. This dataset
consists of samples recorded using different recording devices so that it creates mis-
match conditions. Our method not only shows an improvement of results for the data
from target domain by 11% and 6% on the adapted Kaggle and DCASE model respec-
tively, but also it is capable of retaining the same performance on data from the source
domain thanks to the employment of the pre-trained classifier to perform the ASC task
for the source domain data alongside adapting the two domains in the adversarial adap-
tation step. Therefore, the results indicate that our adversarial-based domain adaptation
method can be successfully adopted in order to address the mismatch conditions for the
ASC task. Last but not least, we also noticed that it is difficult for the adapted model to
converge in the adversarial adaptation step in our experiments. Therefore, we motivate
the usage of a different GAN loss in future research works in order to examine the stability
issue in the convergence of the adapted model in this step. As an example, One recent
approach which investigated this problem can be found in [116].
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