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Abstract

Nonlinear physical systems are ubiquitous in nature - formation of sand dunes, currents
occuring in a rapidly flowing river or a simple double rod pedulum are just a few examples
from everyday life. Studying and understanding these systems has interested scientists
for decades. Because these nonlinear systems might be chaotic, measurements of such
systems need to be performed on a real-time basis and by statistical analysis methods.

The propagation of short and intense pulses in optical fibers are another well-known
example of nonlinear systems. However, the rapid fluctuations of optical fields has
prohibited studying these systems on a real-time basis, until recent years. This thesis
demonstrates the use of state-of-the-art real-time measurement techniques to capture
the stochastic dynamics of noise-seeded nonlinear processes in optical fibers allowing for
novel insights and interpretation within analytical frameworks.

In particular, we characterize noisy picosecond pulse train emerging from spontaneous
modulation instability using a time lens system. The experimental results are compared
with analytical Akhmediev breather solutions showing remarkable agreement, allowing
to understand the complex dynamics from an analytical viewpoint. An experimental
demonstration of a high dynamic range real-time spectral measurement system for
spontaneous modulation instability is also introduced to study the random breather
structures in the spectral domain, paving the way for possible indirect optical rogue wave
detection schemes.

By combining real-time temporal and spectral measurements unforeseen details of tran-
sition dynamics of a mode-locking of a fiber laser are also reported. The simultaneous
spectro-temporal acquisition allows for complete electric field reconstruction with numer-
ical algorithms, which has not been possible before at megahertz repetition rates with
sub-picosecond and sub-nanometer resolutions demonstrated here.

Supercontinuum generation is one of the most well-known examples of nonlinear fiber
optics that is also becoming widely spread in applications. The details of the complex
and noise driven dynamics are now well-known, but the connection of the stability of such
light sources with traditional coherence theory was only derived recently. Experimental
measurement of supercontinuum stability in the framework of second-order coherence
theory is demonstrated, filling a gap in characterization of non-stationary light sources.

Finally, an application of supercontinuum generation is proposed in terms of all-optical
signal amplification. This is based on the inherently sensitive nature of the nonlinear
process to any input fluctuations. The potential of such a highly nonlinear system for
a practical application is demonstrated and the underlying dynamics leading to this
sensitivity are explained.
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1 Introduction

Many advances in physics have arisen from our ability to measure physical quantities
with higher accuracy. Measurements with better precision in turn allow us to refine
models of physical phenomena and progress in the physical understanding of nature.
Approximations are often made in the description of physical models that allow to simplify
the problem and predict the behavior of the system at hand. One of the most common
approach is to linearize the model by assuming that small perturbations do not affect the
steady-state of the system and always remain relatively small. A classical example is the
oscillation period of a pendulum which is independent from its amplitude provided the
initial oscillation amplitude is initially small. This insensitivity to small perturbations of
the oscillation amplitude is the reason why pendula are used as references to keep track
of time.
Although many physical systems behave linearly when the input excitation or amplitude
of a perturbation is small, the response may become nonlinear when the amplitude of
the excitation of a perturbation is large. In the previous example of the pendulum,
that implies that the pendulum oscillation period is not constant anymore if the initial
oscillation amplitude is large. And indeed many systems in optics, electronics, fluid
dynamics, solid state physics, classical mechanics etc. have been shown to exhibit a
nonlinear behavior for initially large excitation amplitudes [1–7]. A typical characteristic
of complex nonlinear systems is their sensitivity to input conditions, leading to chaotic
behaviour sometimes described with the popular science term “butterfly effect”. In
nonlinear fiber optics, this is manifested as modulation instability (MI), which describes
the exponential amplification of an infinitesimally small perturbation to the optical field
leading eventually to a break-up of the field into multiple sub-pulses [8, 9]. Modulation
instability is one of the most ubiquitous nonlinear effects in physics and has been observed
in many physical systems including deep water waves [6, 9, 10], plasma physics [11, 12]
and Bose-Einstein condensates [13, 14].
Even though MI in optics has been studied extensively [15–22], direct experimental
observation in real-time of the process and associated chaotic dynamics has not been
previously possible due to the limitation of direct measurement methods using ultra-fast
photodiodes. Advanced techniques such as frequency resolved optical gating [23] and
spectral interferometry [24] are capable of measuring events at ultrafast time scales on the
other hand but they are typically limited to averaged measurements due to measurement
times that exceed the typical occurrence rate of the chaotic dynamics. More generally,
the limitations of conventional techniques often prevent to study ultrafast dynamics in
real time, and in particular nonlinear dynamics that are sensitive to tiny variations of the
input parameters. Novel measurement techniques capable of real time temporal [25, 26]
and spectral measurements [27–29] of ultrafast optical waveforms are central to advance
the current understanding of many fundamental nonlinear phenomena in optics.
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2 Chapter 1. Introduction

While from a fundamental research viewpoint it is important to characterize the output
properties of a given physical system in real-time, from an applied perspective it is also
important to quantify its average or statistical behavior. In the case of light sources, the
average state or statistics can be described by the coherence properties. When propagating
in a nonlinear medium, ultra-short pulses light can induce a wide range of nonlinear
optical processes that, in turn, transform the spectrum and coherence of light. The
supercontinuum generation process leading to the massive spectral broadening of intense
narrowband laser light to a bandwidth that can span several optical octaves is certainly
the most spectacular example of such nonlinear light sources [30–32]. When occurring
inside an optical fiber, the spatial coherence is maintained, which makes supercontinuum
laser sources ideal for numerous applications ranging from precision frequency metrology
to imaging and spectroscopy [33–35]. Optimizing the performance of supercontinuum
sources for practical applications requires detailed understanding of their coherence
properties [36].

More generally, understanding the average behavior and real-time dynamics of nonlinear
systems is the key to open possibilities for designing more cost-effective systems (e.g. by
using fewer repeaters in fiber optic communications [37]) or predicting natural disasters
such as extreme waves at deep seas [38, 39].

1.1 Aim and scope of this work

The aim of this thesis is to develop and utilize state-of-the-art real-time measurement
techniques with picosecond (10−12s) and nanometer (10−9m) resolutions in the temporal
and spectral domains, respectively, in order to understand the fundamental properties of
noise seeded, stochastic physical processes of nonlinear fiber optics and their limitations
in specific practical applications. The thesis work is mostly of experimental nature and
the results are compared with theoretical models and numerical simulations.

A particular phenomenon of significant importance is modulation instability. The ability
to measure the dynamics of modulation instability in real time, which has not been
realized before, is therefore of fundamental interest and the result reported here bring
new insight into a long standing problem.

Ultrafast lasers emitting short pulses of light are complex nonlinear systems which can
be also be very sensitive to small noise perturbations. This is particularly true in the
transient regime phase where the steady emission of light pulses builds up. Combining
spectral and temporal domain measurements in real-time, we have for the first time
measured the complete electric field associated with the mode-locking transition of a fiber
laser, allowing to observe subtle nonlinear dissipative soliton dynamics not seen before.

Supercontinuum generation is one of the most spectacular development in the field of light
sources in the past fifteen years. Not only because of the nonlinear physics involved in the
formation of these broadband spectra, but also because of the major potential for practical
applications in metrology, sensing, and imaging. Depending on the application at hand, a
key property of supercontinuum light sources is their temporal and spectral coherence,
which can be significantly affected by the presence of modulation instability. The ability
of measuring and describing accurately the coherence properties of supercontinuum light
is thus of high importance and this was achieved within the framework of this thesis by
introducing a novel measurement approach which provides more complete information
as compared to traditional techniques. We further expanded our study of the coherence
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of supercontinuum sources to examine its implication in a novel method for all-optical
signal amplification of weak modulation signals.

1.2 Structure of the thesis

The thesis consists of six chapters, starting with an introduction and theoretical back-
ground on light propagation in optical fibers covering all of the essential linear and
nonlinear phenomena required to understand the physics behind the experiments reported
in the following chapters.

Chapter 3 concentrates on measurement techniques capable of characterizing individual
laser pulses at high acquisition rates. The importance of such measurements and a brief
review of existing techniques and their principle of operation is given. This is followed by
three separate sections, where various single-shot techniques are applied to experimentally
study the evolution of noise driven nonlinear phenomena in fiber optics to obtain the
necessary theoretical understanding of these effects.

Chapter 4 discusses the coherence properties of supercontinuum light when the massive
spectral broadening process is triggered by noise. A theoretical background on the coher-
ence properties is presented followed by experimental results introducing a technique based
on average measurements and capable of resolving the underlying spectral and temporal
correlations in the supercontinuum without the need for single-shot measurements.

Chapter 5 presents an application utilizing fiber nonlinearities for optical signal processing
by supercontinuum generation. We focus on the competition between noise driven and
deterministic dynamics that influence the applicability of the proposed amplification
technique.

The thesis is concluded with a summary in chapter 6 discussing future perspectives.

1.3 Author’s contribution

The thesis consists of four publications related to the experimental characterization of
noise driven dynamics in optical fibers. The author contributed significantly to the writing
of all the articles. A short description of the publications and the author’s contribution is
given below.

Paper I The paper demonstrates the measurement of chaotic picosecond pulses in real
time originating from spontaneous modulation instability in a nonlinear fiber using a
temporal magnification system. Numerical simulations complement the experimental
results which can be understood in terms of the analytical Akhmediev breather theory. The
author proposed and built the experimental setup with the help of the co-authors: C. Billet
provided instructions on operating the time lens, J-M. Merolla provided consultation
on the detection electronics and T. Sylvestre provided the amplifier system for the
experiments. The author and B. Wetzel performed the actual measurements, numerical
simulations and prepared the manuscript. F. Dias, S. Toenger, R. Morandotti, J.M.
Dudley and G. Genty provided overall supervision and help for analysis of the obtained
results.

Paper II This paper reports on the real-time measurements of mode-locking transition of
a fiber laser with sub-nanometer and sub-picosecond resolutions at megahertz acquisition
rates. The combined spectro-temporal measurements allow for phase-retrieval of the
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complex electric field data. The author built the measurement setup and demonstrated
the synchronization of the two signals. Experiments were performed by the author and P.
Ryczkowski, who also performed the data analysis. J-M. Merolla and C. Billet provided
support for using the experimental devices. The author wrote the numerical algorithm
for the phase-retrieval and provided the first draft of the manuscript. J.M. Dudley, P.
Ryczkowski and G. Genty finalised the manuscript.

Paper III The paper presents the first experimental characterization of second-order
coherence functions of supercontinuum light. The measurements are performed on three
cases with distinct coherence properties, demonstrating good agreement with numerical
simulations. The author built the experimental setup and performed all the data analysis
and numerical simulations for the paper. All authors contributed to the writing of the
manuscript.

Paper IV Use of supercontinuum generation in an application for all-optical signal
amplification is demonstrated in experiments. High signal amplification is shown to be
associated with the sensitive soliton-dispersive wave coupling. The setup was designed by
L. Orsila with the photodiode circuit provided by J. Sand. The author performed the
measurements with L. Orsila and contributed to data analysis. G. Steinmeyer and G.
Genty provided supervision and wrote the manuscript.



2 Light propagation in optical fibers

2.1 Linear light propagation in dielectric waveguides

Light can be described classically by simultaneous oscillations of electric and magnetic
fields as first shown by James Clerk Maxwell in the 19th century [40]. The electric and
magnetic fields are related by the famous Maxwell’s equations (in their macroscopic form)
that describe the behaviour of all electromagnetic waves:

∇ ·D = ρf (2.1)
∇ ·B = 0 (2.2)
∇×E = −∂B

∂t (2.3)
∇×H = J + ∂D

∂t . (2.4)

Here, E and H are the time and space dependent electric and magnetic fields, respectively.
J represents the electric current density flowing in the material and ρf corresponds to
the free electric charge density in the material.

The material response to the electromagnetic field is described by the displacement D
and magnetic flux B (so called material relations):

D = ε0E + P = ε0E + ε0χeE (2.5)
B = µ0H + M = µ0H + µ0χmH. (2.6)

Here ε0 and µ0 are the vacuum electric permittivity and magnetic permeability that
describe what kind of electric charge distributions (displacement) and magnetic fluxes
cause the corresponding electric and magnetic fields in vacuum. In a material these
fields might also affect the material electric or magnetic dipoles resulting in an additional
response to the total displacement and magnetic flux compared to vacuum. These are
described by the electric polarizability P = ε0χeE and magnetization M = µ0χmH,
where χe and χm are the electric and magnetic susceptibilities that describe the strength
of the material response and are equal to zero in vacuum.

Optical fibers are made of dielectric (insulating) materials, generally glasses and they do
not conduct electricity or accumulate charges well as there are no free electrons. Therefore
in the above equations we can set J = 0 and ρf = 0. Furthermore, glasses are usually
non-magnetic and no additional magnetic response from the material occurs (χm = 0)
and Maxwell’s equations in a homogeneous dielectric material reduce to:

5



6 Chapter 2. Light propagation in optical fibers

∇ ·D = 0 (2.7)
∇ ·B = 0 (2.8)
∇×E = −µ0

∂H
∂t (2.9)

∇×H = (ε0 + ε0χe)∂E
∂t . (2.10)

In order to describe light propagation in a material, these equations are combined into a
single equation, where only the electric field is present. Taking the curl of Eq. 2.9 and
inserting Eq. 2.10 one obtains the following:

∇×∇×E = −µ0ε0
∂2E

∂t2
− µ0ε0χe

∂2E

∂t2
. (2.11)

Using the vector calculus identity ∇×∇×E = ∇(∇·E)−∇2E and noting that ∇·E = 0
Eq. 4.19 reduces to:

−∇2E = −µ0ε0
∂2E

∂t2
− µ0ε0χe

∂2E

∂t2
. (2.12)

Using the relation between the speed of light in vacuum, electric permittivity and magnetic
permeability in vacuum, 1/c2 = µ0ε0, and using the definition of the induced polarization
P of Eq. 2.6 we obtain:

∇2E = µ0ε0(1 + χe)
∂2E

∂t2
(2.13)

= 1
c2
∂2E

∂t2
+ µ0

∂2P

∂t2
. (2.14)

These two forms are equivalent and useful in explaining some specific features. First of
all, both of them are second order partial differential equations with respect to time and
space, which means that they are wave equations. This point is particularly clear from
Eq. 2.13, which has the form of a standard wave equation ∇2u(r, t) = k ∂

2u(r,t)
∂t2 , where

k = constant. Furthermore, we can see that the material response to the electric field is
determined by the electric susceptibility χe.

The second form in Eq. 2.14 shows that the wave propagation is changed from free space
propagation by the induced polarization in the material, that acts as an additional source
term. This form will be more instructive later, when we discuss nonlinear propagation
effects.

2.1.1 Linear effects in optical fibers
We first discuss linear propagation of light in materials, and in particular in optical fibers.
Linear propagation effects in fibers results from changes in the phase velocity of light
v in the material and losses (or attenuation/absorption). These are most instructively
understood from inspecting Eq. 2.13. In general the electric susceptibility is a complex
quantity. The real part can be associated with the refractive index n = c/v while the
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complex part corresponds to attenuation α. After some mathematical steps, one can show
that they are related to the susceptibility by:

n = Re{
√

1 + χe} (2.15)

α = ω

nc
· Im{χe}, (2.16)

where ω is the angular frequency of the propagating field.

Refractive index & Material dispersion

The refractive index of materials depends on the frequency (or wavelength) of the light
i.e. n = n(ω) - thts why the water droplets in air cause a rainbow. Full understanding
of this dependence requires a quantum mechanical model, which is beyond the scope of
the discussion here,but it can be intuitively understood from the fact, that electrons in
a material react differently to electromagnetic waves of different frequencies (and hence
different energies). In practice, this means that frequencies experience different velocities
and are delayed in time by various amounts when propagating through the material,
therefore leading to a temporal walkoff between the frequency components.
The frequency dependence of the refractive index of silica (SiO2 the most common
material for optical fibers) is shown in Fig. 2.1. This dependence is referred to as material
dispersion.

2. Light propagation in single-mode optical fibers

and it is precisely the GVD-parameter which plays the dominant role in the temporal
broadening of short pulses. The dispersion is said to be normal if �2 > 0, anomalous
if �2 < 0 and the wavelength at which �2 = 0 is known as the zero-dispersion wave-
length (ZDW). Traditionally in literature an alternative parameter called the dispersion
parameter is also used and is defined by

D = �2⇡c

�2
�2. (2.5)

Dispersion coefficients �k for which k > 2 are collectively known as higher-order dis-
persion (HOD) terms and their contribution is particularly important if the bandwidth
of the pulse is large or if the pulse is centered close to the ZDW.

The frequency-dependence of the effective modal index arises from two contributions:
(i) a material contribution reflecting the fact that the refractive indices of the cladding
and the core are frequency-dependent and (ii) a waveguide contribution reflecting the
frequency-dependence of the mode size. Due to the waveguide contribution the overall
dispersion can be influenced by suitable choice of the fiber-design parameters. Figure
2.2(a) illustrates the wavelength-dependence of the refractive index of bulk fused silica
calculated from a Sellmeier equation [38]. Correspondingly, Fig. 2.2(b) compares the
dispersion parameter D associated with bulk fused silica and the dispersion parameter
of a typical single-mode fiber with a = 4 µm and � = 0.002. Whilst the dispersion
parameters show good agreement over the entire wavelength range, the ZDW of the
fiber can be seen to be slightly displaced towards longer wavelengths from that of bulk
silica at 1.27 µm. By suitably choosing the relative index difference � and the core
radius a, the ZDW can be further pushed into the vicinity of 1.55 µm where fiber
losses reach a minimum [123]. However, the dispersion profile can be tailored to a
much more drastic extent if a microsctructured refractive index profile is introduced
into the cladding.
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Figure 2.2: Calculations showing (a) variation of the refractive index of fused silica with
wavelength and (b) dispersion parameters of bulk fused silica (dashed line) and a single-mode
fiber with a = 4 µm and � = 0.002 (solid line).
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Figure 2.1: Typical refractive index profile of silica displaying displaying the wavelength
dependence.

The temporal walk-off becomes especially important in the case of ultrashort light pulses
of 10 fs - 1 ps duration. Such pulses have spectral bandwidths varying between 1 nm -
100 nm at 1000 nm wavelength, resulting in a significant walkoff between the wavelengths
and thus in temporal broadening of the pulses. This walkoff can be estimated from the
propagation constant β(ω) = n(ω)ω/c. (also known as the wavenumber or wavevector
k(ω)). Considering the propagation of an optical pulse, the group velocity vg is often
defined as:

vg =
(
∂β(ω)
∂ω

)−1 ∣∣∣∣
ω=ω0

, (2.17)
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representing the speed at which the optical field or pulse envelope centered at ω0 propagates
and has units of meters per second. The dispersion of the material leads also to frequency
dependence of the group velocities in the material, causing delay between the different
frequency components. This walkoff can be estimated from the change of the group velocity
with respect to the center frequency by defining the group velocity dispersion (GVD)
-parameter:

β2 = ∂

∂ω

1
vg

= ∂2β(ω)
∂ω2 , (2.18)

that has units of s2/m, or equivalently s
Hz·m that can be viewed as the delay in seconds

per one hertz bandwidth of the field per meter of propagation in the fiber.

While the above definition is extremely useful in the physical models discussed later, the
GVD can be recast in a more practical dispersion parameter D,

D = −2πc
λ2 β2, (2.19)

with units of ps/nm/km. The simplicity of use of the dispersion parameter can be
understood from the following. The amount by which the two extreme wavelengths of a
laser pulse with 1 nm bandwidth, propagating in 1 km of fiber is directly given by the
value of D, resulting in an equivalent temporal broadening of the pulse.

Modal and waveguide dispersion in optical fibers

Conventional optical fibers consist of a cylindrical core of a few micrometers to tens of
micrometers in diameter made of a material with a given refractive index and surrounded
with by a cylindrical cladding made of material with lower refractive index. The difference
in refractive index between the core and the cladding allows total internal reflection to
keep the light trapped inside the fiber and enable guidance over long distances.

The core and the cladding are typically made of the same material and the increase in
the refractive index in the core is, usually small ∆n ≈ 0.01n, is achieved by doping the
core with small amounts of GeO2,P2O5 or Al2O3. In photonic crystal fibers the guiding
mechanism relies on the photonic bandgap effect achieved by adding a lattice of air holes
around the core of the fiber [41]. In addition to the material dispersion, both types of
fiber experience additional sources of dispersion resulting from the fiber geometry, referred
to as modal and waveguide dispersion.

In order to explain the origin of modal and waveguide dispersion we need to introduce the
concept of fiber modes, which correspond to possible transverse electric field distributions
of light that is guided in the fiber. They are obtained by solving the Maxwell equations
with boundary conditions set by the geometrical dimensions and the refractive indices of
the materials in the fiber.

The electric field oscillating at a single frequency or wavelength can fulfill the boundary
conditions for several different transversal distributions (see Fig. 2.2), depending on the
fiber core diameter. Different modes experience different geometrical paths inside the
fiber resulting in delay between these modes and this is referred to as modal dispersion.
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Figure 2.2: Example of transverse fiber modes with linearly polarized light. Top row and
bottom row have been calculated with different wavelengths, illustrating the difference in the
mode distributions leading to waveguide dispersion.

If the fiber core size is reduced such that only a single transverse mode can propagate
at any frequency, the fiber is called a single-mode fiber. Although generally the mode
distributions for the first allowed mode appear similar for different frequencies in Fig.
2.2, there will still be a delay between them, which results from the fact, that modes
with higher frequency (shorter wavelength) are more confined into the core, and therefore
effectively experience a higher refractive index than the lower frequency modes (compare
Fig. 2.2 top and bottom row). This is called waveguide dispersion.

When using multimode fibers, all of these three dispersion sources contribute to the
effective refractive index, or group index ng(ω) at a given frequency. From an application
viewpoint however, it is generally desired to use single mode fibers to avoid possible
detrimental interference and cross-talk problems in applications. However, even with
single mode fibers, waveguide dispersion needs to be accounted to the effective refractive
index. Figure 2.3 illustrates the effect of waveguide dispersion on the total effective
refractive index.

When describing the dispersion of optical waveguides one needs to account for all possible
sources of dispersion to correctly model the system. This means that the propagation con-
stant should be defined accounting for the effective refractive index frequency dependence
β(ω) = ng(ω)ω/c. In practice, the exact knowledge of all the contributions are rarely
exactly known at all wavelengths, and the propagation constant is expressed through a
Taylor series expansion at the center wavelength ω0 of the propagating light,

β(ω) =
∑
k≥0

1
k!βk(ω − ω0)k, (2.20)

where βk = ∂kβ(ω)/∂ωk are evaluated at ω0. We can immediately associate β1 with the
group velocity and β2 with the GVD-parameter discussed earlier that are now accounting



10 Chapter 2. Light propagation in optical fibers

2. Light propagation in single-mode optical fibers

and it is precisely the GVD-parameter which plays the dominant role in the temporal
broadening of short pulses. The dispersion is said to be normal if �2 > 0, anomalous
if �2 < 0 and the wavelength at which �2 = 0 is known as the zero-dispersion wave-
length (ZDW). Traditionally in literature an alternative parameter called the dispersion
parameter is also used and is defined by

D = �2⇡c

�2
�2. (2.5)

Dispersion coefficients �k for which k > 2 are collectively known as higher-order dis-
persion (HOD) terms and their contribution is particularly important if the bandwidth
of the pulse is large or if the pulse is centered close to the ZDW.

The frequency-dependence of the effective modal index arises from two contributions:
(i) a material contribution reflecting the fact that the refractive indices of the cladding
and the core are frequency-dependent and (ii) a waveguide contribution reflecting the
frequency-dependence of the mode size. Due to the waveguide contribution the overall
dispersion can be influenced by suitable choice of the fiber-design parameters. Figure
2.2(a) illustrates the wavelength-dependence of the refractive index of bulk fused silica
calculated from a Sellmeier equation [38]. Correspondingly, Fig. 2.2(b) compares the
dispersion parameter D associated with bulk fused silica and the dispersion parameter
of a typical single-mode fiber with a = 4 µm and � = 0.002. Whilst the dispersion
parameters show good agreement over the entire wavelength range, the ZDW of the
fiber can be seen to be slightly displaced towards longer wavelengths from that of bulk
silica at 1.27 µm. By suitably choosing the relative index difference � and the core
radius a, the ZDW can be further pushed into the vicinity of 1.55 µm where fiber
losses reach a minimum [123]. However, the dispersion profile can be tailored to a
much more drastic extent if a microsctructured refractive index profile is introduced
into the cladding.
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Figure 2.2: Calculations showing (a) variation of the refractive index of fused silica with
wavelength and (b) dispersion parameters of bulk fused silica (dashed line) and a single-mode
fiber with a = 4 µm and � = 0.002 (solid line).
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Figure 2.3: (a) The dashed line displays the dispersion parameter D resulting from the bulk
material dispersion of silica in displayed in Fig. 2.1 and the solid line shows the effect of the
waveguide dispersion in a standard single mode fiber on the total dispersion parameter. (b)
Dispersion curve and microscope image of a photonic crystal fiber NL-PM-750 used in some of
the experiments of this thesis. This fiber has two ZDW wavelengths at 750 nm and 1260 nm.

for all of the dispersive effects instead of only the material dispersion. When k ≥ 3
the derivatives do not have any specific names and are just referred to as higher order
dispersion parameters.

The dispersive properties can be divided into two regimes by the points where the
dispersion parameter D in Fig 2.3 (a) passes through zero. Wavelengths, where D
has positive values (β2 < 0) are referred to as the anomalous dispersion regime, and
wavelengths whereD has negative values (β2 > 0) are called normal dispersion regime. The
difference between the two regimes is, that in normal dispersion long wavelengths travel
faster than short wavelengths (as is usual for optical glasses in the visible wavelengths,
hence the name normal), whereas the opposite occurs in anomalous dispersion. In the case
of purely linear propagation of light, these two regimes only lead to temporal broadening.
However, when coupled with nonlinear effects discussed next, the particular dispersion
regime can dramatically impact the resulting physics.

The point where the D-parameter crosses zero is called the zero dispersion wavelength
(ZDW) and is where dispersive broadening is minimum. As the waveguide dimensions
affect the total dispersion some tunability of the ZDW can be achieved. This has been
especially the case with the development of photonic crystal and microstructured fibers
(see Fig. 2.1 (c)), that have allowed for single mode operation over very broad bandwidths
while engineering the waveguide dispersion [41]. In particular, this has allowed to bring
ZDW and anomalous dispersion regimes down to visible wavelengths, allowing the use of
high power solid state lasers in combination with such fibers. Dispersion engineering has
also been used to flatten the dispersion profile in order to minimize pulse broadening in
telecommunication systems [42, 43].

2.2 Nonlinear effects and pulse propagation equation

We have seen that the response of material’s electrons gives rise to the refractive index and
losses via the electric susceptibility χe. This model is perfectly valid in most situations,
when the electric field E is relatively weak (for ambient sunlight the electric field amplitude
is well below 103 V/m). However, the invention of the laser, has led to the emergence
of light sources with extremely high intensities by focusing coherent laser light into tiny
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spots with electric field values exceeding 1011 V/m, that is the characteristic electric
field strength inside atoms Eat ∝ e/(ε0a2

0), where e is the electron charge and a0 is the
atomic radius. This value can be considered as the limit for nonlinear optical interaction
of electrons with the electric field [1]. The complete picture would require quantum
mechanical treatment, but the basic phenomena can be understood with the help of a
simple model, whereby a single electron is bound by a spring to the core of the atoms
that constitute the material. This model is known as the Lorentz model.

Under the action of the electric field, the electron feels a force that pulls the electron
away from the atom (opposing the spring), and in the case of an electric field with weak
amplitude, displaces it by some amount that is linearly proportional to the electric field
amplitude, Fig. 2.4 (a). If the intensity of light increases and correspondingly the electric
field amplitude, the electron feels an increased force from the electric field and the spring
becomes fully extended Fig. 2.4 (b). In analogy with a mechanical spring, the further
the electron spring is extended, the more force is required to extend it more. In this
case the displacement is not only proportional to the electric field amplitude, but also
its harmonics, in other words it is nonlinearly dependent on the electric field strength.
This causes the electron to move out of synchronization with respect to the electric field,
resulting in new frequencies being generated from the electron oscillations.

∆𝑥 ∝ 𝑞𝐸
													+𝑎𝑞𝐸)

+⋯

∆𝑥 ∝ 𝑞𝐸 ∆𝑥 ∝ 𝑞𝐸e-

e-

(a)

(b)
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E-field

Strong
E-field

∆𝑥 = 0

∆𝑥 = 0 ∆𝑥 ∝ 𝑞𝐸
													+𝑎𝑞𝐸)

+⋯

Figure 2.4: (a) Response of an electron with charge q = e bound to an atom by an imaginary
spring when a weak optical field E is applied. Displacement ∆x of the electron due is linearly
proportional to the applied electric field. (b) The electron is pulled further away when a
strong electric field is applied. However the atom responds to this and the displacement is now
proportional to the linear displacement and an additional term aqE2 proportional to the square
of the field appears. Here a is a proportionality constant.

Going back to the wave equation of 2.14, this nonlinear response can be modeled by
taking into account that the electronic polarizability P consists from a linear part P L
(defined earlier) and an additional nonlinear part PNL dependent on the harmonics of
the E-field:

P = P L + PNL = ε0χ
(1)
e E + ε0χ

(2)
e E2 + ε0χ

(3)
e E3 + ... (2.21)
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Here, χ(k)
e are the material electric susceptibilities, generally tensors of rank k + 1 to

account for the vectorial nature of the electric field. The nonlinear susceptibilities (k ≥ 2)
describe the strength of the nonlinearity (or how strong our opposing electronic spring
is) as well as the spatial dependency of the electronic response (hence the tensors that
describe the dependence of the incoming light beam). In standard nonlinear optical
experiments it is usually sufficient to consider only the square and cubic terms of the
nonlinear response, as higher order terms have extremely low susceptibilities that make
their contribution very weak [1]. Furthermore, the material structural properties can lead
to simplifications of the tensor properties or vanishing terms in the expansion of Eq. 2.21.
An important example is the silica glass used in optical fibers that possesses inversion
symmetry leading to all of the even-order susceptibilities vanishing [1]. This means that
from the point of view of nonlinear fiber optics, the total material polarization can be
expressed as P = ε0χ

(1)
e E + ε0χ

(3)
e E3.

Furthermore, if one assumes a linear polarization in a single mode fiber, the transverse
x-y-dependence of the electric field can be neglected and its amplitude can be written as
E(z, t) = A(z, t)ei(β0z−ω0t) + c.c., where A(z, t) = A0(z, t)eiφ(t) ≡ A is the pulse complex
envelope (with phase information) and |A|2 corresponds to the instantaneous power in
Watts. Note, that we have chosen to present the real-electric field as a sum with its
complex conjugate (c.c.) to simplify calculations. We first evaluate the contribution of
the nonlinear polarization using this ansatz:

PNL = ε0χ
(3)
e [A(z, t)ei(β0z−ω0t) + c.c.]3

= ε0χ
(3)
e A(z, t)3ei(3β0z−3ω0t) + 3ε0χ(3)

e |A(z, t)|2A(z, t)ei(β0z−ω0t) + c.c.

≈ 3ε0χ(3)
e |A(z, t)|2A(z, t)ei(β0z−ω0t) + c.c. (2.22)

The last approximation follows from that normally the field at the third harmonic
frequency propagates at a different velocity in the waveguide than the fundamental field
and is therefore not amplified significantly and can be neglected. Thus, it’s said that the
fields are not phase-matched, or momentum is not conserved. It is in general difficult to
achieve phase-matching for multiple frequencies simultaneously in any material due to
the material dispersion [1].
Next we consider the whole Eq. 2.14 with the above ansatz. We start by transferring
equation 2.14 to the spectral domain, by Fourier transforming it:

∇2Ẽ(ω) + ω2

c2
Ẽ(ω) + ω2

ε0c2
P̃L(ω) = FT [ ∂

2

∂t2
PNL(t)]. (2.23)

Here we have used the fact that the derivatives can be replaced by ∂
∂t → iω and Ẽ(ω) is the

Fourier transform, FT , of the field. We have also not explicitly written out the FT of the
nonlinear polarization due to its complexity. The linear polarization part can be written
out with the help of the first order electric susceptibility P̃L(ω) = ε0χ

(1)(ω)Ẽ(ω) and it can
be combined together using the frequency dependent refractive index, n2(ω) = 1 +χ(1)(ω)
to obtain:

∇2Ẽ(ω) + ω2n2(ω)
c2

Ẽ(ω) = FT [ ∂
2

∂t2
PNL(t)]. (2.24)
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Furthermore, as we are considering the propagation in a single mode fiber, the transverse
profile properties can be omitted by setting ∇2 ≈ ∂2

∂z2 . We can also use the propagation
constant β(ω) = n(ω)ω/c to simplify the equation to:

∂2

∂z2 Ẽ(ω) + β2(ω)E(ω) = FT [ ∂
2

∂t2
PNL(t)]. (2.25)

Evaluating the derivative with respect to z by using our ansatz we obtain:

∂2

∂z2 Ẽ(ω) =
(
∂2Ã(z, ω)

∂z2 + 2iβ0
∂Ã(z, ω)

∂z
− β2

0Ã(z, ω)
)
eiβ0z + c.c. (2.26)

Using the assumption that the pulse envelope Ã(z, ω) varies slowly compared the wave-
length of light (slowly varying envelope approximation) one can neglect the second order
derivative of the envelope with respect to z and we can write equation 2.25 as:[

2iβ ∂Ã(z, ω)
∂z

+ (β2(ω)− β2
0)Ã(z, ω)

]
eiβ0z + c.c. = FT [ ∂

2

∂t2
PNL(t)]. (2.27)

Finally, as the propagation constant change with respect to frequency in optical materials
is usually moderate, one can approximate β2(ω)− β2

0 ≈ 2β0(β(ω)− β0), after which we
perform an inverse Fourier transform back to time domain and re-arrange to obtain:

[
∂A(z,t)
∂z + β1

∂A(z,t)
∂t +

∑
k≥2

ik+1 βk

k!
∂kA(z,t)
∂tk

]
ei(β0z−ω0t) + c.c. (2.28)

= −i
2β0ε0c2

∂2

∂t2PNL(z, t).

Here βi are the Taylor series coefficients of the propagation constant that are used to
simplify the Fourier transform, as an exact functional form of β(ω) is rarely known.
Performing the derivation twice on the nonlinear polarization part given by eq. 2.22
and assuming an instantaneous nonlinearity (i.e. χ(3)(t) = const.), one will obtain the
following

∂2

∂t2PNL(z, t) = 3ε0χ(3)ei(β0z−ω0t) (2.29)(
∂2|A(z,t)|2A(z,t)

∂t2 − 2iω0
∂|A(z,t)|2A(z,t)

∂t − ω2
0 |A(z, t)|2A(z, t)

)
+ c.c.

Similarly as before, assuming that the temporal envelope A(z, t) varies slowly with respect
to time, one can neglect the first and second order derivatives (the first order derivative
should be included in some cases as will be discussed later in higher order effects), and
equation 2.28 reduces to:

[
∂A(z,t)
∂z + β1

∂A(z,t)
∂t +

∑
k≥2

ik+1 βk

k!
∂kA(z,t)
∂tk

]
ei(β0z−ω0t) + c.c. (2.30)

= i 3χ(3)ω0
2ng(ω0)c |A(z, t)|2A(z, t) + c.c.
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We define γ as the nonlinear parameter describing the strength of the nonlinear effects
arising from the nonlinear polarization:

γ = 3ω0

2n(ω0)cχ
(3). (2.31)

The strength of the nonlinearity at ω0 is determined by the third-order susceptibility, the
group index ng(ω0) which is affected by the material and the fiber geometry. Smaller
fiber core areas lead to higher confinement resulting in stronger electric field strengths
and lead to enhanced nonlinear effects.

Furthermore, we can neglect the complex conjugates on both sides of equation 2.31 and
simplify by multiplying with e−i(β0z−ω0t). One can also introduce losses α by using the
complex refractive index of Eq. 2.16 in the derivation to obtain:

∂A

∂z
+ β1

∂A

∂t
+
∑
k≥2

ik+1 βk
k!
∂kA

∂tk
+ α

2A = iγ|A|2A. (2.32)

Finally, with a change of variable T = t − z/vg one can transform Eq. 2.32 into a
co-moving frame with the pulse envelope:

∂A

∂z
−
∑
k≥2

ik+1 βk
k!
∂kA

∂T k
+ α

2A = iγ|A|2A. (2.33)

This equation is referred to as the basic nonlinear propagation equation.

2.2.1 Optical Kerr effect
One of the most important manifestations of the nonlinearity is the intensity dependent
refractive index, or Kerr effect. The nonlinear term causes a local increase in the
effective refractive index of the material neff,NL = ng + n2I. Here, ng is the group
index resulting from material and waveguide dispersion, which is further modified by
an intensity dependent term n2I arising again from the nonlinear susceptibility. Often
the nonlinear parameter γ of a material is experimentally determined by measuring the
intensity dependent refractive index which are related by γ = n2ω0/(cAeff). In optical
fibers, this intensity dependent refractive index gives rise to four-wave-mixing (FWM),
self-phase modulation (SPM) and cross-phase modulation (XPM) which are special cases
of the Kerr effect.

Briefly described, SPM is the additional phase shift/delay experienced by the electric
field in the fiber caused by the increased effective refractive index. For laser pulses, the
intensity dependence of the Kerr effect leads to a time-dependent phase-shift. In practice
this means, that while the pulse temporal shape stays the same, the temporally varying
phase generates new frequencies in the spectral domain and the pulse spectrum broadens.

XPM corresponds to the case when two fields with different center frequencies are injected
into an optical fiber. Due to the Kerr effect, both will experience an increased refractive
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index (and corresponding phase shift) dependent on the second field in addition to the
increase due to SPM.
FWM refers to the interaction of four fields at different frequencies that interact with each
other via the nonlinearity. As mentioned earlier, phase-matching of several frequencies
simultaneously is difficult in normal materials. However, when the intensities of the
constituent fields are increased and significantly large changes to the corresponding
refractive indices due to the Kerr effect occur allowing for phase-matching to be fulfilled,
significant energy transfer between the fields can occur.

2.2.2 Higher order nonlinear effects
Aside from the nonlinear effects rising from the instantaneous nonlinear polarization of
the material, there are other nonlinear physical mechanisms that can become significant
depending on the experimental conditions. These other nonlinearities arise from a coupling
between the molecular structure and electric field in contrast to the purely electronic
nature of the Kerr effect. Such examples are stimulated Brillouin scattering (SBS) arising
from a periodic refractive index change caused by electrostriction, or stimulated Raman
scattering (SRS) arising from energy transfer between the vibrational energy states of
the molecules and the electric field [2].
SBS is significant only when using long pulses (>ns) or continous wave (CW) fields as
electrostriction takes time to build up in the material. Therefore SBS usually does not
need to be considered for ultrafast pulses with durations below tens of picoseconds.
SRS on the other hand has a relatively short response time of tens of femtoseconds and
becomes increasingly important as pulses become shorter, needing to be included in the
pulse propagation model. The mathematical expression for Raman scattering can be
derived by using a temporal response function R(t) for the third-order susceptibility that
includes the instantaneous response, δ(t), as well as a delayed response, hR(t), accounting
for the Raman effect [2, 44]:

R(t) = (1− fR)δ(t) + fRhR(t). (2.34)
Here fR = 0.18 is the fractional contribution of the Raman effect to the total nonlinearity
and hR(t) is the delayed response function determined by using the Kramers-Kronig
relations and experimentally measured Raman gain curve [45] or by using the nearly
equivalent analytic form [44].
Using the response function R(t) for the nonlinear susceptibility in equation 2.32 one
can obtain, after some algebra, a more complete model for the propagation of short laser
pulses in fibers in the co-moving time frame:

∂A

∂z
−
∑
k≥2

ik+1 βk
k!
∂kA

∂T k
+ α

2A = iγ

(
1 + iτshock

∂

∂T

)
× (2.35)

(
A

∫ ∞
−∞

R(t′)|A(z, T − t′)|2dt′
)

This form is often referred to as the generalized nonlinear Schrödinger equation (GNLSE).
The delayed response R(t) of the third order susceptibility (i.e. SRS) is evaluated by the
integral term.



16 Chapter 2. Light propagation in optical fibers

In addition to the delayed nonlinear response, we observe the factor (1 + iτshock
∂
∂T ) that

results from accounting for the first order derivative of the nonlinear polarization in Eq.
2.30. This factor takes into account the frequency dependence (dispersion) of the nonlinear
parameter γ with the time derivative term that causes effects at a characteristic time
scale of τshock = 1/ω0.These effects are usually associated with self-steepening and optical
shock formation [1, 2, 31]. Even though the derivation of Eq. 2.33 assumed a slowly
varying envelope, the inclusion of this frequency dependent nonlinearity is actually a key
factor allowing the extension of using the GNLSE down to pulses with few femtosecond
durations [31].

This model is non-integrable, but various finite-difference or pseudospectral numerical
integration methods can be used to find approximate solutions (see chapter 2 of [2] and
the references therein). One of the most successful and straightforward approaches is
the split-step Fourier method that can be classified as a finite-difference method. Briefly
described, it splits the fiber into shorter segments, where the nonlinear and dispersive
effects can be evaluated independently. One then approximates the field evolution to
the next segment by first taking a purely nonlinear evolution step followed by only the
dispersive evolution calculated in the Fourier domain and giving the algorithm its name.
This modelling approach has yielded excellent agreement with experimental results and is
now widely used because of straightforward implementation using fast Fourier transform
algorithms on PCs [31].

Raman self-frequency shift

As the Raman effect involves energy exchange, it implies a change in the frequency of the
propagating light. While theoretically both increase and decrease in the frequency are
possible, a simple thermodynamic argument shows, that only high frequency components
can amplify the low frequency components such that Raman gain is strongly asymmetric
with respect to the pump frequency [45]. For long pulses/CW fields in silica fibers, SRS
will cause amplification of discrete frequency bands separated by 13.2 THz (maximum
gain) from the pump. For short pulses, below 1 ps duration, the spectral bandwidth of
the pulse is broad enough for the high frequency components of the pulse to amplify the
low frequency components, a phenomenon referred to as intrapulse Raman scattering.
This results in a continuous spectral shift of the pulse center frequency, which is known
as the Raman self-frequency shift (RSFS). The magnitude of the frequency shift can be
shown to be inversely proportional to the fourth power of pulse duration [2].

2.2.3 Optical solitons

When discussing pulse propagation in waveguides the term solitons cannot be avoided.
They are light pulses that propagate undistorted in the waveguide. The effect of dispersion
is balanced by the nonlinear phase shift induced by SPM. This implies that in order for
solitons to exist, two conditions need to be fulfilled. Firstly, as the phase shift due to
SPM has always a gradient to the same direction in time, dispersion has to be in the
opposite direction. This means that bright solitons only exist in materials or waveguides
with anomalous dispersion. Secondly, the input pulse power needs to be large enough to
induce enough SPM to compensate for the dispersion.

Note that the term bright soliton is used here, which refers to a pulse of light on no
background radiation. Dark solitons, that are observed as “missing light” in a background
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pulse, also exist. Moreover, they can also exist in the normal dispersion regime [46]. As
lasers generally produce bright soliton pulses, we concentrate on the dynamics of these.

The analytical pulse shape that fulfills this condition is the bright hyperbolic secant
soliton:

A(z = 0, T ) =
√
P0sech( T

T0
). (2.36)

Here P0 is the peak power of the soliton and T0 is the pulse duration related to the from
the full width at half maximum (FWHM) duration as T0 = TFWHM/1.763. The dispersive
and nonlinear effects cancel each other out when P0 = |β2|/(γT 2

0 ).

If the peak power is increased in Eq. 2.36 we obtain what are referred to as higher order
solitons. At z = 0, they have the same shape of the hyperbolic secant, where the peak
power is set by the soliton condition N = m, where m = 1, 2, 3, ..., and N is the soliton
order defined by

N =

√
γP0T 2

0
|β2|

. (2.37)

In contrast to N = 1 solitons, higher order solitons do not propagate undistorted, but
rather undergo periodic evolution, with complex expansion and compression cycles both
in the temporal and spectral domains. Higher order soliton can in fact be considered
as the nonlinear superposition of fundamental N = 1 solitons with different phases and
amplitudes. Eventually they return to their original hyperbolic secant shape and the
cycle starts again. Figure 2.5 compares the evolution of a N = 1 and N = 3 solitons in
the temporal and spectral domains.

An interesting question is what happens if the pulse parameters T0, P0 do not match the
condition N = 1, or the input pulse shape is not hyperbolic secant (though this holds
true for most soliton-mode locked lasers). The soliton solution is in fact an analytical
attractor state for pulse propagation in fibers such that, if a pulse does not fulfill the
soliton condition, it will broaden or compress in time, and possibly shed excess energy,
in order to adjust its properties fulfill a soliton solution. If the peak power is such that
it does not fulfill the soliton condition N = integer, the pulse will adjust itself to the
nearest integer soliton number. In the case when N < 0.5, the nonlinear effects are not
strong enough, and the pulse will just undergo linear, dispersive broadening and not turn
into a soliton.

Soliton fission

Even though solitons are attractor solutions of for pulse propagation in fibers and they
propagate unchanged when only second-order dispersion and the Kerr effect are present,
typical experimental conditions involve higher-order dispersion and nonlinearities such
that one should consider the pulse propagation in the full GNLSE framework. Higher-
order solitons are very sensitive to these perturbations and typically break up into its
constituent fundamental solitons that subsequently propagate separately. This process is
called soliton fission and it occurs approximately at a distance Lfiss ≈ N/(γP0), which
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Figure 2.5: Evolution in time domain of a fundamental soliton propagating unchanged (a) and
third order (N = 3) soliton (b) undergoing typical periodic evolution in a fiber with only second
order dispersion and nonlinearity present. Corresponding evolution in spectral domains are also
shown in (c) for the fundamental and (d) the third order soliton.

is around the same distance where the spectral broadening of the higher order soliton
reaches its maximum for the first time and the perturbative effects are the strongest [31].

As each of the fundamental solitons have different durations and peak powers, the
subsequent higher-order effects will also affect each of these in separate manners. One
of the most prominent ones is the RSFS discussed earlier, that will start redshifting the
solitons at different rates due to the shift rate dependence on the soliton duration.

Dispersive wave generation

When higher order dispersion terms cannot be neglected (as is usual for short pulses with
large bandwidths) and a soliton propagates near the ZDW so that a part of its spectrum
extends to the normal dispersion regime, a dispersive wave (DW) can be generated.
The higher-order dispersion terms allow for phase-matching between the soliton center
frequency and the dispersive wave, and resonant energy transfer occurs from the soliton
to the dispersive wave wing [47]. The soliton will react to this with a spectral recoil away
from the ZDW, which reduces the phase-matching until the resonance is lost and energy
transfer stops. Furthermore, additional redshift from the RSFS will reduce the distance
over which the DW and soliton are phase-matched further reducing the transferred
energy amount [31]. Generally the amount of energy transferred is difficult to estimate
analytically, but the frequency of the phase-matched dispersive wave can be estimated
accurately.

2.3 Spectrogram representation

For the analysis of some of the results presented in this thesis, it can be useful to plot
the spectrogram representation of the electric field. The spectrogram yields an intuitive



2.3. Spectrogram representation 19

picture of the electric field of light in the temporal and spectral domains simultaneously
and is convenient to visualize pulse propagation effects. Furthermore, it can be measured
experimentally using a frequency resolved optical gating system [23].

The spectrogram X(τ, ω) is a two-dimensional time-frequency distribution of the signal,
in other words it tells which frequencies of a given electric field source arrive at which
time. Mathematically it is defined as:

X(τ, ω) = |
∫∞
−∞E(t)p(t+ τ)e−iωtdt|2. (2.38)

Here p(t+ τ) is a known reference pulse that is shorter in time than E(t) and narrower in
spectral bandwidth. In this particular case, one can also observe, that the margins of the
spectrogram (that are obtained by integrating the spectrogram over either the spectral
or temporal axis) are a convolution of p(t) and E(t) in the corresponding domains. The
spectrograms and their margins are shown in figure 2.6 illustrating some of the linear and
nonlinear propagation effects discussed above:

(a) a hyperbolic secant shaped pulse with TFWHM = 150 fs, for which the time and
bandwidth fulfill the minimum time-bandwidth product [2]

(b) the same pulse as in (a) but which has undergone dispersive temporal broadening
in a fiber with anomalous dispersion (also known as linear chirp)

(c) same pulse as in (a), but which has experienced spectral broadening due to SPM.

Figure 2.6: Examples of XFROG spectrograms and their margins for three different cases
listed above with a gate pulse duration of TFWHM = 75 fs. In addition to the integrated margins
shown by the black lines, we illustrate an example of the actual electric field oscillations of the
light, by the blue lines demonstrating the temporally varying instantaneous frequency for cases
(b) and (c).

These simple examples illustrate the usefulness of the spectrogram representation. The
change in the instantaneous frequency of the pulse caused by dispersion can be observed
directly from the pulse tilt. The long wavelength contributions arrive earlier (due to
the smaller effective refractive index in anomalous dispersion regime) compared to long
wavelengths. For the pure SPM case, we can observe how the pulse has not broadened in
time compared to (a) and (b), but the spectrum has undergone significant broadening.
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Experimental measurement of the spectrogram can be performed for example by cross
correlation frequency resolved optical gating (XFROG) whose setup is illustrated in figure
2.7.

Supercontinuum Generation in Optical Fibers 17

6. – Nonlinear instabilities and extreme events

The underlying physical mechanisms and dynamics of supercontinuum with pump

pulses of picosecond duration and above di↵er from those in the femtosecond regime.

Supercontinuum generation with long pulses in the normal dispersion regime is generally

less e�cient than in the anomalous dispersion regime, typically requiring longer lengths

of fiber and/or larger peak power. This is because, in the normal dispersion regime, four-

wave mixing (FWM) and stimulated Raman scattering are the main driving mechanisms

for a pump close and far detuned from the zero-dispersion wavelength, respectively. The

spectral broadening in this case is limited by the phase- and group-velocity matching

conditions for FWM on one hand, and the relatively weak Raman gain of silica on the

other hand.

When pumping in the anomalous dispersion regime, modulation instability (MI)

triggers the SC generation process [6]. In the spectral domain, modulation instability

corresponds to a FMW process where the phase-matching condition is automatically

fulfilled through the nonlinear phase-shift experienced by the strong pump [11]. The fact

that the phase-matching condition is automatically fulfilled makes the initial stage of

the SC generation process more e�cient as compared to the normal dispersion regime.

In the following, we focus our attention to the anomalous dispersion regime, not only

because it is the most e�cient way to generate a spatially coherent ultra-broadband

supercontinuum source but also because of the rich dynamics involved and the analogy

of the nonlinear propagation with other branches of physics.

6
.
1. Modulation instability . – In the time domain, modulation instability describes the

exponential growth of a weak perturbation (e.g. in the form of a small modulation) on top

of a CW background. In optical fibers, MI is only observed in the anomalous dispersion

Fig. 9. – Typical experimental setup for cross-correlation frequency resolved optical gating -
XFROG

!(#)

!(# + &)

Figure 2.7: Simple schematic of the XFROG setup. The reference pulse and pulse under study
are mixed together in a second order nonlinear crystal where a sum frequency generation (SFG)
procedure occurs. This SFG signal is measured by a spectrometer at various delays in order to
form the spectrogram.

There exist inversion algorithms that allow one to retrieve the full complex electric field
E(t) from the spectrogram X(τ, ω), if the reference pulse complex field is known [23]. As
XFROG measurements are usually averaged over multiple pulses, this retrieval requires
the measured pulse train to be stable over this averaging. Single-shot versions of FROG
measurements do exist, but they have significant limitations that hinder their usability for
extremely complex pulses e.g. generated in supercontinuum generation discussed later.

2.4 Modulation instability

In what follows, we consider the special case of continuous wave fields (or long pulses with
A(z, T ) ≈ const., for periods longer than nanoseconds) propagating in the anomalous
dispersion regime. Even though we limit our scope for the moment, the dynamics
explained here can also play an important role for shorter pulses. This long pulse
assumption however helps explaining the essential features of the dynamics with less
complicated theory involved.

For continuous fields, the delayed response becomes irrelevant and SRS can be neglected.
For moderate powers, SBS effects can also be neglected and thus the only nonlinearity
arises from the Kerr effect. In silica optical fibers losses are generally small (0.18 dB/km
@ 1550 nm) and we can neglect attenuation for short propagation lengths in the GNLSE
of Eq. 2.33. As the bandwidth of CW fields is very narrow, dispersive effects can also be
modeled with the simple inclusion of the GVD term β2. Using the above approximations,
we obtain the nonlinear Schrödinger equation (NLSE):
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∂A

∂z
+ iβ2

2
∂2A

∂T 2 = iγ|A|2A. (2.39)

The NLSE can be considered as a special integrable case of the GNLSE, where analytical
solutions do exist and can be obtained by the inverse scattering transform (IST) [48–50].
Aside from the fact that these analytical solutions can be used for insight into the evolution
of quasi-CW fields in optical fibers, it has cross-disciplinary importance in physics. Indeed,
the NLSE arises also in the context of wave propagation in deep water [6, 9, 10], in plasma
physics [11, 12] or in Bose-Einstein condensates [13, 14].

One of the celebrated properties of the NLSE is the instability of a continuous wave
against small perturbations in the anomalous dispersion regime. Any small perturbation
is amplified exponentially with propagation and the continuous wave breaks up into
substructures (pulses), whose characteristics are defined by the perturbation, the CW
power and the fiber parameters β2, γ. This exponential amplification is commonly referred
to as modulation instability (MI). The classical example consists of a periodic and weak
sinusoidal perturbation applied on top of a continuous wave field - as illustrated in figure
2.8.
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Figure 2.8: Schematic of the evolution of a continuous wave field with a weak sinusoidal
perturbation, P0(1 + p · sin(ωmodt)), in an NLSE system. Evolution in the temporal domain (left)
and evolution in the spectral domain (right).The grey line illustrates the CW background with
constant power.

It is instructive to study in detail the evolution of this sinusoidal modulation first. The
initial modulation amplitude, set by p << 1 can be seen to be amplified in the temporal
domain, resulting in pulse formation with nearly 100% contrast compared to the CW
background. In the spectral domain (Fig. 2.8, right column, obtained by Fourier transform
of the field), we see the DC component from the constant background as the strongest peak,
accomppanied by weak sidebands located symmetrically at ωmod due to the sinusoidal
modulation. With further propagation energy is transferred from the continuous wave
component to the first sidebands, which in turn can further transfer the energy to new
sidebands in a cascaded manner at integer multiples of the original modulation frequency.
As the energy in the system is conserved, the energy flow to the sidebands reaches a
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maximum, after which the energy starts flowing back to the pump and the original state
will be restored (often other perturbations in experimental systems will prevent perfect
restoration). This behavior is observed in many nonlinear systems, and is known as the
Fermi-Pasta-Ulam recurrence, named after the physicists finding the phenomenon in
studying vibrational modes in atomic lattices [51, 52].
The energy transfer is the result of the nonlinearity in the system that couples the
different modes (or frequency components) together. From a fiber optics perspective, the
nonlinearity arises from the third-order susceptibility and can be viewed as a degenerate
FWM process [2] where two pump photons at ω0 are simultaneously annihilated to create
two photons at what are usually called the signal and idler frequencies so that energy is
conserved, i.e. ω0 + ω0 = ωi + ωs [1]. Such FWM process is only efficient only when a
proper phase-matching condition is met.
The phase-matching condition can be derived from a perturbation analysis assuming
an initial weak periodic modulation and injecting it into the NLSE [2]. Linearizing the
resulting equation one finds a system of coupled equations that describe the evolution of
the sidebands. The key results are: (i) exponential amplification of the perturbation can
only occur in anomalous dispersion regime β2 < 0 of the NLSE (higher order dispersion
and nonlinear effects can relax this condition for the GNLSE [2]) and (ii) only the
frequencies within the MI gain band defined by:

g(Ω) = |β2Ω|
√

4γP0

|β2|
− Ω2, (2.40)

are phase-matched and thus amplified. Here Ω = ω0 − ω is the frequency detuning from
the pump and P0 = |A|2 is the instantaneous power. Figure 2.9 plots the gain curve for
various input powers. MI can occur also in normal dispersion regime with two pumps
that are phase matched by XPM [53, 54], but this phenomenon is not studied in this
thesis. In the normal dispersion regime the system is stable to perturbations.

Frequency detuning ∆ω, (THz)
-100 -50 0 50 100 150 200

M
I 
G

a
in

 (
m

-1
)

0

20

40

60
P

p
 = 150 W

P
p
 = 200 W

P
p
 = 300 W

Figure 2.9: MI gain curve for NL-PM-750 fiber at 825 nm, with β2 = −9.8 · 10−27s2/m,
γ = 0.1(Wm)−1 and various peak powers.

The maximum of the gain occurs for a perturbation with frequency detuning of ΩM =√
2γP0/|β2|. From an experimental viewpoint it is worth noting that the maximum of

the gain can be tuned by adjusting the input pulse power or pump wavelength. The latter
option will change the GVD-value and therefore affect the gain maximum. Even though
the nonlinear parameter has also in principle a small frequency dependence, the change is
relatively small within the tuning range of available lasers and therefore not very relevant.



2.5. Breather formalism 23

Up to now we have only discussed the case where the perturbation is periodic with well
defined shape. It is an obvious question to ask what happens when the perturbation
is of some other form. At the extreme the perturbation can consist of entirely random
fluctuations, or noise, on top of the continuous wave field. In such a case, all the frequency
components of the noise falling within the MI gain curve will be amplified simultaneously
by the pump. An illustration of the evolution of the noisy field in this case is shown in
figure 2.10.

Figure 2.10: Simulated evolution of spontaneous MI originating from noise in the temporal
(left) and spectral (right) domains. The fiber used for the simulation is SMF-28 fiber of 20 km
length with a continuous wave field of 700 mW power at λ0 = 1550 nm. The red curve in the
spectral domain shows the theoretical MI gain curve calculated for these parameters from eq.
2.40.

This noise-seeded evolution is often referred to as spontaneous modulation instability in
contrast to the earlier case of seeded-modulation instability where a well-defined periodic
perturbation is injected into the fiber. In the time domain, we see how the weak initial
fluctuations are dramatically amplified and lead to the emergence of a noisy pulse train
at 7 km that subsequently evolves chaotically. Simultaneously in the spectral domain,
we observe how the noise that is not apparent at 1 km, has been significantly amplified
within the MI gain curve (shown in red) at 7 km. We also observe the cascading effect
that also occurs in the seeded case with the generation of higher-order sidebands, but
now the cascade occurs for the entire band leading to a quasi-continuous spectrum that
evolves into a characteristic triangular shape (when plotted on logarithmic scale) [55].

2.5 Breather formalism

As mentioned before, the NLSE has analytical solutions that can be obtained by IST,
where the nonlinear partial differential equation is represented in a form of a compatibility
condition of two linear differential equations. This is often done in the dimensionless
coordinate system, which will also help us to classify the solutions later. The dimensionless
NLSE is obtained by the change of variables ξ = zγP0, τ = T/

√
|β2|/(γP0) and A =

P
1/2
0 ψ yielding,
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i
∂ψ

∂ξ
+ 1

2
∂2ψ

∂τ2 + |ψ|2ψ = 0. (2.41)

Soon after the first solutions of the bright soliton and continuous wave cases obtained by
IST by Zakharov & Shabat in 1972 [48], by using slightly different compatibility condition
and a dressing method known as the Darboux transformation, Akhmediev et al. reported
on new solutions of the NLSE [15].

These solutions were derived from a continuous wave solution and describe analytically
the evolution of the weak perturbation amplified by MI discussed earlier. These particular
solutions are now commonly referred to as Akhmediev breather (AB) [49]. Other solutions
derived by different variations of the inverse scattering method were reported even before
the AB solutions: the famous Peregrine soliton [56] and the Kuznetsov-Ma soliton [57]
named after their founders. All of these solutions are part of the same one-parameter
family of solutions classified as solitons on finite background, as the pulse structures lie
on top of a constant background. The entire family of soliton on finite background is
described by

ψ(ξ, τ) = eiξ
[
1 + 2(1− 2a)cosh(bξ) + ibsinh(bξ)√

2acos(ωaτ)− cosh(bξ)

]
. (2.42)

The evolution is governed by a single parameter a, that defines the other parameters
by b =

√
8a(1− 2a) and ωa = 2

√
1− 2a (we have used the subscript a to differentiate

from angular frequency). The solutions 0 < a < 0.5 correspond to ABs, taking the limit
a = 0.5 corresponds to the Peregrine soliton, and values of a > 0.5 correspond to the
Kuznetsov-Ma solitons. In addition to these, nonlinear superpositions of two of these
solutions can be obtained by the Darboux transformation, that are referred to as collisions
of breathers [49]. Examples of the AB, PS and KM-soliton evolution are shown in figure
2.11.

It should be noted that for any single soliton on a finite background (AB, Peregrine soliton,
Kuznetsov-Ma), the highest normalized intensity value obtainable is 9, which occurs for
the Peregrine soliton. However, by using Eq. 2.42 with a > 0.5 for the Kuznetsov-Ma
solitons, one will obtain intensities above nine. This is due to the fact, that the form of Eq.
2.42 for the Kuznetsov-Ma soliton correspond to a different normalized form of the NLSE
[49]. Using the proper normalization for the Kuznetsov-Ma soliton, one can show that its
intensity is always below nine, and the only possible solutions above intensity nine are
necessarily the superposition or collision of two of these solitons on a finite background.
This point will be important later, when discussing some of the experimental results.

While the analytical was derived already in the 1980s, it is only recently that the potential
of these results for experimental studies in optics was truly appreciated [19]. Using
an intensity modulator to generate sidebands at frequency ωa allows for exciting AB
structures, and indeed early 2010 saw numerous experiments and studies reporting on
the observation of the different analytical solutions of SFBs in optical fibers [20, 58–60].

Finally, we draw attention to the fact that the fundamental soliton of Eq. 2.36 is another
analytical solution of the NLSE of Eq. 2.39. The main difference between the N = 1
soliton and AB is that that the ABs lie on top of a continuous wave background (the DC
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Figure 2.11: Examples of breather structures with various a-parameters. (a) AB with a =0.25,
(b) Peregrine soliton with a =0.5, (c) Kuznetsov-Ma soliton with a =0.7 and (d) collision of two
ABs with a1 =0.25 and a2 =0.4

component in the spectrum) whereas the bright soliton has no background radiation. Both
of these solutions have their importance in understanding experimental results. Coarsely
put, solitons on zero background (bright solitons) play an important role in experiments
with pulsed laser sources while SFBs are the key to understanding continuous wave laser
experiments. In practice, these two descriptions might need to be used simultaneously -
this will be addressed later.

Section 3.2 will discuss in more detail the connection between these analytical/seeded
structures with those emerging in spontaneous MI.

2.5.1 Rogue waves

One of the major interests for studying the NLSE and MI dynamics arises from trying to
understand the formation of extremely high waves in the ocean that appear and disappear
without any apparent signatures [61]. These rogue waves have been proposed as a possible
candidate for some of the 100 ships sunk every year as reported by Allianz in 2013 [62].
Predictions of such events would be extremely desirable in order to save lives.

As deep ocean waves and optical fields in fibers are both governed by the NLSE, the
possibility of doing simple laboratory experiments in optics for understanding rogue
wave formation and transferring this knowledge to hydrodynamics has drawn significant
attention [63].

The term rogue wave in optics was coined by Solli et al. in 2007, when they showed that
the spectral intensities of the long wavelength edge of a supercontinuum generated in an
optical fiber followed an “L-shape” statistical distribution, characteristic of extreme events
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[64]. Several reports of rogue-like statistics in optics have subsequently been reported in
laser resonators [65–67] and spatio-temporal dynamics [68, 69].

Classification of a wave as “rogue” is somewhat arbitrary, but a commonly agreed statistical
definition of a rogue event in optics is defined by the pulse having an intensity twice
IRW as large as the intensity I1/3 of the average intensity of the one third of the highest
intensities in the data set. Mathematically this is usually expressed as the condition
IRW ≥ 2I1/3 and corresponds roughly to intensities larger than four standard deviations
away from the mean [70].

Many of the rogue wave statistics observed in optical systems were systems whose dynamics
are in fact not governed by the NLSE. Indeed, even the 2007 paper was actually studying
the dynamics of supercontinuum generation in the GNLSE regime, where higher-order
effects such as Raman scattering and higher-order dispersion need to be accounted for
and the system is therefore not a direct analogy of the ocean case.

While studying the NLSE has its own specific motivation from a fundamental physics point
of view, the noisy MI dynamics of the NLSE that triggers supercontinuum generation in
the long pulse regime connect the two subjects together.

2.6 Supercontinuum generation

The GNLSE of Eq. 2.36 is a more general model applicable for pulses with durations
down to the few-cycle limit (few femtoseconds). In general when the propagation distance
exceeds significantly the nolinear length LNL = 1/(γP0) higher-order effects kick in and
the propagation dynamics become very complex. Analytical solutions cannot be used to
understand the dynamics in this case and numerical simulations are needed in practice.
The nonlinear dynamics can lead to extreme spectral broadening of the input spectrum
along the propagation in the optical fiber, such that an input pulse with a few nanometer
bandwidth can extend up to a thousand nanometers at the output of the fiber. This
massive spectral broadening process is commonly referred to as supercontinuum (SC)
generation [30, 71, 72].

SC generation generally involves all of the nonlinear processes discussed earlier, but
often key processes can be isolated depending on the particular input pulse & fiber
parameters. A coarse division of the different SC generation regimes by the pulse duration
and dispersion regime of the fiber is given in table 2.1 below.

Table 2.1: Dominating effects in SC generation for different pulse durations and dispersion
regimes.

Short pulse Long pulse

Anomalous Soliton dynamics
Dispersive waves

Modulation instability
Soliton dynamics

Normal Self-phase modulation
Four-wave mixing

Raman scattering
Four-wave mixing

The division between short and long pulses is somewhat arbitrary, but as a rule of thumb
the division can be done around 500 fs duration. Pulses well below this duration can be
considered short, whereas pulses exceeding few picosecond durations can be considered
long. In the intermediate regime the dynamics are usually a mixture of long and short
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pulse dynamics. The boundary is set by the particular fiber dispersion and nonlinearity
and should be considered for each experimental setting individually.

Most of the nonlinear effects listed in table 2.1 have been introduced in section 2.2, but
the concepts of solitons and dispersive waves are yet to be discussed. As they are key
elements in achieving the broadest SC spectra and play an essential role in explaining
some of the results of this thesis, we will next discuss these topics in more detail in the
next sections.

2.6.1 Supercontinuum generation with long pulses
In the normal dispersion regime fundamental bright solitons are not supported and
the input pulse will experience generation of new frequencies through stimulated Raman
scattering with the generation of cascade of isolated spectral peaks separated by 13.2
THz, the Raman gain maximum. With sufficient power, SPM and XPM will also take
place and can merge these peaks into a more quasi-continuous spectrum. If the initial
pump is located relatively close to the ZDW, higher-order dispersion terms allow for
phase-matching of FWM processes that can transfer energy to the anomalous dispersion
regime [2]. Generally the spectral widths of SC generated in the normal dispersion regime
are significantly smaller than in the anomalous dispersion regime or require significantly
more power to reach a similar bandwidth. A simulated example of the above dynamics is
shown in figure 2.12.

Figure 2.12: Evolution of a long pulse (TFWHM = 5 ps, Pp = 880 W, λ0 = 650 nm) in temporal
and spectral domains in the normal dispersion regime of NL-PM-750 fiber (ZDW1 = 750 nm,
see Fig. 2.1 c). The central peak in spectrum undergoes some broadening due to SPM and at
0.7 m we see the Raman scattering peaks rising 13.2 THz away, causing modulation in the pulse
temporal profile.

In the anomalous dispersion regime higher-order dispersion and SRS become less
important and the initial dynamics can be understood on the basis of the NLSE analysis
of section 2.4. For long pulses, the modulation period is set by the inverse of the MI
gain maximum frequency τmod ≈ 1/ΩM which is significantly shorter than the pulse
duration such that, from the perspective of MI the pulse can be considered locally as a
continuous wave. This can also be understood in the spectral domain, where long pulses
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have narrow linewidths that do not overlap significantly with the MI gain curve. An
example of simulated dynamics of a 5 ps pulse in the anomalous dispersion regime is
shown in Fig. 2.13.

The initial broadening of the spectrum is associated with spontaneous MI seeded by noise,
leading to noisy AB-like pulses appearing on top of the pulse envelope. The spectral
broadening resulting from the cascaded FWM/MI will allow for higher-order dispersion
and Raman effect to perturb these breather structures, decoupling them from the original
pump pulse background. This allows them to evolve into individual fundamental sech-
type solitons [73]. The fundamental solitons subsequently follow characteristics of soliton
dynamics, generating dispersive waves and shifting towards longer wavelengths via RSFS.
The result is a relatively flat spectrum that can extend over several hundreds of nanometers
with generally a sharp peak corresponding to the residual of the pump pulse. It should
be noted that variations in the spectrum from pulse to pulse are significant in this regime
as the initial dynamics are seeded by spontaneous MI. This has dramatic effects on the
stability and coherence of the SC as will be discussed in chapter 4.

Figure 2.13: Evolution of a long pulse (TFWHM = 5 ps, Pp = 880 W, λ0 = 950 nm) in temporal
and spectral domains in the anomalous dispersion regime of NL-PM-750 fiber (ZDW1 = 750 nm,
see Fig. 2.1 c). The dynamics start early at 0.15 m by MI sidebands growing from noise and
causing AB structures to appear on the pulse envelope. At 0.25 m higher order perturbations
change these AB structures into sech-solitons that start to undergo a Raman shift and at 0.5 m
we observe the generation of several dispersive waves of these solitons on the other side of the
2nd ZDW of the fiber at 1260 nm.

2.6.2 Supercontinuum generation with short pulses
When pulse durations are around 100 fs and the pump lies in the normal dispersion
regime the spectral broadening is dominated by SPM and the SC spectral width is
largely determined by the pulse peak power. However, increasing the peak power does not
increase the bandwidth indefinitely. The rapid spectral broadening due to SPM causes
the pulse to spread out temporally due to increased dispersion and consequently the
peak power drops rapidly, leading to weaker SPM and halting the spectral broadening.
FWM effects can cause additional broadening near the ZDW, but spectral broadening in
this regime is still moderate or weak. The benefit of this approach is however that the
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generated SC has very little pulse to pulse fluctuations and is temporally coherent. These
dynamics are illustrated in Fig. 2.14.

Figure 2.14: Evolution of a short pulse (TFWHM = 200 fs, Pp = 550 W, λ0 = 650 nm) in
temporal and spectral domains in the normal dispersion regime of NL-PM-750 fiber (ZDW1 =
750 nm, see Fig. 2.1 c). We observe an initial broadening of the spectrum due to SPM which is
quickly halted by the increased dispersion decreasing the peak power, which can be observed
clearly in the temporal profile of the pulse.

When pumping in anomalous dispersion regime with short pulses the following SC
dynamics is a competition of soliton fission and MI. The dynamics are triggered by
soliton fission of higher-order solitons followed by RSFS and dispersive wave generation.
Generally, this soliton fission and subsequent soliton dynamics occur in a deterministic
manner caused by higher-order dispersion and Raman effect such that the resulting SC is
coherent. We show an example of simulated results for these dynamics in Fig. 2.15.

If the input pulse peak power is increased such that the input soliton order is larger than
N ≈ 16, the maximum of MI gain value increases and shifts away in frequency from the
pump pulse [74]. MI will start competing with soliton fission during the initial stages
of propagation in the fiber causing pulse to pulse fluctuations in the SC. Figure 2.16
demonstrates this, by showing three simulated spectra obtained by an input soliton order
of N = 23 with parameters that are similar as the experiments for the incoherent SC
presented in chapter 4.

Conclusions

In this chapter we have described the fundamental nonlinear phenomena that can occur
when intense laser pulses propagate in nonlinear waveguides and fibers. Many of the
phenomena discussed here will be useful when describing the experimental results presented
in the following chapters. We have introduced the GNLSE and demonstrated its use in
numerical modelling of pulse propagation in optical fibers for a very broad range of input
conditions. We have also seen that for long pulses or continuous wave lasers the GNLSE
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Figure 2.15: Evolution of a short pulse (TFWHM = 200 fs, Pp = 550 W, λ0 = 950 nm) in
temporal and spectral domains in the anomalous dispersion regime of NL-PM-750 fiber (ZDW1
= 750 nm, see Fig. 2.1 c). The dynamics start with a compression of the higher order soliton,
after which soliton fission occurs due to Raman effect and higher order dispersion. We observe
the RSFS of the solitons in both, temporal (curved trajectory) and spectral domains (continuous
redshift on the long wavelength side) until the 1st ejected soliton is phase matched with the
dispersive wave around the 2nd ZDW (1260 nm) and we observe a dispersive wave at around
1400 nm.
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Figure 2.16: Simulated spectra of SC generated by an input pulse (TFWHM = 300 fs, Pp =
1200 W, λ0 = 785 nm) with one photon per mode noise in NL-PM-750 fiber. The high soliton
order N = 23 means that noise-driven MI is dominating the SC generation process and the
pulse-to-pulse fluctuations are large as seen here.

can be approximated by the NLSE, which allows for additional theoretical insight into
several of the experiments reported in chapters 3 and 4.

As we will see in the following chapters, the nonlinear propagation dynamics described
above can be significantly affected when noise is initially present on top of the input field,
which in turn can cause massive fluctuations of the field at the output of the nonlinear
waveguide or fiber. While such noise-seeded dynamics are straightforward to isolate in
simulations, experimental detection systems are often limited to measuring the average
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of these fluctuations such that simulations, theory and experimental results cannot be
compared on individual realization basis. The experimental techniques developed in this
thesis have been specifically designed to isolate, measure and possibly utilize the effects
of these fluctuations in order to obtain a better understanding of the phenomena at hand
and enable comparison with theoretical and numerical results.





3 Real time measurement of noise
initiated dynamics

As we have seen at the end of the previous chapter nonlinear effects in optical fibers
constitute to a rich variety of phenomena that can cause rapid fluctuations within the
optical field and variations from pulse-to-pulse. These fluctuations can be practically
unpredictable, caused by phenomena such as spontaneous modulation instability, that
arises from quantum fluctuations, or more well-defined such as soliton fission in the
absence of noise. This sensitivity to input conditions is a fundamental property of any
nonlinear system. Two seemingly similar input conditions with unmeasurable variations
can give rise to entirely different outputs, which is also referred to as deterministic chaos
[75].
From a practical point of view this is an obvious problem, as no one wants to buy
a laser that gives a randomly varying output power. Much of engineering effort is
indeed spent on minimizing the unwanted nonlinear effects or finding possible stable
attractor states of the nonlinear systems such as solitons in mode-locked lasers [76]. In
order to understand and utilize the possibilities of these systems a significant amount
of mathematical interest has concentrated on studies of nonlinear systems. To validate
the mathematical models, experimental measurements are of course needed, or reversely,
new experimental measurements can open up a pathway for theoreticians to model and
understand physical systems more generally.
The standard measurements in optics are the measurement of the spectrum (or spectral
envelope) or time varying power by a photodetector. An obvious problem in measuring
the temporal behaviour of optical systems is the inherently rapid nature of the field
occurring on timescales that render practically most electronical equipment unviable for
use. Fastest photodetectors to date go down to tens picosecond response times, which are
still unable to detect the small changes in the temporal shape of the shortest pulses.
Traditional spectrographs or spectrum analyzers can measure the spectra extremely
accurately with a high dynamical range. However, the measurement times of these
devices are usually on the order of some seconds to milliseconds (or even down to 100µs
with modern line cameras). Such measurements do not allow for tracking for any rapid
pulse-to-pulse changes in the field occurring at the MHz operating rates of modern lasers
in a pump-probe setup for example. What’s more, both of these techniques only measure
the power (absolute value squared) of the light in the temporal or spectral domains
respectively. The only way for complete understanding of the underlying physics can
be made by single-shot measurements capable of acquiring continuous snapshots of the
evolving nonlinear processes yielding the complex electric field information.
Based on the above discussion we can classify the limitations with optical measurements
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into roughly three categories: (i) lack of temporal resolution down to the femtosecond scale,
(ii) lack of single shot acquisition speeds up to MHz rates, and (iii) lack of information of
the complex electric field phase. We will first review some of the techniques introduced
to overcome one or two of these limitations.

Techniques with high temporal resolution

Streak cameras based on photoelectron emission and consecutive electrical streaking can
have time resolutions down to few hundred fs. Combined with a spectrograph they can
be simultaneously spectrally resolved yielding a direct spectrogram similar to XFROG
detection by placing a CCD array at the output. Single shot acquisitions are therefore
limited by the acquisition speed of the camera. In addition to this, the photoelectron
conversion can be relatively inefficient, yielding often noisy data, with small signal to
noise ratio for small pulse energies. Usually one is also left without the phase-information,
even though a phase retrieval should be possible using computer algorithms.

For even higher temporal resolution, many indirect measurement methods such as FROG
[23], SPIDER [24], dispersion scan [77] and their variants [78] have demonstrated with
resolutions down to attosecond timescales [79] being able to resolve the direct fluctuations
of the optical field. The benefit of these techniques is that they characterize the electric
field completely i.e. they yield the envelope and phase allowing one to change between
spectral and temporal domains at will by the Fourier transform and providing a more
complete picture of the phenomenon in question. However, the common versions of any
of these techniques average over multiple shots being therefore able to only resolve the
possible coherent structures in the pulse train [80].

Single shot versions of the above techniques also exist [81–86] but are usually limited in
the pulse complexity (time-bandwidth product) and might require temporal-to-spatial
encoding of the pulse or multiple beam geometries that make experimental arrangements
less trivial. Another drawback are the obtainable acquisition rates. The techniques often
require cameras at the detection plane that are limited from hundreds of hertz to few
kilohertz in acquisition speeds, which often means that the single shot events have to be
triggered externally reducing their usability in studying the evolution of rapidly occurring
dynamics.

Techniques with high acquisition rates

Late 1990s saw the development of a new single shot spectral measurement approach based
on dispersive properties of optical fibers [27, 28]. The basic idea is to stretch temporally
the input pulse spectral components enough by dispersion, so that different wavelength
components can be measured at different time instants by a fast detector. With faster
oscilloscopes, detectors and dispersion engineered fibers becoming more available this
dispersive Fourier transform (DFT) technique evolved into maturity during 2000s [29].
The technique is also capable to acquisition rates up to hundreds of megahertz making it
capable of resolving spectral dynamics truly in real time and allowing for measurements
of underlying correlations in the systems [22, 87].

In addition to DFT, temporal magnification allows for similar rapid acquisition rates in
the time domain [25]. The temporal resolution of the demonstrated magnification systems
has been on the order of some hundreds of femtoseconds limited by distortions caused by
higher order dispersion in the system. The resolution is similar to streak cameras but not
capable of competing with FROG or similar techniques.
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Both of these measurements yield only the spectral and temporal envelopes respectively
the access to phase information has to be done by synchronized DFT and temporal magni-
fication measurements complemented by phase-retrieval algorithms. As the combination
of these techniques has the highest acquisition rate of any of the systems and it’s capable
of retrieving the complex electric fields of the rapidly evolving dynamics, we will discuss
the theory and implementation of the techniques in more detail in the following section.

3.1 Spatio-temporal duality in optics

The concept of a temporal magnification by time lens was introduced in 1989 by Kolner
& Nazarathy [26]. The idea was conceived by noticing the similarity of the equation
governing the paraxial diffraction of a spatial beam profile E(x, y, z, t) propagating to
the z-direction and the equation governing dispersive light propagation of a laser pulse in
the time-space coordinates [88]. More specifically, the first can be written as (following
the notation of [25])

∂E

∂z
= i

2β∇
2
tE, (3.1)

where ∇2
t = ∂2/∂x2 + ∂2/∂y2 describes the diffraction of the transverse beam profile and

β = 2πn/λ is the propagation coefficient.
The equation for dispersive light propagation of pulses in time-space coordinates is
obtained by assuming no nonlinearities (γ = 0) in the NLSE of Eq. 2.39 yielding:

∂A

∂z
= − iβ2

2
∂2A

∂T 2 . (3.2)

We see that purely diffractive propagation in free space is mathematically equivalent
to a purely dispersive propagation of a laser pulse. This also leads to other interesting
observations and analogues between the two equations.
If one considers the Kirchoff diffraction equations for a spatial beam profile in free space
and in the far field (i.e. Fraunhofer diffraction) with the condition z >> ∆xβ, where ∆x
is the transverse spread of the beam (also applies for ∆y), one obtains the result, that
the far field beam profile is the Fourier transform of the input beam profile [89]. Because
of the mathematical equivalence of the two equations a similar result can be obtained for
laser pulses in the time domain. Indeed, if the dispersion is strong enough, (z >> ∆τ/β2,
where ∆τ is the pulse duration) the pulse temporal envelope will evolve into its Fourier
transform. This is the working principle of dispersive Fourier transform (DFT), and is
illustrated in figure 3.1.
The spectrum can be then obtained by a direct measurement of the stretched temporal
envelope with a fast photodetector and oscilloscope. The time to frequency mapping
occurring in DFT by fiber of length z and a given GVD value is given by the simple
relation

ω = ω0 + T

β2z
. (3.3)
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of stimulated supercontinuum generation — a highly stable type of 
coherent broadband (white) light49,50. Another application of DFT is 
fast continuous imaging51–59, which uses DFT as a means of simul-
taneously performing image serialization, time dilation and image 
amplification, all in the optical domain. This imaging method has 
recently been combined with microfluidics and high-speed digital 
signal processing to provide high-throughput automated image 
cytometry and real-time detection of rare cancer cells in blood57. 
DFT can also be converted to an inertia-free laser scanner for per-
forming high-speed surface vibrometry60 and optical coherence 
tomography (OCT)61–65. Moreover, DFT has been applied to analog-
to-digital conversion to achieve much higher sampling rates than 
those of conventional electronic digitizers66–71.

In this Review, we discuss the principle of DFT and its broad util-
ity in scientific research, industry and biomedicine. Specifically, we 
discuss the theory, methods and applications of DFT. First, we cover 
the theory of DFT, including the requirements for the spectrum-
to-time mapping and the specifications of DFT, such as spectral 
resolution, scan rate and sensitivity (optical amplification). We then 
discuss various methods for the implementation of DFT and pro-
vide a standard recipe for building a DFT system. Finally, we cover 
the various applications of DFT, which include spectroscopy, imag-
ing, laser scanning and analog-to-digital conversion.

Theory of DFT
Principle. DFT is conceptually depicted in Fig.  1a. The disper-
sive Fourier transformer consists of a dispersive element with a 
large GVD (for example, a dispersive fibre or chirped fibre Bragg 

grating) and a photodetector (for example, a photodiode or ava-
lanche photodetector)20–27,42–48. When a train of optical pulses 
enters the dispersive element, the spectrum of each pulse is 
mapped to a temporal waveform by the large GVD in the disper-
sive element. In other words, the resulting time-domain waveform 
of each pulse is the temporal analogue of the far-field (Fraunhofer) 
diffraction pattern in the spatial domain. The temporally dispersed 
pulse train is then detected by the photodetector, digitized by an 
ADC, and subject to digital signal processing for pulse-by-pulse 
spectral analysis. The modulation signal is also stretched in the 
time domain. This analog bandwidth compression enables us to 
digitize the fast single-shot spectra at high scan rates in real time. 
Because DFT operates in the far-field temporal dispersion, it relies 
on the far-field approximation being satisfied. As discussed later in 
this Review, the achievable spectral resolution improves with the 
extent of the far-field propagation and hence with an increasing 
amount of GVD.

Optical amplification. The definite advantage of DFT over con-
ventional grating-based spectrometers is its ability to use the 
dispersive element as a gain medium for simultaneous opti-
cal amplification of the spectrum23,51–57. With distributed optical 
amplification in the dispersive fibre (Fig. 1b), this process, known 
as ‘amplified’ DFT, overcomes the fundamental three-way trade-
off in spectroscopic measurements between sensitivity, speed 
and spectral resolution (that is, trade-off relations between sen-
sitivity and speed, between speed and spectral resolution, and 
between spectral resolution and sensitivity) — a predicament 

Figure 1 | Dispersive Fourier transformer. a, Dispersive Fourier transformer. When a train of optical pulses enters a dispersive element with a large GVD, 
the spectrum of each pulse is mapped to a temporal waveform by the dispersive element and then captured by a single-pixel photodetector. b, Amplified 
dispersive Fourier transformer. Distributed optical amplification in the dispersive medium enables simultaneous signal amplification. c, Simulation of the 
evolution of an optical pulse in DFT. Top, spectrum of the pulse in the frequency (wavelength) domain. Bottom, waveform of the pulse in the time domain 
for various GVD values: (i) −120 ps nm–1; (ii) −360 ps nm–1; and (iii) −1,080 ps nm–1. Figure c reproduced with permission from ref. 22 © 2009 APS.
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Figure 3.1: Principle of the dispersive Fourier transform (figure taken from [29]). A polychro-
matic laser pulse is injected into a dispersive material, such as an optical fiber, where dispersion
spreads various spectral components in time. With sufficiently long propagation it can be shown
that the pulse temporal envelope evolves to a replica of its spectrum.

A common method to induce the required dispersion is to use an optical fiber due to the
low losses and long lengths available, but fiber Bragg gratings and free space gratings can
be utilized as well [29]. One of the limitations of the DFT technique is, that often the
required source needs to have a reasonable bandwidth, the dispersion needs to be high
enough in order to separate different frequencies enough in time for photodetection. In
practice this limits the measurements to pulsed sources, but new approaches have pushed
this approach to kilohertz resolutions in optical frequency by replicating the signal in fiber
loops and utilizing acousto-optic frequency shifters [90]. At the other extreme, higher
order dispersion terms can cause distortions for spectrally broad pulses, though the third
order dispersion effects can be corrected afterwards [91].

Time lens

Utilizing the space-time duality further, we consider the traditional geometrical optics
approach of a circular thin lens, with a focal length f . When placed on the path of the
beam, the lens will impose an approximately radial quadratic phase on the beam profile
of the form [88]:

φ(x, y) = β(x2 + y2)
2f . (3.4)

The quadratic phase is just a result of the varying thickness of the lens: light rays passing
through the center pass through thicker glass and have a larger phase delay compared to
those passing at the edges of the lens. The electric field directly after the infinitely thin
lens is obtained by a simple multiplication: Elens(r, t) = E0(r, t) · exp(iφ(x, y)). In the
temporal domain we can imagine analogously imposing a quadratic phase to the laser
pulse of the form

φ(T ) = T 2

2Df
, (3.5)
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where Df is the group delay dispersion (GDD) of the system, defined on the next page.
Such a system would function as a time lens (TL), that (de)focuses a given laser pulse
in time. In practice, such a quadratic phase in time can be imposed for example by
electro-optical modulators [92], XPM/SPM [93] or FWM [94]. Especially the FWM
approach in silicon waveguides has proven to be able to yield strong temporal lenses for
ultrafast time scales at high repetition rates [25, 95]. The working principle of the FWM
based time lens is as follows.
An ultrashort pump laser, Ep(t), is propagated through a dispersive fiber Dp, where it
acquires a temporal quadratic phase caused by dispersion. In the silicon waveguide this
pump pulse is mixed with the signal pulse, Es(t). Due to dispersion engineering of the
silicon waveguide, the pump and signal wavelengths are phase matched and a seeded
degenerate FWM occurs, where two photons from the pump are converted to the signal
and idler photons. In terms of electric field notation the generated idler field is of the
form (neglecting the spatial dependence for simplicity) [1, 25]:

Ei(t) = ηEp(t)2Es(t)∗ = ηA2
0,P (t)ei2φP (t)A0,S(t)e−iφS(t). (3.6)

Here the asterisk denotes complex conjugation and η is the conversion efficiency of the
FWM process. The idler pulse can then be seen to composed of the signal pulse with an
additional quadratic phase transferred from the pump. The amplitude Ap(t) is designed
so, that the variations during the signal field are moderate and distortions due to this
are minimized. After this mixing stage, the idler with the imparted quadratic phase is
separated from the pump and signal fields by a long pass filter and injected into the
output dispersive fiber D2 to form the image.

Temporal magnification

Similar to a traditional lens used to form magnified images of small objects (magnifying
glass) a time lens can form magnified images of the temporal pulses. This analogy is
illustrated in figure 3.2.

Figure 3.2: Analogue between the spatial and temporal imaging systems where a positive lens
is used to magnify the object. Image taken from [25].

The properties of the time lens can be understood again with the help of the analogy.
A spatial object at a distance xin from the lens with focal length f will be formed at a
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distance (according to the thin lens formula) 1/xout = 1/f − 1/xin. This image of the
object will have a magnification of M = −xout/xin.

In temporal imaging, the spatial diffractive propagation distances are replaced by the
respective GDDs of the dispersive fibers, Di = β2,izi, where the index i refers to the
respective GVD values and fiber lengths.

In order to form a temporally magnified image of a laser pulse propagating first through
the fiber Din followed by the lens Df a fiber with GDD of 1/Dout = 1/Df − 1/Din has to
be used. Similarly as in the spatial case, the original pulse will be magnified in time with
a factor of M = −Dout/Din. Magnification factors up to M = 500 have been reported
with FWM based techniques [96]. A schematic of FWM time lens system is shown in Fig.
3.3.

Figure 3.3: Working principle of the FWM based time lens.

In the experiments of this thesis, a commercial time lens system (PicoLuz UTM-1500)
was used which is based on FWM on a silicon chip. The input, pump and output GDDs
in the system were Din = 4.15 ps/nm, Dp = 2Df = 8.19 ps/nm (the factor of two is
a consequence of the FWM pumping scheme [25])and Dout = 318 ps/nm. The default
magnification value of the system was M = Din/Dout = 76.4, but an additional fiber
patch could be inserted at the output to increase Dout in order to achieve magnification
up to 123 times. The image quality is not degraded significantly by this additional module,
because of the large magnification values that imply that the object lies near the focal
point of the lens. This kind of GDD values usually require some hundreds of meters to
few kilometers of optical fiber in the system. One practical issue often limiting this are
the higher order dispersion terms that cause distortions with long pulses [25].

The temporal resolution of the magnification is set by the time lens aperture (i.e. the
duration over which the quadratic phase can be applied), which is again analogous
to the spatial counterpart. In FWM based systems the aperture is set by the pump
pulse duration/bandwidth - the signal pulse bandwidth needs to fit within the time lens
bandwidth in order to be imaged without distortions [95]. In our system the pump pulse
has roughly 11 nm bandwidth and 300 fs input duration which is also the temporal
resolution of the system. The measurement window duration (i.e. the duration of the
stretched pump pulse over which the FWM can occur) is about 66 ps.

These are the working principles and key characteristics of the time lens system and DFT
system used in the experiments of this thesis. We now proceed on to utilizing both of
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these systems in experimental measurements of the spontaneous MI pulses and fiber laser
modelocking dynamics.

3.2 Temporal breather structures in spontaneous modulation
instability

Section 2.4 discussed the modulational instability of continuous wave and pulsed lasers
with more than few picosecond durations. Examples of seeded MI were shown (Fig. 2.8)
as well as spontaneous MI originating from noise (Fig. 2.10). The seeded cases were shown
to be associated with the analytical solutions called Akhmediev breathers (Eq. 2.42),
that are defined by the a-parameter, which is connected to the experimental frequency of
the applied intensity modulation.

A paper in 2015 by Toenger et al. proposed the possibility of also interpreting the
spontaneous MI dynamics with the help of ABs [21]. The numerical simulations of the
NLSE (with a continuous wave input and weak random noise) in the paper showed
that the structures in the (ξ, τ)-plane of the evolution show structures that are well
approximated by the different AB solutions with varying a values.

While spontaneous MI has been known as an effect for quite a long time [8], the ultrafast
nature of the chaotic pulses has prevented direct measurements of these in experiments.
Most of the original experiments have either measured the average spectrum [8] or the
time averaged autocorrelation [97] that are inherently unsuitable for measuring these
randomly fluctuating pulses. More modern approaches have studied the single shot
spectral dynamics with the DFT technique [22, 98].

While the spectral characteristics have their own interesting aspects, that will be discussed
in more depth in the following section, they cannot directly yield the information of the
pulse temporal shapes in order to compare with the analytical AB theory. A recent paper
has also used a temporal magnification system in order to study the dynamics of highly
noisy field evolution in an NLSE system [99], which belong to a different class of integrable
turbulence [100] and are not directly comparable with the weak perturbation initiated MI
dynamics. Paper I of the thesis addresses the experimental verification of the numerical
simulations of weak noise initiated dynamics by using a temporal magnification system,
and this will be also the scope of this chapter.

3.2.1 Experimental setup and characteristics of the system
To generate spontaneous MI from weak noise in the NLSE regime [100] we used a CW
laser (Agilent 8194A) operated at λ0 = 1550 nm that was phase-modulated with a
pseudo-random bit sequence at 5 GS/s rate before amplification in an erbium-doped fiber
amplifier (Keopsys C40-PB) to power level of Pave = |A|2 = 700 mW. The purpose of
the phase modulation is to reduce SBS, that occurs with CW lasers and high powers
[101, 102]. The single mode fiber used in experiments is 20 km in length and has low losses
(α ≈ 0.18dB/km) and a nonlinearity γ = 0.0013 (Wm)−1. The dispersion curve is similar
as in Fig. 2.1 (b) with a ZDW at 1300 nm. The low losses, anomalous dispersion at λ0
and weak noise CW operation ensure pure NLSE driven MI dynamics in the experiments.

To illustrate the behavior of the system we begin by showing simulated results that match
our experimental conditions for a CW laser with noise injected into a single mode fiber.
Similar as before we plot the temporal and spectral 3.4 evolutions of the input field. Note,
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that in order to compare with the AB theory, we use the normalized power and time
units as defined in section 2.4. In addition to this we show the average spectral evolution
over numerous simulations and the experimentally measured spectra, showing a good
agreement.

Figure 3.4: (a) Simulated evolution of spontaneous MI originating from noise in the temporal
(left) and spectral (right) domains. (b) Evolution of the average spectrum over 5000 simulations
and (c) selected average spectra at different distances compared with experimental average
spectra.

We observe the amplification of noise in the spectral domain under the calculated MI
gain curve, which spreads increasingly in spectrum by cascaded FWM. With further
propagation the band structure disappears and a characteristic triangular shape of
the logarithmic spectrum is obtained [55]. Simultaneously in the temporal domain, a
pulse train with a period corresponding to the inverse of the gain maximum frequency
τ = 1/Ωm ≈ 25ps appears. The pulses have varying amplitudes and durations due to the
noisy initial conditions. We see that the durations of the noisy pulses are on the order of
2-10 picoseconds, which is too short for direct measurement with a fast photodiode and
an oscilloscope that have response times in the order of tens of picoseconds.

In order to overcome this problem, the UTM-1500 time lens system (specified in previous
section) was used to magnify these breather structures by 76.4 times in order to make
them measurable with a 38 GHz photodiode (NewFocus 1474-A) combined with 30 GHz
real-time oscilloscope (LeCroy 845 Zi-A). Anritsu MS9710B optical spectrum analyzer
was used to measure the average spectrum in parallel to the time lens system. Note that
the pump laser of the time lens system is pulsed (100 MHz repetition rate), whereas the
breather structures occur continuously. This means that we are able to take “snapshots”
of the ABs at 10 ns intervals for 66 ps time windows that are set by the duration of the
temporally broadened pump pulse. This allows to capture about 2-4 breathers within
one measurement window. We collected 30,000 of these randomly varying breathers for
statistical analysis. The full setup is shown in figure 3.5.
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Figure 3.5: Experimental setup to generate and measure AB structures generated by sponta-
neous MI. The data processing inset demonstrates the effect of a 8 GHz bandwidth low-pass
filter applied (red curves) on the measured data (black curve, see discussion below).

Data processing

Because of the pump pulse temporal shape, the time lens system causes small amplitude
distortions within the time window relative to the pump pulse(see Eq. 3.6 and Fig.3.6
). These can be corrected with post processing the data. The amplitude distortion was
measured by injecting CW laser with an equivalent power without any breather structures
(i.e. no propagation in the 20 km SMF-28 fiber) into the time lens and measuring a
corresponding background level < P0 >. By dividing the measured breather structures
with the background a normalized peak power was obtained, that can be compared with
AB theory.

In addition to correcting the amplitudes of the breathers we performed low-pass filtering of
the sampling noise of the oscilloscope in order to determine the amplitudes and temporal
durations of the breather pulses more reliably. The sampling noise occurs at the sampling
rate of 12.5 ps extending to 40 GHz in the RF spectrum. We inspected manually several of
the shortest breather structures observed in the data (that would correspond to broadest
spectra) and found all to fall within an 8 GHz bandwidth. Thus an 8 GHz super-Gaussian
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Figure 3.6: Manufacturer reported amplitude distortion of a test pulse that is delayed with
respect to the pump pulse. The dashed line corresponds roughly to the pump pulse envelope
square, Ap(t)2 due to the FWM pumping scheme.

low-pass filter was chosen and applied on the data. Example of the filtering is shown in
the bottom panel of figure 3.5.

3.2.2 Temporal breathers
In total we collected about 30,000 breather pulses in experiments for various fiber lengths
varying from 7 km to 20 km. The key elements of the dynamics are illustrated with
experimental data measured at propagation lengths of 11.7 km and 17.3 km that are
compared with 50,000 peaks from simulations shown in Fig. 3.7 (a) and (b). The
simulations used a noise level at -50 dB in the spectral domain, with random phase
corresponding to our experimental conditions. Phase modulation was also included in
the simulations for completeness, even though results were qualitatively the same with or
without the phase modulation at propagation distances longer than the initial MI spectral
broadening (≈ 7km in Fig 3.4). In addition we collected the normalized peak powers of
the temporal profiles at a given distance and plot these on a histogram in Fig. 3.7 (c)
and (d) for 11.7 km and 17.3 km respectively.

We have also estimated the threshold for a rogue wave for the 17.3 km case according
to the criterion of intensities above the average of the highest third of the waves i.e.
IRW ≥ 2I1/3. This is plotted as the vertical line in the histograms. At this distance the
dynamics have evolved to their fully turbulent state, where the average spectrum has
reached its triangular shape in the logarithmic scale and does not vary significantly upon
propagation. The RW criterion in experiments is set at IRW = 9.2 and roughly 0.3% of
the events are above this threshold, which is in good agreement with our simulations and
predicted values of 0.26% [103].

Note, that the original paper of Toenger et al. studying the dynamics numerically
extracted the peak values from simulations in the whole two-dimensional (ξ, τ)-plane
guaranteeing, that all of the breathers were measured at the peak of their evolution.
Here, the collected values are not necessarily at their evolution maxima, which affects the
statistics slightly and brings the rogue wave criterion to slightly lower values.

What’s even more interesting, is that the rogue waves occur at intensities over 9, that
is highest obtainable value for a single breather obtained by the Peregrine solution of
Eq. 2.39 by setting a = 0.5. However, collisions of these breather structures can have
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e

Figure 3.7: Experimental and simulated results for spontaneous MI in the fiber at (a) 11.7 km
and (b) 17.3 km. Experimental results are cut in 50 ps windows due to the time lens pumping
scheme sampling the breathers only at every 10 ns. Histograms of the normalized peak intensities
are shown in (c) and (d) with the insets plotted in semilogarithmic scale. Average spectra
measured by the OSA also compared with simulations are shown in (e) for various distances.

intensities exceeding 9 [49] and are responsible for practically all the rogue events observed
in our experiments confirming earlier predictions [21, 61, 100].
To further verify the hypothesis, that ABs present a natural attractor state of the system,
we extract the temporal durations corresponding to each measured peak intensity from
both experiments and simulations and plot them on a scatter plot in figure 3.8.
We observe how the experimental and simulated results are closely packed around the
analytical AB curve. The scatter arises from two factors: firstly it is difficult to extract
reliably all the peak values from the noisy data algorithmically leading to some false
peak value detection. The second and more significant factor is, that while the structures
resemble closely the analytical AB structures, they still originate from noise with several
other AB structures and linear waves affecting the overall shape of the waveform. This
effect can be observed in figure 3.9 (b), where we compare the analytical solution of the
Peregrine soliton with 10 pulses with similar intensities extracted from simulations. The
remarkable resemblance to the analytical PS solution is a further manifestation of these
structures being a natural basis on which to interpret the results. Furthermore in 3.9
(c) we fit a collision of two ABs to an extracted pulse with an intensity well above the
Peregrine limit of nine.
All in all the obtained experimental results agree well with the predictions made by
simulations showing that the ABs provide a kind of a basis on how to interpret the
spontaneous MI results. This could provide insight into understanding noise driven
mechanisms in nonlinear fiber optics and possibly oceanography, and coupled with the
mathematical tools of IST could provide a pathway to predicting rogue waves and utilizing
the complex dynamics in applications.
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Figure 3.8: Scatter plots showing the extracted breather durations vs. normalized peak power
for simulations (bottom) and experimental results (top) for the two propagation distances. In
addition we have plotted the duration vs. peak power of the analytical AB structures and their
collisions as the black curve. As the data points are densely packed, the false color plots in the
insets show also a density map of the data points.

3.3 Spectral measurements of spontaneous modulation
instability

The previous section demonstrated the direct characterization AB structures arising from
noise in the time domain. Here, we approach the problem from a different angle and
perform real-time measurements of noisy AB structures in the spectral domain. The
complex spectrum and the electric field in the time domain are the two sides of the same
coin. Knowledge of the signal in either domain provides all the necessary information
and one can switch between the two domains using Fourier transform.

From an experimental viewpoint, this is not straightforward. Indeed, photodetectors
measure the intensity and not the actual complex field. In other words, one measures the
photocurrent i(t) generated in optoelectronic circuits which is proportional to the time
averaged intensity (power over surface area) of the incoming light, i.e. i(t) ∝< |E(t)|2 >T
such that any information of the phase is lost. This holds true for both spectral and
temporal domain measurements.

Even though it is extremely challenging to measured the complex field on a shot-to-shot
basis, the sole intensity information still has remarkable use as shown in the previous
section where measurements of the temporal intensities still enables to make important
conclusions on breather dynamics. In general, single-shot spectra are more straightforward
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Figure 3.9: Scatter plots showing the extracted breather durations vs. normalized peak power
for simulations (bottom) and experimental results (top) for the two propagation distances. In
addition we have plotted the duration vs. peak power of the analytical AB structures and their
collisions as the black curve. As the data points are densely packed, the false color plots in the
insets show also a density map of the data points.

to measure and we may not have the access temporal data due to experimental limitations
(e.g. no time lens available for the given wavelength or temporal resolution is limited).

Earlier studies have utilized the DFT technique to study the correlations in spontaneously
generated MI spectra, demonstrating the capability of single shot measurements to reveal
previously unobserved details in the dynamics and allows for statistical correlation analysis
[22, 98]. These earlier studies were typically limited to a 20 dB dynamic range, set by
the 8-bit digitization of oscilloscopes making it unable to capture the subtle features
occurring at low intensities in the case of pure NLSE dynamics. Similar spectral correlation
measurements have also been used to suggest the use of MI as a source of entangled
photons in ultrafast quantum optics [104].

We next address the possibility of detecting rogue waves and AB collisions in the spectral
domain. This is possible because the events with largest amplitude in the time-domain (or
rogue waves) manifest themselves in the spectrum with a larger bandwidth below the -40
dB level. The results were obtained by introducing a new technique based on a mechanical
streak camera, capable of 60 dB dynamic range single shot spectral measurements at a
150 kHz acquisition rate. The dynamic range is four orders of magnitude better than the
standard DFT technique

As mentioned in section 2.4, aside from fundamental physics aspect, significant attention
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has been drawn to MI due to the connection between oceanography, optics and rogue
waves. One particularly interesting aspect is the possible prediction of these high intensity
events from spectral measurements [39, 105].

The experimental setup is illustrated in Fig. 3.10. The experiments were performed
using a Ti:Sapphire laser producing 2.9 ps pulse duration (FWHM, measured by an
autocorrelator and assuming a transform limited sech2 profile) operating at 80 MHz. An
acousto-optic modulator placed after the laser output allowed to control the repetition
rate between 10 kHz and 4 MHz, so that the output spectra are measurable with our
mechanical streak camera. The pulses were then injected into 69 cm of PCF fiber in the
anomalous dispersion regime at λ0 = 825 nm. The peak power of the pulses was set to
200 W and GNLSE simulations were performed to verify that the dynamics with these
parameters were nearly in the quasi-NLSE regime. Figure
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Figure 3.10: Experimental setup for the single shot spectrometer based on a mechanical streak
camera principle. The lower part of the setup shows the imbalanced interferometer used to
increase the effective dynamic range.

The MI broadened spectra were directed to a rotating mirror mounted on a galvanometer,
deflecting consecutive pulses at different angles. The galvanometer was driven by a square
wave with 120 Hz frequency and 30% duty cycle resulting in an angular speed of the
mirror ωmir ≈ 26 rad/s, equivalent to 240 rev/min. A positive lens was placed at one
focal length distance (f = 150 mm) away from the deflection point. In this way the
consecutive pulses propagate as parallel beams, and are focused at different heights of
the input slit of a self-built Czerny-Turner spectrograph.

The spectrograph consisted of a 300 lines/mm grating with a 500 nm blaze. After the
grating, a 50 mm achromatic doublet lens was used to focus the spectra onto an EMCCD
camera (Andor Ixon 3) with 512x512 pixels of (13 µm)2 size. Consecutive pulses were
recorded at every second row of the camera to avoid possible spatial overlap and a single
image consisted of about 150 pulses. In total we collected about 3000 experimental spectra
for statistical analysis.
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The dynamic range of the single-shot spectral measurements is defined as the ratio of
the smallest signal to the highest signal measurable at the same time. In our case this
corresponds to the ratio of the noise level e−noise to the electron well-depth e−max of the
camera, i.e. 10 · log10(e−noise/e−max). As the image is digitized, the digitization levels
should be designed to match the full well capacity. Typical digitizers vary usually between
12 and 16 bits. In the experiments reported here the camera had a full well depth of
180,000 electrons and 14-bit digitization depth, that limited the dynamic range to 42 dB
assuming a single electron noise level. The camera was also thermo-electrically cooled to
-80 ◦C and had a 5x pre-amplifier gain that reduced the noise values close to zero.

As this is very close to the -40 dB level needed to detect the spectral broadening occurring
as a result of AB collisions, we further increased the dynamic range by an additional
approach. The principle is based on measuring separately the strong central part of the
spectral and the weak spectral wings with the 40 dB dynamic range and then combining
them together. This is done using the setup in Fig. 3.10. The input spectra Si(λ) was
split in two parts by a 50/50 beamsplitter. The first half was passed through an optical
density 4 notch filter that attenuated the wavelength band at the center of 825 nm ± 20
nm by 40 dB resulting in a spectrum of the form αNF (λ) · Si(λ), where αNF (λ) is the
transmission of the wavelength dependent notch filter. The second part of the spectrum
was passed through a variable neutral density filter attenuating the spectrum equally at
all wavelengths resulting in a spectrum of the form αNDSi(λ). In addition to this the
notch filter, the optical path length was extended by 6 cm in order to avoid any spectral
interference effects between the central part of the spectra and the wings.

The two attenuated beams were then combined and the light was guided to the mechanical
streak camera, which measured the spectrum SM (λ) = [αND+αNF (λ)]Si(λ) = f(λ)Si(λ).
Thus by adjusting the attenuation of the neutral density filter one can variably attenuate
the central part of the spectrum and measure the full spectral data at a single line of the
camera. This data can be used to obtain the unaltered original spectrum by a simple
division by the combined attenuation function f(λ). The attenuation function can be
determined experimentally by measuring the average spectrum with and without the
filter combination.

We verified the validity of this approach by measuring reference spectra by a separate
OSA and the DFT measurement as show in Fig. 3.11 showing an excellent agreement.
The discrepancies in the wings of the spectra between the OSA and our technique are
attributed to the combined effect of the grating efficiency & camera quantum efficiency
that both peak around 500 nm and drop towards the longer wavelengths.

Resolution and acquisition speed of the system

As for any spectrograph, the resolution is a trade-off with the maximum obtainable
bandwidth. Our spectrograph had an output focal length of 50 mm that resulted in
approximately 80 nm/mm linear dispersion at the focal plane and a 1 nm bandwidth per
pixel. This allows to measure the full 300 nm bandwidth of the spontaneous MI with the
512 pixel grid.

The acquisition speed of the camera is set by the focal length of the input focal length
lens, the camera vertical pixel spacing and the rotation speed of the mirror. This can be
understood using a simple ABCD-matrix approach [106]. Writing the propagation from
the rotating mirror to the thin lens and to the input slit of the spectrograph we obtain:
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Figure 3.11: Comparison of the average spectra of the 3000 realizations of the mechanical
streak camera (blue), reference measurement by OSA (yellow) and average of 1000 DFT pulses
(red).

(
1 f
0 1

)(
1 0
−1
f 1

)(
1 f
0 1

)
=
(

0 f
−1
f 0

)
(3.7)

Multiplying the input vector (yin, θin)T with the input beam height yin = 0 (on the
optical axis) and input beam angle θin we obtain the output beam height yout as:
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(3.8)

The vertical separation between two consecutive pulses is ∆y = yout,1−yout,2 = fθ1−fθ2 =
fωmirτrep, where τrep is the repetition rate of the pulses and ωmir is the mirror angular
speed. This tells us, that one can scale up the acquisition speed straightforwardly by
using a faster mirror and/or by increasing the input focal length distance.
In our experiments we have chosen the vertical spacing to be at least two times the pixel
spacing to avoid any crosstalk with the pixel rows, i.e. ∆y = 2 · 13µm = 26µm. The focal
length at the input was 150 mm and maximum repetition rate to keep the two pixel row
spacing was found to be 152 kHz.
Thus increasing the acquisition speed to the few MHz level should be relatively straightfor-
ward by increasing the focal length or using faster rotating mirrors. Another alternative
is to use multiple beam pass geometries as in reference [107].

3.3.1 Results
Figure 3.12 shows 3096 single shot spectra measured with the described in the previous
section. The average is also shown where one can clearly observe the MI sidelobes. The
false color plot shows a selection of 60 single-shot spectra measured on different rows of
the camera.
We observe that the dynamics are not purely in the NLSE regime with higher order
dispersion causing on average the generation of a dispersive wave seen in the spectrum
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Figure 3.12: Left: 3096 single shot spectra (gray) with the average (black). Right: 60 spectra
on different rows illustrating a spectral broadening most likely due to a breather collision on row
29.

at 630 nm. This can also be observed on the false color plot from the quasi continuous
straight line around this wavelength on line 29. However we have verified using numerical
simulations that the generation of DW does not fundamentally change the breather
dynamics.

To confirm that breather collisions in spontaneous MI (with normalized Pp > 9) leads to
broader spectra we ran 6000 numerical simulations using the GNLSE corresponding to
experimental parameters. Two typical examples of simulation results in the spectral and
temporal domains that correspond to (i) a collision with Pp > 9 and (ii) a non-collision
case with Pp < 9 are illustrated in Fig. 3.13 . We show for comparison two experimental
spectra (bottom row), that display similar features to a collision and a non-collision case.
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Figure 3.13: Left: Average event from simulations in the time domain (a) and spectral domain
(c) compared with an experimental result (e). Right: Collision event from simulations in time
domain (b) and spectral domain (d) and a similar broadening observed in experiments (f).

It is clear from inspection of the temporal and spectral plots that a collision exhibits a
spectrum with larger bandwidth but also that this increase in bandwidths can only be
seen below the -40 dB level.
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All the 6000 numerical simulations were processed to compare the maximum normalized
peak power observed in a single simulation (normalized to the input pulse profile [108])
peak and the corresponding -20 dB and -45 dB spectral widths. The results are shown in
Fig. 3.14.

Figure 3.14: (a) 45 dB bandwidth vs. highest normalized peak in single realization in
simulations showing a clear correlation. (b) 20 dB bandwidth vs. highest normalized peak in
single realization in simulations with little to no correlation in the data.

It is clear upon inspection of Fig. 3.14 that there is no particular correlation between
the -20 dB spectral width and an AB collision. On the other hand, when considering
the -45 dB bandwidth one can observe partial correlation with a collision. The results
can be understood from the fact, that while generally the highest intensity peak causes
broadening at the spectral wings and therefore dominates the spectral features in the
wings, the whole temporal structure does contribute to the spectrum and this is the cause
for the scatter in the plots. We further checked that one can improve the correlation by
measuring the bandwidth at an even lower level e.g. 60 dB. However, the generation of
the dispersive waves in the experimentally accessible GNLSE regime causes anomalies
in the spectral width arising from generation of dispersive wave such that the -60 dB
bandwidth in this case not a mere reflection of an AB collision.

For this reason we then proceed with the possibility of reliably detecting collisions from
the 45 dB bandwidth, which can be measured accurately in our experiments. Table 3.1
compares the percentage of collisions (with normalized intensity above nine) found in our
6000 simulations with the percentage that have 20% increase in the 45 dB bandwidth
(compared to the mean) in simulations and in experiments. We see that the 20% increase
in bandwidth results in a roughly similar percentage of estimated collisions as actual
collisions in the simulations and also observed in the experiments. Of course in our
experiments we do not measure the temporal profile in real time and cannot confirm that
the percentage extracted from the number of spectra with a 20% increase in the -45 dB
bandwidth are actually correct.

Due to the complex nature of the spectrum (causing also the scatter in fig. 3.14 a), this
somewhat arbitrary 20% broadening condition chosen above will result in some false
positives and false negatives in determining collisions above nine. These are tabulated in
the confusion matrix of table 3.2.

Ignoring the correctly predicted low intensity cases, we get roughly a 60% likelihood of
identifying a collision correctly out of rest of the cases which is only slightly better than
a random prediction.
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Collisions 20% broadened
Sims 2.8% 2.7%
Expts - 2.2%

Table 3.1: Percentage of collisions with normalized Pp>9 and 20% broadened bandwidths
at the 45 dB level. Collisions cannot be detected in the time domain in experiments and are
therefore not reported.

Predicted Pp > 9 Predicted Pp < 9
Actual Pp > 9 128 43
Actual Pp < 9 33 5796

Table 3.2: Confusion matrix for using the 20% broadened bandwidth for collision detection in
simulations.

Collision detection in the pure NLSE regime

Clearly an unambiguous determination of breather collisions is not possible from our
experimental data due to non-perfect correlation between the spectral bandwidth at -45
dB and the maximum peak power in the temporal domain. The coefficient of correlation
can be increased by measuring the bandwidth at even larger dynamic range. However,
this was not possible in our experiments due to the generation of dispersive waves. In
order to confirm the possibility we show results from similar stochastic simulations done
in the pure NLSE regime in Fig. 3.15 and compare the 45 dB, 20 dB bandwidths and the
60 dB bandwidth.

Figure 3.15: Normalized peak power vs bandwidths at various levels in the pure NLSE regime.
We also show the Pearson’s correlation coefficient R for each of the cases, with R = 1 denoting a
perfect correlation and R = 0 noting no correlation.

We can see how the coefficient of linear correlation increases to R=0.87 in the 60 dB case.
This increases our ability identify collisions from spectral data to 70% compared to the 60%
obtained when using 45 dB bandwidth measurement. In principle our simulations would
allow to go down to 80 dB level where even more reliable identification should be possible,
but our experimental arrangement although allowing for a very high dynamic range is
not able to capture the 80 dB bandwidth. Other prospects for increasing the reliability
are based on novel machine learning algorithms. Preliminary testing has revealed the
possibility of collision recognition from spectral data to be increased up to 80%.
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3.4 Transient dynamics of fiber laser modelocking

The previous sections of this Chapter have focused on single shot measurements of
nonlinear systems either in the temporal or in the spectral domain. In this section, we
combine two single-shot techniques, the DFT and time lens, to study in real-time the
complex dynamics occurring at megahertz repetition rates during the turn-on phase
of a mode-locked fiber laser. The results of this experimental study are the subject of
Publication II. Such spectro-temporal characterization allows to build a complete picture
of the dynamics: using a phase-retrieval algorithm, one can obtain the information of the
complex electric field allowing to determine the subtle differences in the physical processes
on ultrafast time scales.

Passively mode-locked lasers represent one of the major advances in laser technology
since the 1960s [109], enabling modern optical frequency combs and attosecond pulse
generation. The first passively mode-locked lasers were based on saturable absorption
in dye molecules and could reach pulse durations down to 27 fs under careful design
[110, 111]. However, many of these lasers were inherently unstable and reliable pulse
emission was difficult to achieve. In fact, the first ever reported mode-locking observation
was made in a laser that was not working in a stable operation mode, but in an unstable
Q-switched mode-locking regime [109, 110]. The next leap forward was made in the
1990s, with the invention of the Ti:Sapphire laser and discovery of the highly stable
Kerr-lens mode-locking mechanism that could reduce the emitted pulse duration down to
the few-cycle limit of femtosecond durations and allow for high peak power values[112].
However, cavity designs are relatively complex and the lasers rather bulky which may not
be practical for all applications.

Mode-locking with the use of a semiconductor saturable absorber mirror (SESAM) was
shortly reported after the Ti:Sapphire laser invention [113–115]. The SESAM approach
allows for simplified cavity designs and much reduced low-footprint. SESAM-based lasers
had originally stability issues, but the improvements in SESAM manufacturing have now
mostly resolved these issues. Since the introduction of mode-locked lasers, the physics of
the transition regime from the quasi-CW state to stable mode-locked operation has been
widely investigated [116–118]. Several theoretical models have been proposed, including
the now famous so-called Haus-master equation [119, 120]. This equation is in fact similar
to the more general (and extensively studied) Ginzburg-Landau equation [121, 122], which
is another generalization of the NLSE of equation 2.39 when gain dynamics are present in
the modelled system. More specifically, the Ginzburg-Landau equation takes into account
losses, gain and higher order nonlinearities (second and fourth powers of the field; not to
be confused with delayed Raman effects and self-steepening of the GNLSE) and which
describe what are referred to as dissipative soliton dynamics in contrast to the “passive”
soliton dynamics of the GNLSE. The Ginzburg-Landau equation does not have general
solutions and particular solutions can be found for a fixed set of relations between specific
parameters of the equation. The propagation dynamics are then generally extremely
complex and very rich.

Numerous experimental studies on the dynamics of passively mode-locked laser, including
that of the transient regime, have been reported. These studies traditionally used fast
photodetectors and/or averaging autocorrelation and spectral measurements [123–130].
While direct photodetection can generally provide an overall picture of the system
dynamics they do not allow for capturing fast scale changes below some tens of picosecond
due to the limited bandwidth of the detectors. On the other hand, autocorrelation can
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provide information on sub-ps temporal structure but the inherent averaging over long
time span prevents resolving changes occurring from one roundtrip to another in the laser
cavity. More recent studies have exploited the potential of DFT for tracking changes
occurring between subsequent roundtrips in the cavity during the mode-locking transition
or unstable mode-locking operation [131–133]. In our work, we demonstrate for the first
time how the combination of DFT measurements with that of a synchronized time lens
allows for capturing dissipative soliton dynamics of the transient regime of a SESAM
mode-locked fiber laser with sub-ps and sub-nm resolution, and which had not been
resolved in previous experiments.

3.4.1 Experimental overview
The laser under study was a commercial femtosecond fiber laser (Pritel FFL-500) that
produced 4.5 ps pulses at 1545 nm (characterized by an independent FROG measurement)
with 20 MHz repetition rate. The laser has a net anomalous dispersion resulting in
soliton-mode-locking achieved by a SESAM used at the other end of the linear cavity. A
spectral filter placed in the cavity allows one to select the output pulse duration - here the
filter bandwidth was chosen to be 3 nm. A schematic of the cavity is shown in Fig. 3.16.

Pump	laser
980	nm

WDM

SESAM Filter

Er-doped	fiber

Mirror

Output
coupler

Figure 3.16: Schematic of the fiber laser cavity studied.

The experimental setup implemented to characterize the transient regime from the laser is
shown in Fig. 3.17. The output of the fiber laser was split into two by a fiber beam splitter
and the two outputs were connected to the real-time spectral and temporal measurement
systems. For temporal detection we used the UTM-1500 time lens system described
in section 3.1. For the DFT we utilized an 875 m long dispersion compensated fiber
(Sumitomo Electric industries) with a total dispersion of β2z = 133 ps2. The output of
the time lens was directed to a 13.5 GHz amplified photodetector (Miteq 135GE) and the
output of the DFT to a 38 GHz amplified photodetector (NewFocus 1474 A). Both of
these were connected to two channels of the same 30 GHz oscilloscope (80 GS/s, Lecroy
845 Zi-A).
Due to different physical path lengths, the spectral and temporal recorded signals from
the DFT and time lens respectively were recorded with a time delay on the oscilloscope.
In order to establish the one-to-one correspondence between the real-time spectral and
temporal measurements, this delay was calibrated using a modulated CW laser operating
at 1590 (square intensity modulation pattern at 50 MHz) that passed through both of the
measurement systems. The operating wavelength was chosen that we can pass it through
the time lens system without any upconversion needed. Triggering the oscilloscope on the
CW laser being turned off, once can then determine the time difference from the falling
edge of the modulation on both channels.
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Figure 3.17: Experimental setup for simultaneous acquisition of real-time spectral and temporal
information of a mode-locked fiber laser. Attenuators were used in order to minimize nonlinear
effects in the DFT and TL systems. PC = polarization control, DCF = dispersion compensating
fiber, FC = fiber coupler.

3.4.2 Phase retrieval
The potential of simultaneous measurement of the temporal and spectral envelopes
can be fully appreciated when performing phase retrieval, allowing for the complete
characterization of the underlying electric field and coherent structures in real time.

Phase retrieval was performed using a modified Gerchberg-Saxton algorithm (also referred
to as iterative Fourier transform algorithm) [134, 135]. Originally developed for two-
dimensional image phase retrieval, the Gerchberg-Saxton algorithm can also be applied
in one dimension for time domain signals, provided the temporal and spectral intensity
envelopes are known. Aside from few trivial ambiguities, the Gerchberg-Saxton algorithm
performs relatively well despite the criticisms it has received [136]. However, these
criticisms arose from the assumption that only the spectrum and autocorrelation data
are available for the reconstruction. But, the precise knowledge of the temporal intensity
envelope rather than that of the autocorrelation improves significantly the convergence
and reliability of the algorithm.

The algorithm principle is illustrated ion the flow chart of 3.18. It uses as an initial
condition the measured temporal intensity IM (t) and a random phase φrand(t) : Eg(t) =√
IM (t)eiφrand(t) which is then Fourier transformed to the spectral domain to yield a

corresponding initial guess for the spectral amplitude and phase FT [Eg(t)] =
√
S(ω)eiϕ(ω).

In the next iteration, the calculated spectral phase is retained but the spectral amplitude
is replaced with that experimentally measured, i.e.

√
SM (ω)eiϕ(ω). This spectral field is
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then transformed back into the time domain to obtain
√
I(t)eiφ(t), where one retains the

calculated temporal phase but again replace the temporal amplitude with that obtained
from measurements.
The convergence of the algorithm is quantified via the root mean square temporal intensity
error, defined by εI =

[∑
(I(t)− IM (t))2)/N

]1/2. The iterative procedure is repeated
until the root mean square error between the measurements and retrieved intensity profiles
becomes smaller than a target value (3 ×10−5 in our case). Convergence was improved by
applying the measured temporal and spectral intensities only for values were well above
the noise floor (-20 dB from the maximum). Elsewhere, the amplitudes were multiplied
with a small constant value of 0.001 forcing them below the noise level. If the algorithm
was found to stagnate (i.e. no change in the retrieval error before reaching the target
value), a small additional random phase contribution was added. The reliability of the
algorithm was tested with simulated pulses and by performing multiple retrievals on the
same experimental data, which all converged to the same results (within the retrieval
error).

𝐼" 𝑡� 𝑒&'()) 𝑆 𝜔� 𝑒&'(-)

𝑒&'./01())0.	Begin	
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Figure 3.18: Flow chart of the one-dimensional Gerchberg-Saxton algorithm.

This algorithm was extensively tested with numerically-constructed pulses with properties
similar to those seen in experiments, and typical results are shown in 3.19. These numerical
tests were performed for: (a) a single pulse with moderate nonlinear phase from self-phase
modulation (SPM); (b) a double pulse with different amplitudes and a π relative phase
difference; (c) a triple pulse with different amplitudes and a π relative phase difference
between adjacent pulses. For each case, we added 1% multiplicative noise to both the
temporal and spectral intensity before running the phase retrieval algorithm.
The susceptibility of the algorithm to noise was also studied. For these results, we
quantify the retrieval fidelity in terms of root mean square errors (rms) between the target
numerical (known) intensity and phase and that which is retrieved, defined as εI above for
the intensity and εφ =

[∑
(I(t)2(φ(t)− φr(t))2)/N

]1/2
/
[∑

(I2(t))/N
]
. Figure 3.20 (a)

and (b) show how the rms phase and intensity errors vary with the level of multiplicative
noise applied to the numerical test pulse with SPM. Even at higher levels of noise the
phase retrieval algorithm still yields very good results. Indeed, figure 3.20 (c) and (d)
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Figure 3.19: Examples of retrieved intensities and phases by the Gerchberg-Saxton-algorithm
for three different cases: (a) a single pulse with moderate nonlinear phase from SPM; (b) a
double pulse with different amplitudes and a π relative phase difference; (c) a triple pulse with
different amplitudes and a π relative phase difference between adjacent pulses. The figures
show (top) temporal and (bottom) spectral properties, comparing retrieved intensity and phase
(open circles) with those of the target numerical pulses (red solid lines). Temporal and spectral
intensities are referred to the left axis; temporal and spectral phases are referred to the right
axis.

show retrieved temporal and spectral characteristics (in intensity and phase) for the
case of 5% multiplicative noise. For higher levels of noise, as in experiments, algorithm
convergence can be improved by applying the measured temporal and spectral constraints
only where the measured intensities were well above the noise floor.

3.4.3 Results

In addition to the real time measurements, we complemented our results with standard
measurements of the transition to mode-locking by the fast diode only by removing the
fiber used for the DFT and limiting the oscilloscope effective bandwidth to 20 MHz. This
allowed us to capture the overall behavior shown in Fig. 3.21 and corresponding to the
full 100 ms transition period from the turn-on time to the stable mode-locking regime.

One can see how the recorded sequence shown in Fig. 3.21 (a) can be divided into two
distinct Q-switched mode-locking (QML) regime and the stable mode-locked regime.
During the initial QML regime, the laser generates multiple bursts of pulses for 200-300
roundtrips which eventually die out. Three of these QML bursts are shown in Fig.
3.21 (b). Within a QML burst, the photodetector shows pulses separated by 50 ns,
corresponding to the cavity roundtrip time. These QML bursts start with scarce intervals
(few milliseconds) and get denser the closer we get to the mode-locked regime (e.g. 70
microsecond interval shown in the figure). In the mode-locked regime (zoom in showed in
Fig. 3.21 (c)) we observe a stable constant energy pulse train at the repetition rate of
the laser. The increase in the occurring frequency of the QML bursts are attributed to
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Figure 3.20: Results showing the dependence on multiplicative noise fraction of: (a) the phase
and (b) the intensity errors (defined in the text) between retrieved and target pulse after applying
the Gerchberg-Saxton algorithm. The error bars show the standard deviation from repeated
retrievals using different noise to highlight the reproducibility of the algorithm. The results in
(c) and (d) show the retrieved temporal and spectral characteristics for a pulse with SPM and
5% noise.

the constantly increasing pump current once the laser is tuned on, which allows these
bursts to occur more often as the overall energy in the cavity is increased. There are
also significant energy variations within the QML bursts resulting from the interplay
between the saturable absorber, the gain depletion and varying pump current. Aside
from these energy variations, the fast photodetector simply cannot yield any additional
information about any possible fine structure within the QML bursts. In order to get
detailed insight into the dynamics of the QML bursts we recorded simultaneously their
evolution over several hundreds round trips using the DFT and time lens. The time lens
pump laser (at 100 MHz repetition rate) can only be synchronized to the Pritel laser
in the stable mode-locked regime such that in order to measure the temporal intensity
during the mode-locking transition the time lens was operated in free-running mode,
where the pump pulses occasionally overlap with the Pritel pulses during the transition.
This means that one cannot measure the full transition mode-locking period of 100 ms
with the time lens (which would also be impossible due to memory constraints of the
oscilloscope) as the pump pulses drift away from the signal pulses but rather measure
the temporal intensity over short time intervals, nevertheless longer than the typical
lifetime of a single QML burst. Note that the DFT has no such limitation (except for
the oscilloscope memory constraint) and will capture all bursts during the transition and
thus can serve as a control measurement.

Stable mode-locked regime

We first show a selection of real-time measurements corresponding to the stable mode-
locking regime and to the onset of stable mode-locking when output pulses undergo
periodic breathing as shown in Fig. 3.22 (a) and Fi. 3.22 (b), respectively.
In the case of stable mode-locking operation, once can observe a steady ≈ 5 ps pulse
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Figure 3.21: Full mode-lock transition when the laser is turned on measured by a bandwidth
limited photodetector.

train from one roundtrip to another both in the spectral and temporal domains. This is
confirmed when performing phase-retrieval using a modified Gerchberg-Saxton-algorithm
[134] and yielding a nearly constant phase across the temporal profile of the output pulses
indicating near transform limit.

At the onset of mode-locking, the pulse duration and energy oscillate periodically and
the pulses have not quite reached the steady-state transform limited operation, as seen
from the phase plots.

QML bursts

In order to capture the QML bursts at the different phases of the transition cycle, we
used a two-stage triggering scheme on the oscilloscope. The first trigger was set by the
DFT to identify the first QML burst. A variable hold-off time then used for the second
trigger set from time lens channel. By varying the hold-off time, it is then possible to
capture bursts at different stages of the transition regime. Independently of the precise
occurrence within the transition cycle, the evolution of a single QMP burst was found to
bear similar characteristic features: an initial high intensity pulse that breaks up into few
sub-pulses (typically 2 to 4) that subsequently propagate independently or interact and
eventually collapse. Figure 3.23 shows three typical examples of measured QMP burst
evolution illustrating the richness of the dynamics observed on a short time scale.

Particular attention is drawn to the dissipative soliton interactions after the initial breakup
dynamics and these can be classified into 3 groups as shown in Fig. 3.23 as: (a) non-
interacting soliton triplet, (b) interacting soliton doublet with a third independent soliton
and (c) interacting soliton doublet.
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Figure 3.22: (a) Mode-locked state: (i) DFT data, (ii) TL data, (iii) phase retrieval at the
indicated positions, (iv) spectrogram of the retrieved complex electric fields (b) Breathing of the
mode-locked pulses just before mode-locking, the subfigures show the same data as in (a).

Cases (a) and (b) both show a soliton triplet emerging with the discrepancy that for case
(a) the solitons propagate independently until they collapse, while for case (b) two of the
solitons attract each other and collide. Inspecting the reconstructed spectrograms from
the phase-retrieval procedure, one can notice that for the non-interacting case all of the
three solitons have slightly different center wavelengths while interaction generally occurs
when two of the solitons have the same center frequency. Furthermore, one can note that
the leading and trailing solitons in the non-interacting case have a relative phase-difference
of approximately π with respect to the center pulse. For the interacting soliton pair in the
triplet the two colliding solitons have almost no relative phase-difference but both have
approximately π/2 phase difference to the leading pulse. Similar features are observed
for the soliton molecule of Fig. 3.23 (c): the two colliding solitons reside at the same
center wavelength and have nearly zero relative phase-difference. These results are in
good qualitative agreement with earlier theoretical studies studying soliton interaction
in fiber laser cavities, where similar phase difference values have been reported to cause
similar attraction an repulsion between multiple solitons [124, 125, 137, 138].

3.4.4 Complex eigenvalue spectra
The retrieved complex field allows us to perform a more detailed analysis using the inverse
scattering transform to calculate the discrete “nonlinear Fourier transform” spectrum.
Similar to a regular Fourier transform decomposing a waveform into a composition of
sinusoidal waveforms, the nonlinear Fourier transform (NFT) decomposes the waveform
into its underlying nonlinear content, yielding the “solitonic” content of the field [139].
The decomposition is performed by the IST method with respect to a particular Lax
pair operator specified by the differential equation that governs the waveform evolution -
which is the normalized NLSE of eq. 2.39 in this case. The complex NFT spectrum is
symmetrical around the real-axis. It consists of a discrete part that remains unchanged
with propagation and reflects the nonlinear content of the waveform such as solitons
or cnoidal waves. The continuous part on the other hand varies with propagation and
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Figure 3.23: Three different QML bursts and their phase-retrieved pulse structure and spec-
trograms.

corresponds to the linear radiation component of the waveform. The discrete part of the
NFT spectrum is consists of complex eigenvalues ζ, while the continuous part is real.

Application of the nonlinear Fourier transform is in principle restricted to integrable
nonlinear evolution equations such as the pure NLSE above. Thus, one must be cautious
when using the IST to analyze the characteristics of a dissipative system, where one
may expect deviation from integrability. In our study, the laser cavity consists of large
number of different fiber segments with multiple components such that is (most likely) not
integrable in the pure NLSE sense. The NFT is therefore not applied to the dynamical
evolution of the field inside the laser cavity but to the field that exit the laser cavity
through an SMF-28 fiber pigtail which then acts as a static NLSE emulator where the
NFT transform can be applied. This allows us to identify coherent solitonic content of
the field in the transient or stable operation regime. However, this analysis is only valid
outside the laser cavity.

In order to calculate the discrete NFT spectra in the complex plane, we utilize the Fourier
collocation method as described in [140]. It is first instructive to consider IST spectra
corresponding to the particular analytic solutions of the NLSE shown in Fig. 3.24.

The discrete NFT spectrum of the fundamental sech-solution of the normalized NLS
corresponds to a pair of purely imaginary eigenvalues Im(ζ) = 0.5i, see Fig. 3.24 (a),
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Figure 3.24: Results showing the nonlinear transform for typical pulse shapes. Fundamental
sech-soliton with N=1 (a), N = 1.1 (b) and N = 0.9 (c) amplitude. (d) sech-soliton with quadratic
chirp, (e) sech-soliton with residual pedestal and (e) two sech-solitons shifted in time with N =1
and N= 0.9 amplitudes.

[141, 142]. This eigenspectrum can then be used as a reference to analyze other types
of structure as shown in Fig. 3.24 (b-f) below. For example, preserving the functional
sech-shape but increasing Fig. 3.24 (b) or decreasing Fig. 3.24 (c) in the input soliton
number from N = 1 still yields purely imaginary eigenvalues but they are now shifted up
(N>1) or down (N<1) with respect to the reference value 0.5i for N =1. In the case of a
chirped sech-pulse Fig. 3.24 (d), the energy corresponding to the solitonic part is reduced
as compared to that of an ideal soliton (because the total energy is spread over a larger
spectral bandwidth). This causes the eigenvalue to be reduced compared to the reference
value 0.5i as well as to the appearance of a radiation part manifested as the “eye”-like
structure around the zero point. For a pulse with a pedestal in Fig. 3.24 (e), the energy
corresponding to the solitonic part is increased as compared to that of an ideal soliton
resulting in multiple imaginary eigenvalues as well as a residual radiation component. In
the case of a field composed of two sech-solutions with slightly different amplitudes and
which are shifted in time Fig. 3.24 (f). The eigenspectrum in this case consists of two
distinct eigenvalues on the imaginary axis associated with the presence of two distinct
coherent soliton structures in the original field.

Finally, we inspect a more complex case with multiple solitons with relative velocity
components. The NFT spectrum can also reveal the velocity components with respect
to the time-frame of the NLSE solution, which appears as a non-zero real part of the
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eigenvalue. This is shown in Fig. 3.25, where we show the NFT spectrum of three
solitons with relative velocity components and one sech-pulse with an amplitude below
the soliton limit i.e. N < 0.5. We observe the eigenvalue at (0,0.5) corresponding to the
first fundamental soliton. We also note the eigenvalue at (2.5i,0.1), that is the soliton
with the largest velocity mismatch. In addition to this, we observe two eigenvalues at
(-0.5i,0.5) and (-0.5i,1.5) that correspond to the higher order N = 2 soliton with a relative
velocity component. Indeed, any higher order soliton with an integer soliton number N
will have N eigenvalues that have the same real value, but are separated by 1i [142]. On
the contrary, we see no eigenvalues corresponding to the amplitude 0.4 soliton. This is to
be expected, as we know from section 2.2.3 that these solutions do not possess enough
energy to sustain soliton invariant-propagation and decay due to dispersion.

Figure 3.25: Discrete NFT spectrum of ψ(t) = sech(t) + 2 · sech(t − 20)eit + 0.6 · sech(t +
20)e−5it + 0.4 · sech(t+ 10)e−2it. The time-dependent phases cause a shift in the center frequency
of the pulse, which causes it to have a different relative velocity with respect to the NLSE
time-frame. The weakest sech-pulse does not fulfill the soliton condition and thus it is not
observed in the NFT spectrum.

These results illustrate how signatures of the solitonic content of coherent structures as
well as deviations from the ideal hyperbolic-secant soliton solution of the NLS can be
clearly identified from calculation of the discrete NFT spectrum. We applied the Fourier
collocation method to calculate the NFT spectra for one of the QML-bursts occurring
during the mode-locking transition and the result is shown in Fig. 3.26. The calculation
of these eigenspectra is only possible because of the phase-retrieval allowed by the joint
spectro-temporal measurements.

The energy of the pulses were normalized with respect to the stable mode-locked pulse,
that was assumed to be a fundamental hyperbolic secant soliton. We observe, how the
uppermost case shows roughly four distinct eigenvalues indicating the presence of the
four solitons. This serves as a confirmation that these pulses arise from the nonlinearity
in the system. The non-zero real parts reveal the relative velocity components that are
likely to cause the collisions of the solitons in following round-trips. Some weak radiative
waves are also observed in the nonlinear spectrum. Following the pulse evolution, we
observe how the number of eigenvalues decreases from three to two, and finally one, in
connection to the number of pulses observed in the temporal profiles.
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Figure 3.26: QML-burst (i) and the corresponding intensities (ii) and their NFT-eigenspectra
(iii).

3.5 Conclusions

In this chapter, we have shown how single-shot measurement techniques can be conve-
niently used to obtain new insight into noise-driven nonlinear dynamics.

In particular, we have measured the characteristics of the stochastic pulse train arising
from noise-seeded MI in spectral and temporal domains. The experimental results
show excellent qualitative and quantitative correspondence between the experimentally
measured structures and the Akhmediev breather solutions of the NLSE. This result
is significant in providing evidence that the analytical breathers solutions of the NLSE
provide a convenient framework with which to interpret the formation of locally coherent
structures emerging from noisy input conditions.

Our results further confirm that the structures with the highest local intensity arise from
the collision or nonlinear superposition of two or more breathers, and these collisions may
then be interpreted as the rogue waves observed in a pure NLSE system. In another set
of experiments that used a specifically developed single-shot mechanical streak camera,
we have shown that the rogue events may be inferred from a spectral measurement of the
field spectral bandwidth at the -40 dB level.

Combining real-time spectral and temporal measurements of the envelope of the electric
field at the output of a passively mode-locked laser cavity operating in the transient
regime, we have demonstrated the possibility for the first time to reconstruct the as-
sociated complex electric field (intensity and phase) and obtain insight in dissipative
soliton dynamics that have never been observed experimentally before on such time
scales. We have further shown how the knowledge of the complex electric field allows to
identify solitonic structures via nonlinear Fourier transform. We anticipate that the high
acquisition rate of the developed approach beyond the tens of MHz regime will foster
new research into transient dynamics of nonlinear optical systems. Of course, there are
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still some limitations in terms of wavelength range and bandwidth and research into
expanding the technique capabilities in the near future is also expected.



4 Second order coherence
measurement of supercontinuum

Supercontinuum generation in nonlinear fibers or waveguides has attracted significant
attention because of their vast application potential both in fundamental or applied
research. From a fundamental viewpoint, the generation of broadband supercontinuum
sources allows for ultra precise frequency metrology and optical clocks that can exceed
the precision of atomic clocks [33] or attosecond optical pulse generation and tracking
the movement of electrons [34]. On the other hand, supercontinuum light sources can
improve significantly the performances of optical imaging and sensing systems that require
a broadband light source such as e.g. white light interferometry [143], optical coherence
tomography [35] or broadband spectroscopy [144, 145].
Their coherence properties are central to the use of laser as light sources in optical
systems. This also applies to supercontinuum generation and the required coherence
properties depend on the particular application considered as illustrated in Fig. 4.1 [36].
More specifically, applications in frequency measurements and ultrashort pulse generation
necessitate perfect stability and temporal coherence while optical imaging or sensing
systems only requires perfect spatial coherence.

Figure 4.1: Required coherence/stability properties of the light source depending on the
application [36].

In this Chapter, we first provide a brief overview of coherence theory and then move
on to discuss the specifics of second order coherence properties of supercontinuum light
from a theoretical and experimental viewpoint, as also reported in Publication III. The
nonlinear dynamics leading to SC generation and which are directly linked to the resulting

65
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coherence are discussed in section 2.6, and the reader is referred to this section for more
details when needed.

4.1 Coherence theory

The first order degree of temporal and spatial coherence are related to the phase of the
electric field. Specifically, temporal coherence is a measure of the electric field correlation
at two different instants of time but in the same point in space. If the case of a perfectly
monochromatic light source the electric field exhibits sinusoidal oscillations such that the
electric field values at any arbitrary times are fully correlated and is therefore perfectly
temporally coherent. In reality, light sources have a finite linewidth such that the evolution
of the electric field can only be predicted over a finite time τc known as the coherence
time. The physical meaning of the coherence time is the time interval over which the field
correlation with a delayed replica of itself remains relatively high. For stationary light
sources (defined in the next section), the coherence time is inversely proportional to the
spectral brandwidth τc ∝ 1/∆ν [146] and is determined by the generating mechanism of
the light: random photon emission from spontaneous emission in thermal sources such
as sunlight is usually in the order of few femtoseconds [147] whereas continuous wave
lasers based on stimulated emission of photons can have coherence times in the order of
milliseconds.

Spatial coherence on the other hand compares the electric field complex amplitude at
a given time instant but at two different spatial points in the propagating wavefront.
Similarly to temporal coherence, if one can predict the field amplitude at a particular
transverse position from another position, these are said to be mutually spatially coherent.
One can define define a coherence area as Ac = πr2

c , which defines the average area over
which the field values are correlated and where rc represent the distance in the transverse
plane beyond which the correlations drops significantly. For lasers, the coherence area
corresponds roughly to the beam profile that can be several mm2, whereas for sunlight this
is about 0.003-0.008 mm2 [148, 149]. Supercontinuum light sources are mostly generated
in a single mode fibers and are thus perfectly spatially coherent over the coherence area
determined by the fiber core size [72, 150].

4.1.1 Coherence of non-stationary light

In the case of CW lasers, the emitted power is constant over time and their properties
may be described as stationary. For stationary light sources such as CW lasers, the mean
and the variance of the field amplitude remain constant independently of the chosen
origin of time and measurement time. For pulsed sources this condition obviously does
not hold, as the mean and variance of the field amplitude will depend on whether the
origin of time coincides with a pulse or a time in between two pulses where the intensity
drops to zero. Such sources are known as non-stationary light sources.

The temporal coherence of stationary light sources can be measured with a Michelson
interferometer, where one arm is fixed and the other arm is scanned through various
delays between the two replicas of the field. The measured power at the output will
exhibit temporal interference fringes (or oscillations) as a function of the delay τ . The
fringes visibility (peak-to-through variation) corresponds to the correlation function of
the form:
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γ(1)(τ) = < E∗(t)E(t+ τ) >T
< |E(t)|2 >T

. (4.1)

Here the angle brackets denote a time average and the asterisk is the complex conjugate.
This function is normalized with the average intensity (power) and varies between 0
(incoherent) and 1 (coherent). The coherence time is then defined from the width of this
function.
In the case of non-stationary light sources, the coherence function above drops after a
time inversely to the spectral bandwidth of the source but in contrast to stationary light
sources, this drop arises from the zero intensity outside the pulse duration. This also
means that the coherence function is in fact periodic with a periodicity corresponding to
the repetition rate of the laser. This is because subsequent pulses emitted by a pulsed
laser are generally correlated as they originate from the same pulse circulating within
the cavity. The coherence time may then be seen as the time after which the local
amplitude of the peaks in the correlation function has decreased significantly and this
time usually corresponds to the linewidth of the individual modes of the cavity. The
correlation function defined above may then not be perfectly adapted to describe the
coherence of pulsed sources, and for non-stationary sources one rather computes the
correlations between an ensemble of different realizations of the field corresponding to
elementary time slots where pulses are emitted and the intensity is non-zero.

Second order coherence functions of non-stationary light

The more general second order coherence function applicable for both stationary and
non-stationary sources in the time-domain is defined as:

Γ(∆t, t̄) =< E∗(t̄−∆t/2)E(t̄+ ∆t/2) > . (4.2)

This function is also referred to as the mutual coherence function (MCF). Here the angle
brackets denote an ensemble average and we have used the difference ∆t = t1 − t2 and
average t̄ = (t1 + t2)/2 coordinates as is common to use. A normalized version of this
function can be obtained by dividing with the outer product of the average intensity
I(t) = |E(t)|2:

γ(∆t, t̄) = < E∗(t̄−∆t/2)E(t̄+ ∆t/2) >√
I(t̄−∆t/2)I(t̄+ ∆t/2)

. (4.3)

This normalization yields a more intuitive picture of the coherence properties as 0 ≤
|γ(∆t, t̄)| ≤ 1, where 0 corresponds to completely incoherent light and 1 corresponds to
coherent light.
It should be noted that Eq. 4.1 is actually a special case of Eq. 4.3: if one assumes that
the field is stationary the ensemble average can be replaced by a time average and the
MCF will only depend on one coordinate: the time difference ∆t that can be linked with
the delay τ in the Michelson interferometer [146].
Similarly, one can define the cross spectral density (CSD) function in the spectral domain
in the average and difference coordinates,
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W (∆ω, ω̄) =< Ẽ∗(ω̄ −∆ω/2)Ẽ(ω̄ + ∆ω/2) >, (4.4)

where the tilde Ẽ(ω) represents the Fourier transform of E(t). Similarly to the MCF, the
CSD can also be normalized with the average spectrum S(ω) = |Ẽ(ω)|2 ,

µ(∆ω, ω̄) = < Ẽ∗(ω̄ −∆ω/2)Ẽ(ω̄ + ∆ω/2) >√
S(ω̄ −∆ω/2)S(ω̄ + ∆ω/2)

. (4.5)

In the general case, both the MCF and CSF are two-dimensional complex valued functions
that are symmetric about ∆t = 0. If one uses the non-normalized forms, the two functions
further form a two-dimensional Fourier transform pair [146].

To avoid confusion in terminology with other literature, it should be noted that the
nomenclature used here follows that of Mandel & Wolf [146] when using the term second
order coherence function and which treats the fields as classical. By definition, second
order function refers to the case where the correlations of the field are studied with
respect to two coordinates (e.g. the MCF is a two-time coordinate function). However,
in quantum theory of optical coherence pioneered by Glauber, equation 4.3 defining
the classical second order coherence function, is referred to as the first order coherence
function [151], which can cause confusion. In quantum optics community the term second
order coherence function is instead used when the intensity correlations of the field are
measured:

g(2)(∆t, t̄) = <E∗(t̄−∆t/2)E∗(t̄+∆t/2)E(t̄−∆t/2)>E(t̄+∆t/2)>
<E(t̄−∆t/2)><E(t̄+∆t/2)>

= <I(t̄−∆t/2)I(t̄+∆t/2)>
I(t̄−∆t/2)I(t̄+∆t/2) . (4.6)

This equation has significant importance in analyzing non-classical light sources such as
single photon emitters, but is beyond the scope of discussion of the thesis.

First order coherence functions of non-stationary light

Following the notation of Mandel & Wolf, we refer to Eq. 4.1 as a (classical) first order
coherence function, as it depends only on one time coordinate in contrast to the general
formulation of the MCF that depends on two coordinates. However, as discussed above,
this equation holds only for stationary sources where the ensemble average can be replaced
by a time average.

Interestingly, a similar first-order order coherence function can be formulated also for
non-stationary/pulsed sources. This formulation has become popular due to the ease of
measuring it experimentally - even though it holds no direct mathematical connection to
the theoretical coherence functions defined earlier.

The idea is to measure the degree of correlation between consecutive pulses. The key
experimental difference in contrast to measuring Eq. 4.1 in the Michelson interferometer
experiment is to set the optical difference equal to a distance corresponding to the pulse
repetition rate: ∆x = trepc/2, where the factor of two arises from accounting for the
roundtrip in the Michelson interferometer. This is visualized in figure 4.2 below.
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Figure 4.2: Traditional Michelson interferometer used for coherence measurements of stationary
sources and the DMI used for non-stationary sources.

In such an experiment a stable, coherent source producing equivalent pulses from one to
the other will interfere constructively resulting in an interference pattern at the output.
In contrast, a pulse-to-pulse unstable source will wash out any observable interference as
the phase difference between the pulses is random. If the interferometer was set to the
regular Michelson configuration, an interference pattern would be observed in both cases
as the pattern depends only on the phase difference set by the interferometer and not on
pulse-to-pulse fluctuations.

In analogy with the first order coherence function for stationary light sources, one can
define similar function for non-stationary light. Mathematically these are defined in the
temporal and spectral domains as:

g
(1)
12 (t) = <E∗

i (t)Ei+1(t)>
<|E(t)|2> (4.7)

g
(1)
12 (ω) = <Ẽi

∗(ω)Ẽi+1(ω)>
<|Ẽ(ω)|2> . (4.8)

Here, the ensemble averages are taken over consecutive pulse realizations i and i+ 1 at
identical times or frequencies. To distinguish from Eq. 4.1 we have used the subscript 12
to highlight the fact that the correlation is performed over two consecutive pulses. The
reason that one defines the first order function also in the spectral domain is motivated
by experimental restrictions. Measuring g(1)

12 (t) is not often viable due to the ultrafast
detection speeds that are unobtainable by direct means. Measurement of the first order
spectral coherence function, however, is straightforward experimentally by a spectrometer
placed at the output of a delayed Michelson interferometer. This can be understood by
considering the spectrum measured at the output of the interferometer:

SM (ω) =< |Ẽi(ω)|2 + |Ẽi+1(ω)|2 + 2|Ẽi(ω)Ẽi+1(ω)eiω∆τ |2 >, (4.9)

where ∆τ is the relative delay between the two consecutive pulses in the delayed inter-
ferometer. The measured spectrum consists of the average spectrum < |Ẽi(ω)|2 >=<
|Ẽj(ω)|2 > modulated by a term depending on the delay that causes a spectral interference
pattern. The visibility V (ω) (defined below) of the spectral interference pattern is directly
linked with first order coherence function defined in the spectral domain [146]:
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V (ω) = Smax(ω)− Smin(ω)
Smax(ω) + Smin(ω) = |g(1)

12 (ω)|. (4.10)

Such spectral coherence function has thus become a standard coherence measure and
particularly for SC sources [152–155].

4.2 Supercontinuum coherence measurement

While experimentally straightforward to implement and yielding an intuitive picture of
the SC coherence properties, the first order coherence functions defined above is not
as general as the MCF or CSD as it only allows for describing the stability of single
frequency component between realizations and do not provide any measure of possible
correlations between two different frequency (or temporal) components, which the MCF
and CSD on the other hand permit to study. The first step towards unifying these two
concepts was taken in 2010 when numerical studies showed that the MCF and CSD of
supercontinuum could be separated into two distinct contributions called the coherent
square (cs) and quasi-stationary (qs) line corresponding to the incoherent contributions.
This separation was shown to hold true for a wide range of input conditions [156]. The
separation into the two contributions is shown in Fig. 4.3. Another paper subsequently
established a formal correspondence between the first-order spectral coherence function
with the coherent square contribution of the CSD [157].

the CSD, since EðtÞ and ~EðωÞ are FT conjugates [6–8].
Averages of the two-point MCF and CSD functions
can be experimentally measured using interferometric
techniques [8].
By carrying out simulations for a wide range of input

conditions (pulse duration and power, fiber length, and
dispersion), we have observed that, in the short- and
long-pulse regime, jγð!t;ΔtÞj and jμð!ω;ΔωÞj behave as
schematically illustrated in Fig. 1. Specifically, in both
temporal and spectral domains, the degree of coherence
contains a square region (cs) and an elongated segment
(qs) of nearly constant vertical width, and the relative
sizes of these two depend strongly on the input param-
eters. Nearly complete coherence is observed in the
square regions cs, which is termed “quasi-coherent
square.” The absolute value of the degree of coherence
in segments qs (in both domains) decay rapidly from
unity (at the horizontal axis) toward zero. The location
of cs relative to the initial center of mass of the input
pulse differs in the time and frequency domains. In the
time domain, cs typically precedes the initial temporal
center of mass t0 of the pump pulse, and the regions
cs and qs begin at the same instant. However, in the fre-
quency domain, cs is centered around the initial spectral
center of mass ω0 of the pump pulse and qs extends both
to lower and higher frequencies.
To gain further insight into the decomposition, we

write the MCF and CSD in the approximate forms

Γð!t;ΔtÞ ¼ Γcð!t;ΔtÞ þ Γqð!t;ΔtÞ; ð6Þ

Wð!ω;ΔωÞ ¼ Wcð!ω;ΔωÞ þWqð!ω;ΔωÞ; ð7Þ

where the subscripts c and q denote the cs and qs con-
tributions. As cs describes a quasi-coherent field, the
MCF and CSD are of the form of Eqs. (1) and (3) without
ensemble averaging, replacing EðtÞ and ~EðωÞ by EcðtÞ and
~EcðωÞ. The quasi-coherent contributions to the temporal
intensity and the spectrum are simply IcðtÞ ¼ jEcðtÞj2 and
ScðωÞ ¼ j~EcðωÞj2. The fields EcðtÞ and ~EcðωÞ can be re-

trieved approximately from the %45° cross sections of
the cs regions of the MCF and CSD (directions of I c
and Sc), since the partially overlapping qs region is nar-
row, i.e., Gq ≪ I c and Uq ≪ Sc.

We next assume that qs describes a quasi-stationary
field with intensity IqðtÞ varying slowly with t compared
to the variation of jγqð!t;ΔtÞj with Δt (i.e., Iq ≫ Gq), so
that we can approximate Γqð!t;ΔtÞ ¼ Iqð!tÞγqðΔtÞ. It fol-
lows from the relationship between the MCF and CSD
that Wqð!ω;ΔωÞ ¼ Sqð!ωÞμqðΔωÞ and

μqðΔωÞ ¼ 1
2πE0

Z
∞

−∞

Iqð!tÞ expðiΔω!tÞd!t; ð8Þ

γqðΔtÞ ¼ 1
E0

Z
∞

0
Sqð!ωÞ expð−i!ωΔtÞd!ω; ð9Þ

with SqðωÞ varying slowly with ω compared to the varia-
tion of μqðΔωÞ in Δω (i.e., Sq ≫ Uq). Hence, IqðtÞ and
SqðωÞ determine all second-order coherence properties
of the quasi-stationary field.

Numerical evidence to support our partition of SC into
quasi-coherent and quasi-stationary contributions is
shown in Figs. 2 and 3, which illustrate the degree of tem-
poral and spectral coherence for SC light generated by
2 ps pulses with 150 W peak power at 1060 nm and pro-
pagating along 15 m of a photonic crystal fiber with zero-
dispersion wavelength at 1055 nm. It can be seen from
Fig. 2 that, indeed, (i) the qs segment is narrow compared
to the quasi-coherent square (i.e., Gq ≪ I c and Iq ≫ Gq),
and (ii) the quasi-stationary contribution varies slowly
with time and frequency (i.e., Uq ≪ Sc and Sq ≫ Uq).
In particular, for our specific input parameters, we find
that I c ≈ 4 ps and Sc ≈ 8 THz. Although the coherence
square in μð!ω;ΔωÞ is nearly symmetric around
ω0 ¼ 283 THz, it is degraded on the high-frequency side
(i.e., above 283 THz). Corresponding coherence degrada-
tion is observed in the coherence square of γð!t;ΔtÞ for
times delayed with respect to the pump central time.
The average FWHM values of Gq and Uq, which represent
the coherence time and coherence bandwidth, respec-
tively, are approximately equal to 34 fs and 93 GHz.
These measures of temporal and spectral coherence
of the qs contributions are in good agreement with
Eqs. (8) and (9). However, determination of the exact
functional forms of the narrow qs segments would
require higher numerical resolution than our current si-
mulations allow.

Fig. 1. (Color online) Schematic (a) jγð!t;ΔtÞj and (b)
jμð!ω;ΔωÞj for SC light. Here t0 is the initial temporal center
of mass of the pump pulse; ω0 is the initial spectral center of
mass; cs is the coherent square; qs is the quasi-stationary seg-
ment; and S, I , G, and U represent the width of the coherent
square and quasi-stationary segment in the temporal and spec-
tral domain, respectively.

Fig. 2. (Color online) Simulated (a) jγð!t;ΔtÞj and (b)
jμð!ω;ΔωÞj for SC generated as described in the text.

3058 OPTICS LETTERS / Vol. 35, No. 18 / September 15, 2010

the CSD, since EðtÞ and ~EðωÞ are FT conjugates [6–8].
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quency domain, cs is centered around the initial spectral
center of mass ω0 of the pump pulse and qs extends both
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where the subscripts c and q denote the cs and qs con-
tributions. As cs describes a quasi-coherent field, the
MCF and CSD are of the form of Eqs. (1) and (3) without
ensemble averaging, replacing EðtÞ and ~EðωÞ by EcðtÞ and
~EcðωÞ. The quasi-coherent contributions to the temporal
intensity and the spectrum are simply IcðtÞ ¼ jEcðtÞj2 and
ScðωÞ ¼ j~EcðωÞj2. The fields EcðtÞ and ~EcðωÞ can be re-

trieved approximately from the %45° cross sections of
the cs regions of the MCF and CSD (directions of I c
and Sc), since the partially overlapping qs region is nar-
row, i.e., Gq ≪ I c and Uq ≪ Sc.

We next assume that qs describes a quasi-stationary
field with intensity IqðtÞ varying slowly with t compared
to the variation of jγqð!t;ΔtÞj with Δt (i.e., Iq ≫ Gq), so
that we can approximate Γqð!t;ΔtÞ ¼ Iqð!tÞγqðΔtÞ. It fol-
lows from the relationship between the MCF and CSD
that Wqð!ω;ΔωÞ ¼ Sqð!ωÞμqðΔωÞ and
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with SqðωÞ varying slowly with ω compared to the varia-
tion of μqðΔωÞ in Δω (i.e., Sq ≫ Uq). Hence, IqðtÞ and
SqðωÞ determine all second-order coherence properties
of the quasi-stationary field.

Numerical evidence to support our partition of SC into
quasi-coherent and quasi-stationary contributions is
shown in Figs. 2 and 3, which illustrate the degree of tem-
poral and spectral coherence for SC light generated by
2 ps pulses with 150 W peak power at 1060 nm and pro-
pagating along 15 m of a photonic crystal fiber with zero-
dispersion wavelength at 1055 nm. It can be seen from
Fig. 2 that, indeed, (i) the qs segment is narrow compared
to the quasi-coherent square (i.e., Gq ≪ I c and Iq ≫ Gq),
and (ii) the quasi-stationary contribution varies slowly
with time and frequency (i.e., Uq ≪ Sc and Sq ≫ Uq).
In particular, for our specific input parameters, we find
that I c ≈ 4 ps and Sc ≈ 8 THz. Although the coherence
square in μð!ω;ΔωÞ is nearly symmetric around
ω0 ¼ 283 THz, it is degraded on the high-frequency side
(i.e., above 283 THz). Corresponding coherence degrada-
tion is observed in the coherence square of γð!t;ΔtÞ for
times delayed with respect to the pump central time.
The average FWHM values of Gq and Uq, which represent
the coherence time and coherence bandwidth, respec-
tively, are approximately equal to 34 fs and 93 GHz.
These measures of temporal and spectral coherence
of the qs contributions are in good agreement with
Eqs. (8) and (9). However, determination of the exact
functional forms of the narrow qs segments would
require higher numerical resolution than our current si-
mulations allow.

Fig. 1. (Color online) Schematic (a) jγð!t;ΔtÞj and (b)
jμð!ω;ΔωÞj for SC light. Here t0 is the initial temporal center
of mass of the pump pulse; ω0 is the initial spectral center of
mass; cs is the coherent square; qs is the quasi-stationary seg-
ment; and S, I , G, and U represent the width of the coherent
square and quasi-stationary segment in the temporal and spec-
tral domain, respectively.

Fig. 2. (Color online) Simulated (a) jγð!t;ΔtÞj and (b)
jμð!ω;ΔωÞj for SC generated as described in the text.
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Figure 4.3: Left: schematic of the separation of the MCF (top) and CSD (bottom) to the cs-
and qs-parts. Right: example simulations illustrating the validity of this theory. Image from
[156].

It was further shown that the first order coherence function can be approximated very
accurately as the ratio of the mean field squared to the mean spectrum

|g(1)
12 (ω)| = | < Ẽ(ω) > |2

S(ω) . (4.11)

The spectral coherence function is most sensitive to the shot-to-shot phase fluctuations
of the SC source and completely random amplitude fluctuations at a given frequency
one would still yield |g(1)

12 (ω)| = 0.75 [150]. Intensity fluctuations are best measured with
intensity correlation measurements of Eq. 4.6 on ultrafast time scales, which may be
achieved using two-photon absorption of conventional photodetectors sensitive to the
individual photon arrival times on femtosecond time scale [158].
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An experimental scheme was suggested in [157] to measure the CSD and MCF based
on separate measurements of the two contributions. Mathematically, the separation is a
simple sum of the two contributions:

µ(∆ω, ω̄) = µcs(∆ω, ω̄) + µqs(∆ω)
γ(∆t, t̄) = γcs(∆t, t̄) + γqs(∆t). (4.12)

The average temporal intensity and average spectrum correspond to the diagonals of
the MCF and CSD [146] and thus they also obey the partition into coherent and quasi-
stationary contributions: I(t) = Γ(t, t) = Ics(t) + Iqs(t) and S(ω) = W (ω, ω) = Scs(ω) +
Sqs(ω).

The quasi-stationary contributions to the MCF and CSD can be obtained by Fourier
transform of the corresponding quasi-stationary spectrum and intensity respectively
normalized by the pulse energy E0:

µqs(∆ω) = 1
2πE0

∫∞
−∞ Iqs(t̄)ei∆ωt̄dt

γqs(∆t) = 1
E0

∫∞
0 Sqs(ω̄)e−i∆tω̄dω. (4.13)

The coherent part of the CSD is linked with the first order coherence function of Eq. 4.8
[157]:

µcs(ω1, ω2) =
√
|g(1)

12 (ω1)||g(1)
12 (ω2)|. (4.14)

Similarly the coherent part of the MCF may be associated with |g(1)
12 (t)|, which can

be determined approximately by measuring the average spectrogram by XFROG and
applying a spectral filter corresponding to the spectral coherence function. This procedure
is illustrated in Fig. 4.4.

One can then obtain Ics(t) and Iqs(t) by integrating the corresponding spectrograms
over the frequency axis i.e. calculating the temporal margin when the reference pulse
used for XFROG is short enough (see discussion of section 2.3). Scs(ω) on the other
hand can be obtained by a direct multiplication of the measured average spectrum
by an optical spectrum analyzer with |g(1)

12 (ω)| and Sqs(ω) follows by subtracting the
coherent contribution from the average spectrum. The CSD and MCF can therefore be
determined by measuring (i) the spectrum and spectral interference in a delayed Michelson
interferometer and (ii) the XFROG spectrogram using a short gate pulse. However, it
is important to note that such XFROG filtering procedure in the spectral domain only
provides an approximate measure of the coherent and quasi-stationary contributions.
Indeed, if two pulses with varying degrees of coherence (one coherent and one incoherent)
would have the same center frequency but occur at different times, the spectral coherence
function would only measure the weighted average of coherence for these two. It would
not be able reveal the true nature of the other pulse being coherent and other incoherent
and this is why the filtering procedure is only approximate. An improved approach is
proposed at the end of this chapter.
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Figure 4.4: Filtering of the XFROG spectrogram with the coherence function. (a) Simulation
of a partially coherent SC spectrogram with an XFROG gate pulse of 80 fs duration. The margins
compare the actual spectral and temporal profiles (gray) to the XFROG margins (black), showing
the convolution effect discussed before. (b) Coherent contribution of the spectrogram after
filtering (multiplication) with the first order coherence function (shown in red). (c) Incoherent
contribution of the spectrogram obtained by multiplying with (1-g(1)

12 ).

4.3 Experimental results

The results presented in this section are reported in Publication III. Experiments were
performed using a Ti:Sapphire laser at 785 nm producing nearly transform limited pulses
with 72 fs duration (FWHM), characterized by a second harmonic generation FROG
setup. These pulses were used as the reference pulse for the XFROG measurement. Part
of the beam was extracted with a beamsplitter and injected into 69 cm of PCF fiber
(NL-PM-750, Fig. 2.1). Before injection, the beam passed through a half-wave plate and
polarizer combination to control the input pulse peak power and an optical isolator to
avoid back reflections from the coupling lens. This broadened the input pulse further to
290 fs duration (characterized also by FROG).

The experimental setup is illustrated in figure 4.5. The generated SC at the fiber output
was collimated with a microscope objective and guided either into a delayed Michelson
interferometer or the XFROG setup using a flip mirror. The XFROG setup used a 1 mm
thick beta-barium borate crystal rapidly dithered by a galvanometer in order to allow for
efficient SFG phase-matching across the full SC bandwidth [159, 160].

As explained in section 2.6, the dynamics of SC generation in the short pulse & anomalous
dispersion regimes are dominated by soliton effects. By controlling the input power/soliton
order, we can vary the balance between soliton fission and MI during the initial stage of
propagation in the fiber. As the first leads to fully deterministic and coherent dynamics



4.3. Experimental results 73

SHG 
FROG 

PBS PBS 

0 

PCF 

FM 

OSA 

Spectrometer 
SFG 

BBO Δτ 

(1) (2) (3) 

ΔS 

�⌧

68.5

XFROG

s1

s2

OSA

Pol.

HWP

Ti:Sapphire
ΔT	=	72	fs
λ0=785	nm

XFROG DMI

OI

Figure 4.5: Experimental setup. PBS = pellicle beam splitter, HWP = half wave palte, Pol.
= polarizer, OI = optical isolator, FM = flip mirror, BBO = beta barium borate, SFG = sum
frequency generation, OSA = optical spectrum analyzer, PCF = photonic crystal fiber, DMI =
delayed Michelson interferometer.

and the latter to fully random and incoherent dynamics, we can tune the coherence
properties of the resulting SC simply by controlling the injected power. Measurement of
the second-order coherence properties of SC light were performed for three cases from
highly stable and coherent SC, to partially coherent and fully incoherent SC. The input
peak powers and soliton orders corresponding to each of these cases are tabulated in table
4.1.

Table 4.1: Parameters for generating SC with varying coherence properties.

Coherent Partially coherent Incoherent

Pp 70 W 360 W 820 W
N 6 15 23

The experimentally measured spectra and first order spectral functions are compared
with those from numerical simulations of the GNLSE in Fig. 4.6.

We can see how the overall coherence drops when increasing the injected peak power
with residual coherence only near the pump wavelength at the highest peak power. The
coherence degradation can also be qualitatively observed in the average SC spectrum
where the significant pulse-to-pulse fluctuations average out the fine structure in the
spectrum. The dynamics of SC generation in the anomalous dispersion regime can be
described in terms of soliton fission due to the higher order dispersion, dispersive wave
generation and RSFS. In the case of relatively low peak power, the ejected solitons are
shifted in the spectrum via the RSFS to the same wavelength from pulse to pulse and the
average spectrum has thus a distinct fine structure. With increased soliton order/peak
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Figure 4.6: Top: Experimental spectra and first order coherence functions for (a) coherent, (b)
partially coherent and (c) incoherent SC. Bottom: Corresponding simulated results.

power, noise amplification through MI perturbs the soliton fission process resulting in
significant shot-to-shot fluctuations for the redshifting solitons and their corresponding
dispersive waves. This is observed as a decreased fine structure (on the order of few
nanometers) in the pulse spectrum for the partially coherent case, and the absence of any
structure for the incoherent case.

The measured XFROG spectrograms for the three cases are shown in Fig. 4.7. We note
that for the incoherent case when the bandwidth is largest, the angle dithering of the
nonlinear crystal in the XFROG measurement is not sufficient to allow for phase-matching
wavelengths above 1000 nm such that the agreement with the spectrum measured by
the optical spectrum analyzer degrades for these wavelengths. The CSD and MCF were
then reconstructed using the procedure described above. Comparison with numerical
simulations for each of the three coherent, partially coherent, and incoherent cases is
shown in Figs. 4.8 and 4.9.

Figure 4.7: Experimentally measured spectrograms for the coherent (a), partially coherent
(b) and incoherent (c) cases. We also show the integrated spectral and temporal margins. The
spectral margins are compared with OSA average spectrum showing a good agreement. The
S and DW correspond to solitons and their corresponding dispersive waves emitted during the
soliton fission procedure.

We observe generally good agreement between the numerically simulated and experimental
results. The overall coherence value in the coherent case is slightly less than 1 due to
technical noise reducing the visibility of the interferometer fringes. The CSD functions
agree generally very well for all cases and we observe how the it reduces to the qs-line in
the incoherent case, as shown in previous numerical studies. For the MCF we also see
a good qualitative agreement with theory and simulations. The detail and contrast in
the structure for the partially coherent case in Fig. 4.9 is lower than for the simulations.
This is due to the fact that the retrieval of the coherent part of the MCF involves more
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Figure 4.8: Experimentally measured CSD functions (top) for the three cases with varying
coherence properties. Bottom shows the associated simulated CSD functions.

Figure 4.9: Experimentally measured MCF functions (top) for the three cases with varying
coherence properties. Bottom shows the associated simulated MCF functions.

approximation due to the filtering procedure of the XFROG spectrogram as discussed
above. Nevertheless, we can still see how the MCF also reduces to only the qs-contribution
allowing to determine the coherence time from the width of the qs-part. The value of
τc=3 fs is comparable with that of sunlight, demonstrating how the SC in this regime
of operation can be considered as a pulsed thermal source from the temporal coherence
viewpoint yet with high spatial coherence.
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4.4 Measuring the complex mean field

We devote the next section of this chapter to discussing a new possibility of determining
the first order coherence function in time g(1)

12 (t) for a more accurate measurement of
the MCF, without the filtering procedure for the XFROG spectrogram described in the
previous section. The proposed method also allows for measuring the spectrogram of the
mean complex field which could be useful in other studies, where coherent contributions
to the average measurements on ultrafast timescales would need to be recovered. The
XFROG spectrogram of an electric field E(t) is given by:

X(τ, ω) = |
∫ ∞
−∞

E(t)p(t+ τ)e−iωtdt|2

= |E(τ, ω)|2 (4.15)

where τ represents the delay of the probe (or gate) pulse p(t+ τ). The short notation∫∞
−∞E(t)p(t+ τ)e−iωtdt = E(τ, ω) is referred to as the complex valued field spectrogram
in what follows. The absolute value squared comes from the fact that we are measuring
the spectrum. In practice one scans the discrete delay steps τi by a motorized stage and
the spectrum is measured at each delay. Since the spectral measurement is done by a
spectrometer integrating over milliseconds, one in fact measures the spectrum of many
consecutive pulses at a given delay (assuming the gate pulse does not fluctuate). In other
words, one measures the ensemble average of XFROG spectrograms intensities:

Xave(τ, ω) =
N∑
i=1
|
∫ ∞
−∞

Ei(t)p(t+ τ)e−iωtdt|2

=
N∑
i=1
|Ei(τ, ω)|2 = N < |E(τ, ω)|2 > . (4.16)

In the case of a perfectly coherent pulse train, Eqs. 4.15 and 4.16 are identical (averaging
makes no difference). Clearly, for an unstable pulse train the measured spectrogram
differs from that of individual pulses. Note also that in the latter case a phase retrieval
algorithm will generally not converge as the measured average field does not actually
correspond to a single physical electric field. Additional information may be obtained by
combining two distinct XFROG measurements:

1. A standard average XFROG measurement Xave(τ, ω)

2. An interference XFROG (IXFROG) measurement of two consecutive pulses with E-
fields Ei(t) and Ei+1(t) that are superimposed in a delayed Michelson interferometer,
and where one measures the average spectrogram given by: XIX(τ, ω) = N <
|
∫∞
−∞[Ei(t) + Ei+1(t)]p(t+ τ)e−iωtdt|2 >.

The idea behind the IXFROG measurement can be described as follows. The coherent
(shot-to-shot stable) temporal components of the complex pulse train will constructively
interfere for all pairs Ei(t) + Ei+1(t) resulting in an increased average field value at the
output of interferometer. The incoherent (unstable) components on the other hand will
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interfere destructively resulting in a decreased average field value. This means that the
IXFROG spectrogram will then have comparatively higher intensities than the normal
averaging spectrogram at the coherent components and lower intensities at the incoherent
regions. By measuring comparing a standard XFROG measurement with the IXFROG
one can then extract approximately the first order coherence functions both in the time
domain g12(t) and in the frequency domain g12(ω) as shown below.

From an experimental viewpoint both XFROG and IXFROG measurements can be
performed using only a small modification of the setup in 4.5. One only needs to guide
the output of the delayed Michelson interferometer measurement to the XFROG setup
and perform two measurements: one with both interferometer arms open corresponding
to the IXFROG and a second measurement by blocking the other interferometer arm to
perform a standard XFROG measurement. Note that it is very important for the relative
delay to be adjusted with micrometer precision in order for consecutive pulses to perfectly
overlap temporally (simulations indicate a precision of 2 fs required).

Before giving more details on how to extract the coherence functions, it is instructive to
rewrite the expression for the IXFROG spectrogram in a different form:

XIX(τ, ω) =
N∑
i=1
|
∫ ∞
−∞

[Ei(t) + Ei+1(t)]p(t+ τ)e−iωtdt|2

=
N∑
i=1
|
∫ ∞
−∞

Ei(t)p(t+ τ)e−iωtdt

+
∫ ∞
−∞

Ei+1(t)p(t+ τ)e−iωtdt|2 (4.17)

=
N∑
i=1
|Ei(τ, ω) + Ei+1(τ, ω)|2 (4.18)

=
N∑
i=1
|Ei(τ, ω)|2 +

N∑
i=1
|Ei+1(τ, ω)|2

+
N∑
i=1

[
Ei(τ, ω)E∗i+1(τ, ω) + E∗i (τ, ω)Ei+1(τ, ω)

]
. (4.19)

Here, ∗ denotes the complex conjugate. The first two sums of 4.18 correspond to the
average spectrogram Xave(τ, ω) of Eq. 4.15 and the last term can be rewritten as:

N∑
i=1

[
Ei(τ, ω)E∗i+1(τ, ω) + E∗i (τ, ω)Ei+1(τ, ω)

]
=

N∑
i 6=j

Ei(τ, ω)E∗j (τ, ω)−
N∑

i 6=j,i 6=j±1
Ei(τ, ω)E∗j (τ, ω). (4.20)

Because realizations i and j are independent of each other, the two sums in Eq. 4.20 will
be similar to each other as N grows large. The main difference is that the first sum has
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N2 −N elements, whereas the second sum has N2 − 3N elements, which affects their
overall amplitudes. One can then approximate Eq. 4.20 by

N∑
i6=j

Ei(τ, ω)E∗j (τ, ω)−
N∑

i6=j,i 6=j±1
Ei(τ, ω)E∗j (τ, ω)

≈ N2 −N − (N2 − 3N)
N2 −N

N∑
i 6=j

Ei(τ, ω)E∗j (τ, ω)

= 2
N − 1

N∑
i6=j

Ei(τ, ω)E∗j (τ, ω). (4.21)

Using the binomial theorem, we get

N∑
i 6=j

Ei(τ, ω)E∗j (τ, ω) = |
N∑
i=1

Ei(τ, ω)|2 −
N∑
i=1
|Ei(τ, ω)|2 (4.22)

and inserting Eqs. 4.21 and 4.22 into Eq. 4.19, one finally obtains

XIX(τ, ω) = 2Xave(τ, ω) + 2
N − 1

[
|
N∑
i=1

Ei(τ, ω)|2 −
N∑
i=1
|Ei(τ, ω)|2

]
= 2N < |Ei(τ, ω)|2 > + 2

N − 1N
2| < Ei(τ, ω) > |2 − 2

N − 1N < |Ei(τ, ω)|2 >

≈ 2N < |Ei(τ, ω)|2 > +2N | < Ei(τ, ω) > |2, (4.23)

where the last approximation holds for large N . The first term is the standard average
spectrogram XFROG and the second term is the spectrogram of the average complex field
Xmean(τ, ω) = |

∑N
i=1Ei(τ, ω)|2 = | < NE(τ, ω) > |2 which contains the contributions

of the coherent components of the field and can be obtained by subtraction of the two
measured XFROG and IXFROG spectrograms

Xmean(τ, ω) ≈ 1
2XIX(τ, ω)−Xave(τ, ω). (4.24)

We next apply the procedure described above to N = 500 numerically simulated real-
izations corresponding to the partially coherent case of section 4.3. Figure 4.10 (a) and
(b) show the simulated XFROG and IXFROG spectrograms, respectively, and Fig. 4.10
(c) shows the result of their subtraction according to Eq. 4.24. One can clearly see the
striking resemblance with the spectrogram of the mean field Xmean(τ, ω) in Fig. 4.10 (d).

We next discuss how the first order coherence functions can be retrieved from the mean
field spectrogram Xmean(τ, ω). As discussed above, the first order functions can be
written as Eq. 4.11 (to obtain the temporal function, just change the variable from ω to
t). In order to obtain the mean electric field in the temporal domain, one should recall
that the temporal margin of the spectrogram
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Figure 4.10: Numerically simulated spectrograms for the partially coherent SC of Figure 4.6 (b).
(a) Interference XFROG (measurement 2) XIX(τ, ω) , (b) Normal averaging intensity XFROG
(measurement 1) Xave(τ, ω), (c) Difference of a and b, (d) mean field spectrogram Xmean(τ, ω).
The gate pulse has an 80 fs duration with 9 THz bandwidth at 785 nm. The color scale is in
decibels.

I(M)(τ) =
∫ ∞
−∞

X(τ, ω)dω. (4.25)

is approximately equal to the temporal intensity of the unknown pulse I(t) = |E(t)|2 if
the gate pulse p(t) used in experiments is sufficiently short. Thus, integrating over the
frequency axis of the mean field spectrogram ones obtains directly the intensity of the
mean electric field in time |E(t)2|. On the other hand, integrating over the frequency axis
of the standard XFROG spectrogram one obtains the mean intensity of the pulse, and
g

(1)
12 (t) is then the ratio of the two |E(t)2|/|E(t)|2.

One can apply the same approach in the spectral domain if the gate pulse bandwidth
is narrower than the measured pulse bandwidth. Integrating over the temporal axis
allows for obtaining the frequency margin of the mean field spectrogram and standard
spectrogram, and the coherence function g(1)

12 (ω) can be retrieved.

Figure 4.11 compares the first order coherence functions in temporal and spectral domains
from simulations calculated according to equation 4.11 (red lines) with the coherence
functions calculated from the margins as explained above (blue lines).
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Figure 4.11: First order coherence functions in time (left) and spectral (right) domains
in red. The exact functions from simulations are convolved with the gate pulse parameters
(P (ω) = FT[p(t)]) in the relevant domain. Blue curves show the coherence functions derived
from the XFROG and IXFROG simulations.

We can observe extremely good agreement with the two, even though some residual
discrepancies do exist due to the approximations in the derivation. This good agreement
also holds promises for possible phase retrieval of the complex mean field that would allow
for determination of the MCF and CSD complex parts. Because the method is general, it
could be used in any ultrafast optical setup where the mean complex field characteristics
may be be required [80].

4.5 Conclusions

This chapter has presented an overview on the vast terminology and definitions of optical
coherence theory. The connection between the theoretical second order coherence functions
defined by Mandel & Wolf and the experimentally available first order coherence function
for non-stationary sources (Eq. 4.8) was discussed. This connection was verified by the
experiments presented in this chapter that presented the first measurements of the second
order coherence functions for supercontinuum light sources. The results demonstrate how
a supercontinuum can be considered a stable laser-like source or a nearly thermal light
source depending on the experimental parameters, or it can operate in an intermediate
stage where the coherent and thermal properties can be separated by the method.

The described method does have some uncertainty due to the filtering procedure used to
retrieve the results. In order to improve the accuracy of the results, a new method was
proposed based on two separate averaging XFROG measurements. Numerical results show
an excellent agreement with the exact coherence functions and hold promise for improving
these results even further and the possibility for applying it on any non-stationary source.



5 All-optical signal regeneration by
supercontinuum generation

All-optical signal processing has been envisaged to be one of the key technologies to
overcome the “capacity crunch” of ever-growing bandwidth needs for telecommunications
[161]. This is because, in principle, all-optical signal processing does not require optical
to electrical to optical conversion steps which are limited by the processing speed of
the electronics. Various all-optical signal processing functionalities have already been
demonstrated including e.g. optical delay lines and finite impulse filters [162, 163], optical
time division multiplexing [164] and optical signal regeneration [165–167].

Signal regeneration is an important functionality where the original signal, that has
been significantly impaired by noise or attenuation, is restored. Typically regeneration
consists of three processes: (i) re-amplifying, (ii) reshaping and (iii) re-timing. A system
that’s capable of doing all the functionalities is referred to as a 3R regenerator [161].
The difference of a 3R system to amplification only is illustrated in figure 5.1. Signal
regeneration is thus directly linked to optical amplification and is important not only
from the viewpoint of communications but also in sensing applications where weak
amplitude signals for example in pump-probe spectroscopy experiments may be enhanced.
Traditionally regeneration is performed electronically by first detecting the impaired signal
and then re-transmitting it as an optical signal. Obviously the possibility of removing
the electronic conversion step could increase the transmission speed of the system.

1R,	amplification

3R,	regeneration

Signal	pulse Impaired	signal Amplified	signal

Signal	pulse Impaired	signal Regenerated	signal

Figure 5.1: Difference of amplification only to full signal regeneration. The impaired signal
is attenuated, distorted by noise and lags in time with respect to the original signal. A full
3R regeneration restores all of these properties, whereas an amplification only corrects for the
attenuation.

81
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Besides direct optical amplification by erbium-doped fiber amplifiers, signal regeneration
may be achieved by taking advantage of the sensitivity of nonlinear systems to input
fluctuations. The perfect example of such nonlinear system is an optical fiber where the
weak amplitude fluctuations of an impaired signal can be enhanced as a result of the
various nonlinear effects described in Chapter 2 of this thesis such as SPM [168] or Raman
self-frequency shift [169]. Reported amplification factors using this approach could reach
up to 20-fold, with a good reliability as these nonlinear processes are deterministic. Note,
that these systems may not be full 3R regenerators, but often provide only amplitude
and re-shaping functionalities without the capability of re-timing the signal all optically.

In Publication IV a technique capable of amplifying and re-shaping a weakly modulated
signal by as much as 60 dB using the combination of all of the nonlinear processes
contributing to SC generation is reported. This chapter starts by discussing the proof-
of-principle measurements made by using few cycle pulses for coherent SC generation
in Publication IV. The largest amplification factors are shown to occur in the short
wavelengths region of the SC spectrum, as a result of soliton and dispersive wave dynamics.
We also demonstrate the use of relaxed input pulse conditions using few hundred fs pump
pulses in order to characterize the effect of the SC coherence on the quality of the
regenerated signal, and in particular study in details how noise driven spontaneous MI
can affect the signal regeneration fidelity.

5.1 Proof-of-principle measurements

A Ti:Sapphire laser producing 8 fs pulses at 790 nm with 76 MHz repetition was used for
the experiments. The pulse train was amplitude modulated with a quartz based acousto-
optic modulator (AOM) driven with a 4.6 MHz square wave. The input modulation
depth was set to -75 dBc, and was measured from a reflection of the input from a glass
plate directed to a 1 GHz silicon photodetector, which was connected to an oscilloscope.
The amplitude modulated pulse train was then coupled into a PCF (NL-PM-750 of Fig.
2.1) by an aspheric lens and collimated by a microscope objective at the output. The
collimated output was guided into a self-made Czerny-Turner spectrograph with 17.5 cm
focal distance and 600 lines/mm grating. An avalanche photodiode (APD) (Hamamatsu,
S8550) was placed at the spectrograph output such that an individual pixel of the array
corresponded to a 10 nm bandwidth spectral channel. Three channels of the APD array
were measured simultaneously by 1 GHz real-time oscilloscope and the fourth channel
was used for the input modulation measurement. The oscilloscope recorded the spectral
intensity variations over 1 ms time windows in order to fully capture the modulation
pattern. The time traces of the oscilloscope were further processed by using the higher
radio frequency harmonics (up to 5th harmonic) of the detected signal to increase the
signal to noise ratio (up to the APD speed limit of 400 MHz) and a Takeda-algorithm
[170]. The average spectrum of the SC was also monitored continuously in order to check
that the coupling efficiency into the fiber did not change during the measurement. A
schematic illustration of the setup is shown in Fig. 5.2.

The results in Fig. 5.3 (a) shows the input pulse spectrum and the SC spectrum where
the three selected spectral channels chosen for the proof-of-principle measurements are
highlighted. We also show a section of the time series of the input and output channels
obtained applying the Takeda-algorithm (b,d,f,h) along with the corresponding RF spectra
(c,e,g,i).

We observe a 60.5 dB amplification of the initial weak modulation at the spectral
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Figure 5.2: Schematic of the setup highlighting the key elements. Two different Ti:Sapphire
lasers were used for the two sets of experiments presented here. Proof-of-principle measurements
were made at λ0 = 790 nm with 8 fs pulses and the coherence measurements with λ0 = 798 nm
with 190 fs pulse duration.
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Figure 5.3: (a) Average spectrum of the input pulse and resulting SC. (b,c) Time series and
RF spectrum of the input pulse train. (d,e) Time series and RF spectrum observed at 720 nm
channel, (f,g) time series and RF spectrum observed at 670 nm channel, (h,i) time series and RF
spectrum observed at 620 nm channel demonstrating 60 dB amplification.

channel centered at 620 nm wavelength. This particular spectral channel corresponds
to the generation of a dispersive wave by solitons in the anomalous dispersion regime.
Interestingly, we can also notice that the modulation pattern observed in different channels
can be anti-correlated with each other (compare 670 nm and 620 nm), which allow for an
increase in the signal regeneration capabilities (5 dB increase by using all of the three
channels). Once can also observe an increase in the noise floor at the spectral channels of
lower amplitude associated with an increase in the shot noise level.
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5.2 Physical mechanism of amplification

The physical mechanism of the weak modulation amplification can be understood from
the coupling between solitons ejected from the fission process and subsequently generated
dispersive waves. Specifically, in the anomalous dispersion regime, the dynamics of SC
generation are triggered by higher-order soliton soliton compression followed by fission into
fundamental constituent solitons that will undergo RSFS and generate dispersive waves at
the resonant wavelengths in the normal dispersion regime. Although the resonant energy
transfer between the soliton and DW cease rapidly due to the loss of phase-matching,
the high intensity soliton pulse can still locally modify the refractive index experienced
by the DW via the Kerr effect trapping and causing additional blue-shift of the DW
[171–173]. The amplitude modulation induces slight variations on the peak powers of
the ejected solitons. The subsequent RSFS is very sensitive to these variations causing
wavelength jitter of the soliton in the order of a few nanometers. As the DW generation
process is highly dependent on the soliton parameters, this soliton wavelength jitter in
turn translates into an even larger fluctuation of the DW wavelength and spectral energy
[171], resulting in an effective amplification of the initial weak modulation applied at
the fiber input. These dynamics are conveniently visualized in Fig. 5.4 (a) that shows a
simulated spectrogram of the SC. In Fig. 5.4 (b), we show the spectrum of two solitons
and their coupled DWs for two simulations for a 10 nm difference in the center wavelength
of the solitons. This difference is roughly similar to the the jitter induced by the RSFS as
a result of a change in input peak power corresponding to that between the minimum
and maximum amplitude of the modulation in the experiments.

Figure 5.4: (a) Spectrogram of a single simulation of the SC generated with an 8 fs pulse. (b)
Simulation of a soliton propagating at 920 nm and 930 nm and their corresponding dispersive
waves that show dramatic change both in wavelength and energies as a result of the phase-
matching sensitivity.

When a spectral channel corresponding approximately to the DW wavelength is selected
by the spectrometer, one can observe a quasi on-off type modulation with very large
amplitude. The robustness of this scheme obviously requires that the generated SC is
coherent and the fluctuations in the resulting spectra are only caused by the amplitude
modulation and not by fluctuations arising from noise driven effects such as MI.
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5.3 Effect of supercontinuum coherence on signal amplification

In a second set of experiments, the input laser was changed to a Spectra Physics Tsunami
operating at 798 nm with a pulse duration of 190 fs after the AOM that imposes the weak
modulation with a 1.6 time-bandwidth product characterized by an SHG-FROG. With
this setup, it is possible to adjust the peak power and therefore the input soliton order
over a wide range of values resulting in SC with varying degrees of coherence similar to
the cases in the chapter discussing SC coherence. In this way, one can tune the relative
of amount of stochastic spectral fluctuations caused by noise driven dynamics and study
how much these affect the deterministic amplitude modulation amplification dynamics.
The modulation speed of the AOM was set to 5 MHz and the modulation amplitude
-60 dBc value. The SC coherence was measured with a separate delayed Michelson
interferometer (see Chapter 4 on coherence). The measured amplification factors (blue
bars) and coherence function (red line) are plotted together with the measured average
spectrum in Fig. 5.5. The RF spectra and signal reconstruction of three particular
channels highlighted in the spectrum by color bars are shown in Fig. 5.6 along with
the input channel for reference. The amplification factor of the initial weak modulation
amplitude is determined by subtracting the amplitude of the 5 MHz RF spectral peak
of the spectral channel measured by the APD at the fiber output from the reference
amplitude measured before the fiber.
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Figure 5.5: Coherent SC. Up: Coherence function (red) and amplification factors (blue),
Down: Recorded SC spectrum with three spectral bins highlighted that are plotted in figure 5.6.

For lower input peak power, the coherence function shows a near unity value at all
wavelengths indicating excellent phase-stability of the SC. In this case, we observe the
largest amplification factor at the DW spectral location at around 695 nm, as described
above from solitons-DW coupling dynamics. The reconstructed modulation pattern is
also clearly visible in the temporal domain. Noise levels for this coherent SC case are
very similar independently of the spectral channel selected, the spectral intensity levels
and detection efficiency of the APD for a specific wavelength channel being the main
contributors to the small fluctuations observed in the noise floor.
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Figure 5.6: RF spectra and time domain reconstructions of the modulated signal for the
coherent SC. The yellow line corresponds to the input pulse train while other colors correspond
to the highlighted spectral bins in the spectrum.

When the input pulse peak power is increased a drop is the overall coherence is observed
in agreement with previous studies on SC decoherence dynamics. Fine spectral features
are smeared out in the average spectrum due to shot-to-shot fluctuations of the spectra
caused by stochastic noise-seeded MI that competes with deterministic soliton dynamics.
Somewhat surprisingly, we measure amplification factor as large as 47 dB in the experi-
ments (spectral channel at 640 nm) which is even larger than in the coherent case - again
at the dispersive wave regime as shown in Fig. 5.8. The time domain reconstruction of
the signal does not, however, show significantly more pronounced modulation than in
the coherent case. This is due to the increased noise floor level that has jumped from
around -66 dBc in the coherent case to -52 dBc. This drop in the signal to noise ratio
can now be attributed to the dynamics of the SC generation itself rather than to the
electrical detection noise. Spontaneous MI is causing random fluctuations in the output
spectra that are observed as increased noise levels and reduce the efficiency of the signal
regenration method.
Finally the input peak power was increased such that the SC coherence function showed
only residual coherence at around the pump residues and dispersive wave edge as shown
in Fig. 5.9.
Measured amplification factors are similar to those in the coherent SC case, varying from
20 to 40 dB depending on the spectral channel. However, the noise floor is increased
from the partially coherent case degrading so much the signal to noise ratio that the
modulated signal is not clearly apparent in the time domain as shown in Fig. 5.10.
This increase in noise floor is attributed, similarly to the partially coherent case, to the
increased influence of MI on the evolution dynamics causing unwanted jitter in the spectra.
To further illustrate the effect of decoherence on the noise levels at different channels, we
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Figure 5.7: Partially coherent SC. Up: Coherence function (red) and amplification factors
(blue), Down: Recorded SC spectrum with three spectral bins highlighted that are plotted in
figure 5.8.
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Figure 5.9: Incoherent SC. Up: Coherence function (red) and amplification factors (blue),
Down: Recorded SC spectrum with three spectral bins highlighted that are plotted in figure
5.10. The amplification factors are plotted only until 1000 nm, where the APD response stops.
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tabulate the measured highest, lowest and mean noise floors for all of the three cases in
table 5.1.

Table 5.1: Measured noise floors for SC with varying coherence. The average is seen clearly to
increase with the loss of coherence.

Case Noise floor mean Noise max Noise min
Coherent -71 dBc -64 dBc -83 dBc
Part. Coherent -65 dBc -57 dBc -76 dBc
Incoherent -57 dBc -51 dBc -73 dBc

There exists significant amounts of variance in the noise floors within any of the three
cases due to the varying light levels and sensitivities as discussed above, but the trend
observed in the average values is clear with decoherence being associated with significant
increase in the noise floor and degrading the recovered modulation pattern.

5.4 Conclusions

An experimental method for amplifying and resolving weak amplitude modulations in a
pulsed optical signal was demonstrated. The amplification mechanism was based on the
sensitivity of supercontinuum generation process to input fluctuations. In particular, the
numerical study shows that the soliton-dispersive wave coupling leads generally to the
largest amplification values.

Additional experiments have also demonstrated that the need for few cycle pulses is not a
necessary requirement for the proposed signal regeneration approach to work, as long as
overall partial coherence of the SC can be maintained. The relaxed requirements on the
pump source for signal amplification open up new venues for applications of the system
in e.g. pump-probe systems requiring high sensitivity. Furthermore, advances in SC
generation on chips with low powers could be used to decrease the peak powers required
for applying the technique [174].

As a point of interest for possible future studies the reader’s attention is drawn to the
coherent case and the soliton peak at 900 nm, where one can recognize a very weak
amplification of 3 dB. Although not shown in the current results, in some experiments
negative amplification factors were observed in this wavelength range. A similar effect
was observed also in the GNLSE simulations with modulated input power. This would
correspond to a classical version of amplitude squeezing of the modulated signal [175]
that could have applications for the opposite purpose of reducing experimental amplitude
noise.





6 Summary and conclusions

Novel measurement methods on ultrafast timescales are paramount in allowing to form
accurate pictures of the physics underlying ultrafast phenomena in Optics and Photonics.
In this thesis, pre-existing and new techniques were modified or developed to measure
with better precision and in real-time nonlinear dynamics that are susceptible to noise in
optical fibers.

These measurements in the temporal domain have allowed us to confirm that the chaotic
localized structures that emerge from noise in nonlinear Schrödinger equation governed
systems can be well described by analytical breathers solutions. Measurements in the
spectral domain on the other hand have revealed that temporal structures with high
intensities are correlated with significant spectral broadening in the wings, providing an
indirect approach for the characterization of extreme events. By combining real-time
spectral and temporal measurements, we for the first time captured subtle dissipative
soliton dynamics occurring during the transient period to mode-locking of an ultrafast
laser. The fact that these allows for the full reconstruction of the complex electric field
in real time permits further analysis of the underlying physics through the use of the
nonlinear Fourier transform that yields the signature of fundamental nonlinear attractor
states of the systems. Similar spectro-temporal real-time measurements performed on
noise-induced modulation instability would also allow for retrieving the nonlinear phase
of the electric field and computation of the nonlinear Fourier spectrum, that combined
with state-of-the-art machine-learning algorithms could offer another possible pathway
towards the prediction of extreme events.

We have also developed a new approach to characterize the coherence properties of broad-
band supercontinuum light sources. This is especially important because supercontinuum
sources are finding an increasing number of applications for remote sensing and imaging,
and the ability to determine accurately the fluctuations of the electric field arising from
nonlinear amplification dynamics is thus needed. Moreover, the methodology introduced
is actually not limited to the case of supercontinuum sources but can be applied to any
non-stationary light source and could also be utilized to assess the correlations of the
optical fields in pump-probe setup studying light-matter interactions.

Finally, we have exploited the extreme susceptibility of a nonlinear system in form
of supercontinuum generation process to demonstrate a method for all-optical signal
regeneration with sensitivity to the one part in million in fluctuations of the input
field. This result illustrates the possibility of harnessing nonlinear system for practical
applications - a feature that has been deemed non-practical for many decades. Furthermore,
the rapidly evolving field of nonlinear Fourier transform and the measurement tools capable
of capturing the chaotic fields have caused a widespread interest in academia and industry
driving the progress towards for possible nonlinear communication systems.
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All in all, with modern measurement techniques the properties of nonlinear systems can
be finally understood better. This holds great promises for many practical applications
in Optics and Photonics including telecommunications and laser design, but also for
providing valuable knowledge to other domains of physics were nonlinear systems are
governed by similar equations such as hydrodynamics, plasma physics and acoustics.
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UMR 6174, 25030 Besançon, France. 5 Institute of Fundamental and Frontier Sciences, University of Electronic Science and Technology of China, Chengdu
610054, China. 6 National Research University of Information Technologies, Mechanics and Optics, St. Petersburg, Russia. 7 School of Mathematics and
Statistics, University College Dublin, Belfield, Dublin 4, Ireland. Correspondence and requests for materials should be addressed to J.M.D.
(email: john.dudley@univ-fcomte.fr).

NATURE COMMUNICATIONS | 7:13675 | DOI: 10.1038/ncomms13675 | www.nature.com/naturecommunications 1



Dynamical instabilities are seen in many areas of physics,
and their study has major applications in physics,
chemistry, biology and the social sciences1. An

especially important class of instability is the ‘modulation
instability’ (MI) which describes how low-amplitude noise on
an initial wave of constant intensity can grow exponentially and
induce a wide range of nonlinear dynamical behaviour. Although
first seen in deep-water wave propagation described by the cubic
nonlinear Schrödinger equation (NLSE) (where it was referred to
as the Benjamin–Feir instability)2, MI has attracted particularly
widespread interest in optics and has been observed in a variety of
nonlinear systems. The first observation of MI in optics was in
optical fibre propagation described by the cubic NLSE3,4, but
other classes of related instabilities have since been reported in
laser resonators and optical cavities5–10, spatio-temporal
dynamics11,12, pattern formation13–17 and waveguides18.

Despite much research into more general manifestations of MI
in optics, the cubic NLSE remains the canonical system of interest
that illustrates the essential characteristics of the pheno-
menon19–21. In addition, because the cubic NLSE describes
pulse envelope propagation both in optical fibre and on the
surface of deep water, there has been particular attention paid
to the analogy between the instability growth dynamics in fibre
optics and the formation of extreme rogue waves on the
ocean22–24. Indeed, although nonlinear noise amplification has
been considered as a possible ocean rogue wave generation
mechanism for some time25,26, this possibility attracted renewed
attention following experiments in optics where real-time
measurements showed long-tailed statistics in the spectral
intensity of an optical fibre supercontinuum27. These
experiments motivated significant wider interest in the
statistical properties of random processes in optics, and
subsequent studies have investigated long-tailed statistics in a
variety of other optical systems28, including those with only linear
elements29. It is important to stress, however, that the link
between such ‘optical rogue waves’ and ocean waves remains an
open question30.

A significant feature of MI in the cubic NLSE arises from the
fact that the low-amplitude noise on the initial conditions can be
treated as a perturbation, allowing linear stability analysis to be
used to derive the proper conditions for the excitation and growth
of the instability. Moreover, beyond the initial phase of
exponential instability growth, the MI dynamics lead to the
generation of highly localized pulses that can be described in
terms of analytic families of soliton on finite background or
‘breather’ solutions31. In fact, although these analytic solutions
were known since the 1980s32, it is only very recently that
advances in optical measurement technologies have actually
permitted these solutions to be observed in experiments33–37.
However, these previous experiments were carried out in the
regime of ‘induced MI,’ where a low-amplitude narrowband
stable modulation on a continuous wave was used to stimulate the
instability dynamics from a coherent seed4. Although highly
significant from the perspective of confirming the analytic theory
of breathers31, these experiments do not, however, model the
scenario of the ‘spontaneous’ MI where breather-like rogue waves
emerge from low-amplitude broadband noise. Yet, many
numerical studies have shown that the analytic breather
solutions of the NLSE can in fact also describe the localized
structures emerging from spontaneous MI arising from a noisy
continuous wave as initial condition24,38–40.

A number of experiments studying spontaneous MI in cubic-
NLSE systems have been carried out, but studies of irregular
water waves have focussed primarily on statistical measures, and
have not considered wave envelope properties in detail26,41. In
optical fibre, the experiments have generally been limited to using

only time-averaged autocorrelation to characterize the unstable
field envelope3,42, although real-time measurements of the
spectral fluctuations have been possible using dispersive Fourier
transformation21,43. Important recent experiments have reported
the use of optical sampling44 and a time-lens system45 to study
the evolution that arises from the propagation of an irregular
high-contrast pulse train seed in an optical fibre46,47. From a
dynamical perspective, the absence of a significant continuous
wave component in the initial conditions leads to a very different
propagation regime from MI. The higher energy associated with
these initial conditions leads to random background-free
fundamental and higher-order soliton evolution40,48 whose
intensity profile can reach locally extreme values, and where the
central peak may be fitted with a Peregrine soliton (PS)
structure46,47. Although different from the regime of MI
dynamics arising from low-amplitude broadband noise that we
study here, this work shows how real-time optical techniques can
be advantageously used to characterize the full field probability
density44 and intensity profiles45 of background-free soliton time
series.

In this paper, we report time-domain measurements of highly
localized breathers generated from the spontaneous MI of a
continuous wave (CW) field in a cubic NLSE optical fibre system.
Using an integrated time-lens magnifier system49,50, we capture
in real time an extended series of transient high intensity breather
pulses emerging from noise. The large data set allows quantitative
comparison between measured statistics and those obtained from
Monte Carlo NLSE simulations, and intensity envelope
measurements confirm that the properties of the spontaneously
generated breather profiles seen in experiment are in excellent
agreement with analytic predictions. From a physical viewpoint,
this agreement allows us to confirm experimentally that
spontaneous MI can be interpreted in terms of breather
solutions of the cubic NLSE, and by comparing peak-to-
background ratios obtained from experiments with theory, we
are also able to identify the most extreme events as corresponding
to their collisions. Aside from representing a major advance in the
experimental study of ultrafast MI, our results open up new
possibilities for the study of other classes of nonlinear dynamical
processes in optics.

Results
Numerical simulations of modulation instability dynamics. We
first review the theory of MI and present numerical results
showing the expected time-domain breather dynamics. The
starting point is the cubic NLSE written in the notation of
nonlinear fibre optics:

i
@A
@z
! 1

2
b2
@2A
@T2 þ g jA j 2 A ¼ 0: ð1Þ

Here A(z,T) is the pulse envelope in a co-moving frame (at the
envelope group velocity) and g (W! 1 m! 1) and b2 (s2 m! 1) are
the fibre nonlinear coefficient and group velocity dispersion
respectively. The units of A(z,T) are W1/2, with jAðz;TÞ j 2
yielding instantaneous power. Note that the NLSE is derived
assuming a perturbative expansion of the material nonlinear
response which is fully justified at the power levels used in our
experiment4.

Linear stability analysis assuming a low-amplitude modulation
can be used to show that a constant-intensity wave of power P0 is
unstable when b2o0, and the instability exhibits maximum gain
at modulation frequency O ¼ ð2gP0= jb2 j Þ

1=2 (ref. 4). Figure 1
shows results from numerical simulations of the MI process
with fibre parameters corresponding to our experiments at
input wavelength of 1550.3 nm: b2 ¼ ! 21:4&10! 27 s2 m! 1

and g ¼ 1:3&10! 3 W! 1 m! 1. We simulate propagation in
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km-lengths of fibre of a noisy continuous wave input field with
P0¼ 0.7 W. The input noise model includes the effect of amplified
spontaneous emission (ASE) and phase modulation in the initial
conditions, but no forcing noise source during propagation (for
example, spontaneous Raman scattering) was included. With
narrowband initial conditions and our parameters, the intensity
contrast on the input continuous wave is o5% ensuring that we
are in a low noise regime where the expected dynamics of cubic-
NLSE MI can be clearly observed4,40. Note also that simulations
were performed with higher-order dispersive and nonlinear
terms, but these effects were found to be negligible (see ‘Methods’
section).

Figure 1a plots typical simulation results showing field
temporal and spectral evolution for a single numerical realization.
The temporal evolution plot clearly reveals the emergence of
distinct breather pulses from the injected continuous wave
background as a result of MI, and we stress that it is precisely
the intensity profiles of these (randomly evolving) structures that
have never been measured before. We also note that although our
simulations include loss to facilitate quantitative comparison with
experiments, the expected NLSE breather growth and decay
dynamics are very clearly observed. The associated spectral
evolution shows the initial stage of MI sideband generation at
frequency O/2p¼ 46.4 GHz (E0.37 nm) for P0¼ 0.7 W.

Performing multiple simulations for different random noise
seeds (see ‘Methods’ section) allows us to plot the evolution of the
average spectrum as shown in Fig. 1b. Figure 1c compares the
computed average spectra from simulations (black) with
experimentally measured spectra (red) at three propagation
distances. The superimposed grey curves also plot 50 individual
realizations from the simulations to illustrate the degree of
spectral fluctuation observed. Note that for comparison with
experiments, simulation results are convolved with the resolution
response of the optical spectrum analyser (OSA) used in our
setup (see ‘Methods’ section). There is excellent correspondence
between the experimental and simulated average spectra, and we
highlight in particular the agreement in the spectral wings over
more than 30 dB. In this context, it is important to note that the
particular ‘triangular’ nature of these wings (when viewed on a

semi-logarithmic scale) is a characteristic feature of the
emergence of temporal breathers, and is an important confirma-
tion that our experiments are being performed in the regime of
MI in the cubic-NLSE20,35.

Real-time measurement of emerging localized structures. To
characterize these breathers experimentally, we used the setup
in Fig. 2. A continuous wave 1550.3 nm external cavity
laser (ECL) was phase modulated (to suppress Brillouin scat-
tering33,51) and amplified to P0¼ 0.7 W before injection in
standard single-mode fibre in which the MI develops
(see ‘Methods’ section). The figure also illustrates
schematically the fact that the instability develops from an
injected continuous wave as initial condition. At this power,
simulations indicate that the unstable pulses have expected
durations in the range 2–12 ps which we measured using the
time-lens system described below50.

When applied to a continuous wave field, the time-lens
measurements yield distinct segments of the noisy pulse structure
at a repetition rate of 100 MHz. After correcting for magnifica-
tion, the physical (that is, demagnified) width of the measurement
window was B50 ps. For peak detection and analysis, we
consider a smaller region of 25 ps at the centre of the
measurement window, from which it is straightforward to extract
intensity profiles of individual breather pulses. The digital
oscilloscope used to record the traces introduces a low level of
noise spanning the complete bandwidth of our detection system
(out to 40 GHz) with a constant level and, to improve signal
fidelity, we apply a frequency-domain numerical filter which
allows us to more clearly identify the maxima and determine the
temporal widths of the signal peaks (see ‘Methods’ section). Three
subplots in Fig. 2 show both unfiltered raw data (black traces) and
filtered data (red curves) for representative signals obtained from
our experiments, illustrating how the filtering procedure is
effective at allowing us to identify peak maxima. Note that
during the peak detection process over the central 25 ps region of
the measurement window, only peaks that showed distinct
maxima and subsidiary minima were included in the statistical
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analysis. See ‘Methods’ section for further details of the time-lens
system.

Figure 3 compares experiment and simulation characterizing
MI at two different fibre lengths of (a) 11.7 km and (b) 17.3 km.
For each case we show a time series of intensity fluctuations
obtained from simulations (top, black), and a section of a
corresponding intensity time series from experiments (bottom,
red). Although the experimental measurements are sampled at
the repetition rate of the time-lens pump (indicated by the broken
time axis), we see nonetheless good visual agreement in the
general characteristics of the observed intensity fluctuations.
These results complement those shown in the traces of Fig. 2 in
illustrating the general features of a noisy MI field with random
breathers. Note that while single isolated breathers can be
observed in some instances, in many cases the pulse structure is
more complex, but this is expected in the regime of spontaneous

MI where breathers generated from noise will overlap and
merge39.

Note that these results plot P=hPi, the measured signal
normalized with respect to the measured average background
CW power at the fibre output, which facilitates comparison
with expected analytic solutions, and which provides an
important measure that can be used to infer details of the
underlying dynamics24,38,39. In particular, in the regime of MI
in the cubic NLSE, the peak-to-background ratio P=hPi can be
used to distinguish elementary breathers from collision events
between breathers, because it is well-known that the highest
possible peak-to-background of an elementary (single)
breather is P=hPi ¼ 9 corresponding to the PS of the NLSE52.
The only physical mechanism that can possibly yield a
ratio P=hPi49 is therefore a collision between elementary
breathers31. This criterion to distinguish elementary breather
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solutions from collision events has already been used in several
works38,53.

Statistical analysis. The statistics of these results are character-
ized by computing histograms of the peak intensities of the pulses
seen in the time series30. Figure 3 plots such histograms
(equivalent probability density) comparing experiments (red)
and simulations (black) for (c) 11.7 km and (d) 17.3 km
propagation respectively. The inset plots use a semi-logarithmic
axis. The histograms show clear qualitative differences with a
distinct peak in the distribution for the 11.7 km case, and a near-
exponential distribution at 17.3 km. This is consistent with the
fact that 11.7 km is close to the first compression point of the MI
evolution where more uniformity in pulse height might be
expected. We also note that peaks with normalized powers
exceeding the single breather PS limit of P=hPi ¼ 9 (ref. 31) are
observed in both cases. Experiments and simulations at both fibre
lengths match well up to this limit, and there is also very good
agreement in Fig. 3d above the PS limit for 17.3 km propagation.
The discrepancy in modelling the statistics above the PS limit in
Fig. 3c is attributed to uncertainties in modelling the input noise;
the effect of the initial conditions on the evolution is expected to
be less important for longer distances when the dynamics are
dominated by turbulence54.

From these statistics, it is straightforward to calculate the rogue
intensity threshold IRW which defines the intensity above which
events can be classified as rogue waves in the accepted statistical
sense (see ‘Methods’ section). At the longest propagation distance
of 17.3 km, when we are in a regime of turbulent dynamics, the
blue dashed line in Fig. 3d shows the calculated value of IRW¼ 9.2

from the experimental data, very close to the value of IRW¼ 9.1
calculated from the simulation results. We also note that the
fraction of events above IRW can be readily calculated from
experiment at B0.3%, a small fraction consistent with previous
predictions for NLSE systems24,39.

Note that with measurements made at a fixed fibre distance,
the MI breather profiles are not necessarily characterized at their
point of maximum intensity, but rather at various points along
their longitudinal evolution. However, although the associated
statistics will differ from those obtained considering peaks in a
two-dimensional NLSE field39, we can nonetheless draw an
important conclusion about the physical nature of events that
exceed the rogue wave threshold. In particular, since the
calculated IRW is very close to the limiting value of P=hPi ¼ 9
above which peaks in the MI field must necessarily arise from
breather collisions (see above)31, this implies that the events
classified as rogue waves in our data are associated with breather
collisions. This is an important aspect of our study: the link
between rogue wave events and breather collisions in the
cubic NLSE has previously been made through numerical
simulations24,39,40, and our results allow us to confirm this
experimentally.

Comparison with analytical breather theory. The time-lens
measurements also permit quantitative comparison of the prop-
erties of the breather intensity profiles from experiments and
those expected from theory. Firstly, for 30,000 distinct pulses in
the time series, Fig. 4a plots the pulse duration (full-width at half-
maximum(FWHM)) against the corresponding normalized peak
power comparing experiment (top, red points) and simulation
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(bottom, grey points) at two propagation distances as shown. As
expected from a noise-driven process, there is significant scatter,
but the results from experiment and simulation agree well, and
both cluster strongly around the theoretical prediction relating
duration to power based on the analytic properties of NLSE
elementary breathers and their collisions (see ‘Methods’ section).
(Because of the large number of points in the figure, the insets
also show the scatter plot converted to a false-color density map.)
These experimental results are important in confirming previous
suggestions that the analytic predictions of the NLSE provide a
natural basis with which to interpret the temporal structures in
MI, even when stimulated from noise39.

We can also compare the intensity profiles of the measured
breather pulses with simulation and theory, and these results are
presented in Fig. 4b,c. Firstly, from experimental and simulated
data, we select intensity profiles with P=hPi ' 9 and a well-
defined central peak with near 100% contrast (that is, zero intensity
on either side of the central maxima). Figure 4b shows 10 such
intensity profiles from experiment (top) and simulation (bottom).
Although both cases show large fluctuations in the pulse structure
in the wings (which is to be expected given that they emerge from
noise), the central peaks overlap very closely. In addition, in the
region of the central peak, the mean intensity profiles from
experiment and simulation (red lines) are in excellent agreement
with the analytic PS (black dashed lines) solution calculated for our
parameters (see ‘Methods’ section). Note that when we measure at
a fixed distance, the selection of peaks with P=hPi ' 9 will include
not only ideal PSs at their maxima, but also some breather collision
events with maximal intensity E9. But we can attribute the
excellent agreement with the PS profile due to its universal role in
nonlinear dynamics that has been shown to also apply to a range of
other propagation scenarios46,47.

For structures with intensities P=hPi49 arising from breather
collisions, there is no simple analytic description. Nonetheless, it
is possible to construct the theoretical profile of a breather
collision using the Darboux transformation31. Two examples of
experimentally measured collision profiles are shown in the grey
lines in Fig. 4c for a normalized power of P=hPi ' 11:5 (top)
and P=hPi ' 13:5 (bottom). Note that these are single-shot

measurements and not averages over an ensemble. In both cases
we compare these results with theory by using the Darboux
transformation to analytically construct a second-order breather
solution (see ‘Methods’ section) and the construction is in
excellent agreement with experiment. It is important to bear in
mind that, in a noisy MI field, all the Fourier modes underneath
the MI gain bandwidth are simultaneously excited such that the
resulting evolution corresponds to the nonlinear superposition
of the structures associated with these Fourier modes. This
implies that the fit of a particular analytical breather (or collision
thereof) can generally be performed only locally to a limited
interval of the temporal field profile. To identify all the structures
that are present in the random MI field generated in an integrable
cubic NLSE system, a different approach consists in using the
inverse scattering transform to compute the eigenvalue spectrum
associated with a particular evolving field, allowing discri-
mination between particular structures that can emerge along
propagation26,40,55.

Discussion
There are several important conclusions to be drawn from this
work. Firstly, our results show direct measurements of the
ultrafast intensity profiles of optical breather structures emerging
from noise-driven MI, and our measurements confirm analytical
predictions made decades ago but never previously quantified in
any physical system. We have been able to extract profiles of
pulses satisfying criteria as statistical rogue waves, and our results
have allowed us to associate these with collisions between
elementary NLSE breathers. Our combined time domain, spectral
and statistical characterization provides a comprehensive view of
the underlying dynamics of MI and nonlinear breather formation
that develop from the exponential amplification of broadband
random noise in a cubic NLSE system.

Furthermore, these results complement the recent experimen-
tal study of transient intense structures that can emerge from a
broadband input field corresponding to a random high-contrast
pulse train45, and whose evolution is naturally described in terms
of random (background-free) higher-order soliton dynamics40.
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We anticipate that a detailed comparison between the long-term
evolution and turbulence properties of these two regimes could
provide additional insights into nonlinear propagation dynamics
in optical fibres with noisy initial conditions.

Finally, we also note that our results highlight the intrinsic
advantages of using advanced pulse metrology techniques in
optics to continuously revisit and retest different scenarios in
nonlinear optics. Our successful use of the time-lens approach to
measure MI opens up possibilities in characterizing other optical
systems displaying instabilities such as lasers with nonlinearity
and feedback56, or ultrafast lasers in which dissipative soliton
evolution takes place57. We expect that time-lens measurements
will become a standard technique in allowing robust tests of
theory and numerical modelling in many other dynamical
systems in optics. We anticipate that the next important step
towards a complete characterization and understanding of the
dynamics of integrable nonlinear optical systems will be to access
the complex amplitude associated with a given propagating field,
which would then allow to unambiguously identify signatures of
particular analytical structures using computational techniques
such as, for example, the inverse scattering transform26,40,55.

Methods
Numerical simulations. Although the NLSE equation (1) describes the qualitative
MI dynamics very well for our experimental regime, for completeness in simula-
tions, we used a generalized form of the NLSE including higher-order dispersion,
inelastic Raman scattering, self-steepening and loss58. Simulation parameters were:
b2 ¼ ! 21:4&10! 27 s2 m! 1, b3 ¼ 1:2&10! 41 s3 m! 1, g ¼ 1:3&10! 3 W! 1 m! 1,
linear loss of 0.18 dB km! 1 and 0.3 dB connector loss. Note that we checked
using the generalized NLSE that there were negligible differences in simulations
performed with and without the higher-order nonlinear terms, confirming the
interpretation of our results in terms of cubic NLSE dynamics. In fact, experimental
evidence for the negligible influence of higher-order dispersion and higher-order
nonlinear effects is also seen in the symmetrical spectral broadening and linear
spectral wings (on a semi-logarithmic scale) in Fig. 1. We also note that some effect
of loss can be seen in simulations leading to a slight decrease in mean spectral
bandwidth with propagation, but this has no effect on the qualitative growth and
decay breather dynamics in the time domain.

Initial conditions used a continuous wave field of power P0¼ 0.7 W modified
by phase modulation and with ASE noise to model the contribution from the
erbium-doped fibre amplifier. The phase modulation is applied to suppress
Brillouin scattering when using continuous wave excitation, and we used a
standard technique51 with a BG bit s! 1 pseudo-random bit sequence of ±p
phase swings which was included in the simulations. The ASE noise was included
through a spectral background of ! 50 dB relative to the pump with random
spectral phase. The spectral background level corresponded to that measured
experimentally. The statistics of the MI spectral and temporal properties were
obtained by Monte Carlo simulations to generate an ensemble of simulations
using different random number seeds. The numerical ensemble yielded typically
B50,000 distinct intensity peaks from which a large number of distinct random
peaks and a corresponding intensity histogram could be readily obtained for
comparison with experiment.

Experimental setup. An ECL (Agilent 81949A) at 1550.3 nm was first phase-
modulated using an electro-optic phase modulator driven by a pseudo-random
bit sequence pattern generator (Tektronix AWG7122C) before amplification in
an EDFA (Keopsys C40-PB) and coupling into single-mode fibre SMF-28. We
performed initial experiments over a wide range of input powers (0.3–1.2 W) but
the evolution and breather characteristics were found to be qualitatively similar,
and the results we present here at P0¼ 0.7 W are typical. An optical circulator was
used to monitor Brillouin backscattered light which was always o5% of the input
power. Spectral measurements used an OSA (Anritsu OSA MS9710B) with 0.07 nm
resolution.

The time lens used was a commercial Picoluz UTM-1500 system, similar
to that described in ref. 50. Total accumulated dispersion for the input and
output propagation steps was: D1¼ 4.16 ps nm! 1 (! 5.32& 10! 24 s2) and
D2¼ 318 ps nm! 1 (! 406& 10! 24 s2) respectively, with magnification
jM j¼ D2=D1. The temporal quadratic phase (to reproduce the effect of a thin
lens) was imposed through four wave mixing from a pump pulse (100 MHz Menlo
C-Fiber Sync and P100-EDFA) with linear chirp accumulated from propagation
in a pre-chirping fibre segment Dp. The imaging condition for magnification is
2/Dp¼ 1/D1þ 1/D2, so that the dispersion for the pump is around twice that
of the signal input step. The time-lens output was detected with a 38 GHz
photoreceiver (New Focus 1474-A) connected to a 30 GHz channel of a real-time
oscilloscope (LeCroy 845 Zi-A 80 GS/s). Combining the electronic detection

bandwidth with the optical parameters of the time-lens yields an overall intrinsic
demagnified temporal resolution of o300 fs (ref. 50).

The measurement window in magnified time was E5 ns, and raw data traces
are shown in Fig. 2 for a region of magnified time of 3.9 ns, corresponding to 50 ps
in demagnified time. (Note that all results in Figs 3 and 4 are plotted against
demagnified time.) For peak detection with improved signal-to-noise and to
avoid any possibility of overlap between sequential records, we considered only
the central 25 ps region (in demagnified time) of the measurement window. These
measurements were then normalized to the mean background intensity to yield
a peak-to-background ratio P=hPi for comparison with simulations. The mean
background for normalization was obtained by measuring the time-lens output
with a continuous wave signal at the same average power but with no SMF-28.
This measurement was also verified by taking the average over a large number
of the random MI pulse samples in the MI regime.

The digital oscilloscope used to record the traces introduces a low level
of background noise (BmV) which can be seen on the unfiltered data (black
traces) shown in Fig. 2. This broadband noise consists of fast fluctuations at
the oscilloscope sampling interval of 12.5 ps extending up to a frequency of
2/12.5 ps¼ 40 GHz in a single sideband spectrum (limited by the sampling rate
of the oscilloscope). This sampling noise was filtered in the Fourier domain with
a sixth-order super-Gaussian low-pass filter with a 8 GHz FWHM bandwidth.
After accounting for the effects of magnification, this yields an effective bandwidth
of 610 GHz for resolving physical structures on the MI field. The appropriate
bandwidth of the RF filter applied to reject unwanted noise was determined from
the noise of the detection system both in the absence of any signal and when a
narrowband CW field was directly measured. We further checked that the filtering
operation did not distort pulse measurements by characterizing coherently seeded
breather structures. The seeded breathers were generated from a modulated
signal33,36,37 with various modulation periods leading to compressed structures
with durations in the range 2–12 ps similar to those observed in the spontaneous
MI experiments, and which could be compared with ideal analytical breather
solutions.

Inspection of the results in Fig. 2 reveals visually how the filtering procedure
retains the overall peak structure very well when applied to experimental
breather pulses. We also tested the effect of the filtering more quantitatively using
simulated data of a spontaneous MI breather train to which sampling noise
(as in experiment) was added numerically. We found that the intensity and
temporal duration of the filtered peaks was within 5% of the original noise-free for
breathers of duration greater than 3 ps duration, which in fact represents over 99%
of the extracted peaks expected from simulations (see simulation results in Fig. 4).
This testing of the filtering using numerical data also confirmed that artifacts such
as ringing or peak asymmetry were not introduced by the procedure.

Fitting experimental data. The results in Fig. 4 plot temporal duration (FWHM)
against normalized power P=hPi from an ensemble of B30,000 distinct pulse
profiles from experiments, and B50,000 distinct pulse profiles from simulation.
The theoretical curve shown in the figure is calculated from the known properties
of the elementary Akhmediev breather for P=hPio9 (refs 31,39) and for the
second-order solution for P=hPi49 corresponding to the in-phase collision
between two elementary breathers constructed using the Darboux transformation
technique31. Note that the theoretical curves plot duration against normalized
power at the point of maximum temporal localization, but it is clear from Fig. 4
that the scattered points extracted from the random MI field cluster around
the theoretical curve. The intensity IRW indicated on the histograms describes a
threshold criterion used to distinguish the small number of high intensity rogue
wave events from the general population of intensity peaks. This is calculated from
analysis of the statistics of the intensity peaks to determine the ‘significant intensity’
I1/3 which is the mean intensity of the highest third of events. The rogue wave
intensity threshold is then defined as IRW¼ 2I1/3, a criterion that is generally
accepted as it can be calculated for any underlying probability distribution30.

The detailed analytic breather profiles that are compared with experiments
in Fig. 4b,c are based on well-known theory of NLSE breathers31. Figure 4b
plots the analytic result for the PS52. Plotting the normalized intensity
IPSðtÞ ¼ P=hPi against the physical time t, the analytic PS formula is IPSðtÞ ¼
ð1! 4=ð1þ 4gP0t2= jb2 j ÞÞ

2 where the parameters are as given above. Note there
are no free parameters in the calculation of the PS profile which is compared with
the experimental data. Also note that the experimental and simulation data in
Fig. 4b show 10 randomly extracted peaks with maxima within 5% of the PS limit
of P=hPi ¼ 9. The collision event in Fig. 4c was fitted using a three-parameter fit
describing the analytic superposition of two elementary Akhmediev breathers31.
Specifically, the temporal profile corresponding to the collision of two breathers
can be fully described by the temporal periods of each breather train and their
relative spatial (longitudinal) phase, and it is these parameters that were fitted using
a least-squares method31. The fit in Fig. 4c (i) used two breather trains of periods
22.9 and 37.0 ps with longitudinal separation of 98.6 m and the fit in Fig. 4c (ii)
used two breather trains of periods 27.1 and 30.5 ps with longitudinal separation
of 19.7 m. We see remarkable agreement between the experimentally measured
temporal profile of the extreme events and that of the second-order breather fit. We
also emphasize that equally good fits are obtained for other events in the tail of the
histograms of Fig. 3. These results provide clear evidence that: (i) the analytic AB
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solutions of the NLSE provide an appropriate basis for describing the nature of
localized structures that emerge from a chaotic MI field and (ii) the structures with
highest intensity arise from the collision of elementary breathers. We stress that
there is a fundamental difference between elementary and high-order breathers. An
elementary breather corresponds to the exponential growth and decay of a weakly
modulated continuous background with a single modulation frequency. On the
other hand, a collision of breathers arises when two different elementary breather
structures are simultaneously excited and their relative phase is such that the
distances at which they reach maximum intensity closely coincide. A collision can
thus also be seen as the nonlinear superposition of elementary breather structures.

Data availability. The data that support the findings of this study are available
from the corresponding author upon request.
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We measure experimentally the second-order coherence properties of supercontinuum generated in a
photonic crystal fiber. Our approach is based on measuring separately the quasicoherent and quasista-
tionary contributions to the cross-spectral density and mutual coherence functions using a combination of
interferometric and nonlinear gating techniques. This allows us to introduce two-dimensional coherence
spectrograms which provide a direct characterization and convenient visualization of the spectrotemporal
coherence properties. The measured second-order coherence functions are in very good agreement
with numerical simulations based on the generalized nonlinear Schrödinger equation. Our results pave the
way towards the full experimental characterization of supercontinuum coherence properties. More
generally, they provide a generic approach for the complete experimental measurement of the coherence
of broadband sources.

DOI: 10.1103/PhysRevLett.116.243901

The physics of supercontinuum (SC) generation in
optical fibers has been extensively studied in the past
decade [1]. While the physics is now well understood,
supercontinuum sources are finding an increasing number
of applications ranging from frequency combs and con-
focal microscopy to optical coherence tomography or
hyperspectral imaging. In principle, any powerful laser
source can be used to create a SC. Yet, only SC spectra
generated from femtosecond pump pulses possess the
high phase stability and coherence required for applica-
tions in frequency metrology. Unstable incoherent SC
spectra, on the other hand, are most suitable for appli-
cations where time-averaged measurements are important,
as, e.g., in spectroscopy or imaging. Coherence then
appears naturally as a critical parameter of SC light
sources [2–6].
The spectral degree of “first-order” coherence character-

izing the shot-to-shot phase stability at single frequencies
[7] has now become the norm to evaluate the spectral
coherence of SC. It can be measured using a polychromatic
delayed Michelson interferometer (PDMI), where the
visibility of the spectral interference fringes produced by
two consecutive SC pulses directly corresponds to the
coherence degree [8]. However, it was recently shown that
this measure of spectral coherence gives only partial
information, and that the two-time and two-frequency
correlation functions of second-order coherence theory
of nonstationary light provide a complete (up to second
order in field variable) description of the temporal and
spectral coherence of SC light [9,10]. This is because,
unlike the first-order degree of coherence, the second-order
cross-spectral density (CSD) and mutual coherence func-
tion (MCF) measure the correlation between two different
frequencies and instants of time, respectively.

The experimental characterization of these second-order
coherence functions requires the measurement of single-
shot SC amplitude and phase. This is generally not possible
due to current electronic limitations and, up to now, only
time-integrated measurements corresponding to first-order
degree of coherence have been successfully reported [6,11].
Here, using a combination of interferometry and cross-
correlation frequency-resolved optical gating (XFROG)
[12], we measure experimentally the second-order coher-
ence functions of SC both in the time and frequency
domains [10]. This allows us to access the true coherence
time and coherence bandwidth of SC. The measurement
procedure also enables us to generate the coherence
spectrogram corresponding to the mean electric field,
which directly links the spectral and temporal coherence
properties. We further compare our experimental results
with numerical simulations and find good agreement in all
the cases investigated. Our results open the route towards
modeling and optimizing SC-based optical systems where
only the propagation of the second-order coherence func-
tions is required to evaluate the system performance
[13–15]. More generally, our experiments provide means
to measure the complete coherence characteristics of
broadband light sources, with access to the mean electric
field, using only time-averaged measurements.
For nonstationary sources the second-order coherence

properties are specified by the two-time MCF and two-
frequency CSD functions. The normalized MCF and CSD
expressed in average (t̄, ω̄) and difference (Δt, Δω)
coordinates are defined as

γðt̄;ΔtÞ ¼ hE$ðt̄ − Δt=2ÞEðt̄þ Δt=2Þiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iðt̄ − Δt=2ÞIðt̄þ Δt=2Þ

p ; ð1Þ
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μðω̄;ΔωÞ ¼ h ~E$ðω̄ − Δω=2Þ ~Eðω̄þ Δω=2Þiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sðω̄ − Δω=2ÞSðω̄þ Δω=2Þ

p ; ð2Þ

where the angle brackets represent ensemble average over
multiple SC electric field realizations EðtÞ and the asterisk
stands for the complex conjugate. ~EðωÞ is the complex
spectral representation of the electric field EðtÞ obtained by
Fourier transform. IðtÞ and SðωÞ are the mean temporal
intensity and spectrum, respectively. These functions are
bounded between zero and unity, the latter signifying
complete correlation between frequencies and zero corre-
sponding to no correlation. Note that Eqs. (1) and (2) do not
form a two-dimensional Fourier transform pair, unlike their
non-normalized form [13].
Recent numerical studies have shown that the MCF and

CSD can approximately be separated into two distinct
contributions—a quasicoherent square within which the
spectral or temporal components are fully correlated and a
quasistationary line representing the uncorrelated, noise-
driven SC components [9,10]:

γðt̄;ΔtÞ ≈ γcðt̄;ΔtÞ þ γqðΔtÞ; ð3Þ

μðω̄;ΔωÞ ≈ μcðω̄;ΔωÞ þ μqðΔωÞ; ð4Þ

where the subscripts c and q correspond to the coherent
square and quasistationary line, respectively. From a
physical point of view, the coherent square and quasista-
tionary line represent the spectral or temporal interval
within which the SC exhibits temporal and spectral
coherence properties similar to those of a laser and a
classical incoherent source, respectively. Because of the
bandwidth limitations of currently available photodetec-
tors, it is generally not possible to measure the shot-to-shot
complex electric field of SC light and thus access directly
the second-order correlation functions. Taking advantage of
the separation of the coherence functions into a coherent
and a quasistationary part, an indirect approach was
suggested in Ref. [10]. Specifically, it was shown that
the coherent contribution essentially corresponds to a cross
product of one-argument first-order degrees of spectral
coherence:

μcðω̄;ΔωÞ ¼
~Ec

$ðω̄ − Δω=2Þ ~Ecðω̄þ Δω=2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sðω̄ − Δω=2ÞSðω̄þ Δω=2Þ

p

≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jgð1Þ12 ðω̄Þjjg

ð1Þ
12 ðΔωÞj

q
; ð5Þ

where gð1Þ12 ðωÞ ¼ h ~E$
i ðωÞ ~EjðωÞii≠j=hj ~EðωÞj2i is the first-

order degree of spectral coherence [7]. Its absolute value
can be obtained from the visibility of the spectral inter-
ference fringes measured from a PDMI.
The quasistationary part of the CSD, μqðΔωÞ, can be

inferred from the Fourier transform of the quasistationary
intensity IqðtÞ:

μqðΔωÞ ¼
1

E0

Z
∞

−∞
Iqðt̄Þ expðiΔωt̄Þdt̄; ð6Þ

where E0 ¼ ð2πÞ−1
R∞
−∞ IðtÞdt is the total pulse energy.

Measuring the XFROG trace allows us to access directly
the quasistationary intensity IqðtÞ by filtering out the
spectral components where interference fringes are
observed in the PDMI and integrating over the filtered
spectrum. Similarly, the coherent and quasistationary con-
tributions of the MCF can be obtained from the first-order
degree of spectral coherence and XFROG with appropriate
filtering [10]. Hence, by measuring simultaneously the
interference fringes in a PDMI and the corresponding
XFROG trace, one can retrieve the experimental second-
order coherence functions of SC light. Of course, it is
important to bear in mind that the XFROG trace is the
convolution of the actual SC complex field with the
XFROG gate pulse, and a gate pulse with duration close
to 100 fs generally yields a good compromise between
temporal and spectral resolution. Note also that the func-
tions are, in general, complex valued, and that only the
absolute values are obtained by the procedure described
above. However, the non-normalized CSD andMCF form a
Fourier transform pair, which in principle allows for an
approximate phase retrieval.
A schematic of our experimental arrangement is shown

in Fig. 1. We used a Ti:sapphire laser (Spectra Physics
Tsunami) at 785 nm producing pulses of 72 fs duration
(FWHM) at 80 MHz repetition rate. An isolator placed after
the laser to avoid any backreflection stretched the pulse
duration to 290 fs. The pulses were then injected into a
69 cm polarization-maintaining photonic crystal fiber (NL-
PM-750 from NKT Photonics). A polarizer and half-wave
plate combination was applied to vary the input power. A
pellicle beam splitter allowed us to extract a small fraction
of the 72 fs pulses as the XFROG gate. A rapidly rotated

FIG. 1. Experimental setup. PBS, pellicle beam splitter; FM,
flip mirror; BBO, beta-barium-borate nonlinear crystal used for
SFG (sum-frequency generation); PCF, photonic crystal fiber;
Δτ, variable delay on a motorized stage; OI, optical isolator;
OSA, optical spectrum analyzer.
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1 mm thick beta-barium borate crystal was used in the
XFROG to allow phase matching across the full SC
bandwidth [16]. The grating spectrometer (Avantes
AvaSpec-2048L) with adjustable integration time ensured
that all the phase-matched signals were recorded during the
crystal rotation. Second-harmonic generation FROG was
performed to characterize the gate and input pulses.
The SC spectra generated for three different input peak

powers are shown in Fig. 2 as black lines (top panels). For
an input peak power of Pp ¼ 70 W [Fig. 2(a)] the SC
spectrum spans approximately 200 nm with a fine structure
visible across the entire bandwidth. Such fine structure
typically indicates high spectral degree of coherence, as
confirmed by the measurement from the PDMI also shown
in the figure (red solid lines). Indeed, we can see how the
measured first-order coherence function jgð1Þ12 j shows uni-
form behavior over the full spectrum with values exceed-
ing 0.9.
When the peak power is raised to 360 W [Fig. 2(c)], the

SC bandwidth increases to 350 nm and some fine structure
can still be observed but with a lower contrast than in the
low peak-power case. The decrease in the spectral fine-
structure contrast indicates a loss of coherence, as con-
firmed by the measured first-order spectral coherence
function which drops below 0.5 at nearly every wavelength.
For an input peak power of 820 W [Fig. 2(e)], the spectrum
spans an octave from 550 to 1150 nm (−20 dB bandwidth)
and the fine spectral structure is completely washed out,
indicating large shot-to-shot fluctuations. The spectral
coherence function is nearly 0 across the entire spectrum
except around the pump where residual coherence can be
observed. For comparison, we ran a series of 500 numerical
simulations using the generalized nonlinear Schrödinger
equation. We employed the fiber dispersion and nonlinear
coefficients provided by the manufacturer, the experimen-
tally measured Raman gain of silica, and a one photon per
mode model for the noise implementation. The peak power
was increased by 30% in the simulations as compared to the
experiments to account for losses in the experimentally
measured power. The simulation grid contained 214 points
spanning a range of 22 ps and resulting in a temporal
and spectral resolution of 1 fs and 50 GHz, respectively.

The results are also shown in Fig. 2 (bottom panels). For all
three cases, we see a very good agreement between the
measured and simulated spectra on one hand and the
spectral coherence functions on the other hand. We do
notice small discrepancies, which we attribute to the
uncertainty on the dispersion profile of the fiber.
We next proceed to the experimental reconstruction of

the second-order coherence functions as described above.
The experimentally reconstructed CSDs are plotted in the
top panels of Fig. 3. For comparison, the numerically
simulated CSDs from the ensemble of realizations are also
shown (bottom panels). We observe again a very good
agreement between experiments and simulations and, in
particular, we see how the coherent square reduces and the
quasistationary line becomes more pronounced as the peak
power is increased.
The results can be explained in light of the SC dynamics.

At a peak power of 70 W [Fig. 3(a)] the soliton order
N ¼ 6, such that the soliton fission process that leads to the
broadband SC is seeded by the pump spectral components.
The process is highly deterministic between the input and
output, leading to nearly perfect coherence in the generated
SC. In this case the CSD is simply a coherent square where
spectral components are perfectly correlated. When the
peak power is increased to 360 W [Fig. 3(c)], the soliton
order N ¼ 15, such that competition exists between deter-
ministic soliton fission and stochastic modulation insta-
bility seeded from noise outside the pump spectral
components which degrades the spectral correlations.
The degradation is largest at the long wavelength edge
where the peak power and the duration of the ejected
solitons from the fission process fluctuate from shot to shot,
translating into significant spectral jitter through the soliton
self-frequency shift. On the other hand, the dispersive
waves, which are emitted at the early stage of the fission

FIG. 2. Experimentally recorded SC spectra (black lines)
and measured jgð1Þ12 j (red lines) for peak powers of
(a) Pp ¼ 70 W, (b) Pp ¼ 360 W, and (c) Pp ¼ 820 W. Corre-
sponding numerical simulations are shown in (d)–(f).

FIG. 3. Experimental (top) and simulated (bottom) CSDs for
(a), (d) Pp ¼ 70 W, (b), (e) Pp ¼ 360 W, and (c), (f)
Pp ¼ 820 W. The numerical results were two-dimensionally
convolved with a Gaussian (2 nm width) function to produce
results with resolution comparable to that of our experiments.
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process, are less affected by spectral jitter, especially
because the fiber is too short for the long wavelength
solitons to interact significantly with the dispersive waves
through cross-phase modulation. The area of residual
coherence in the central part of the spectrum corresponds
to pump remain and solitons with low peak power having
experienced a small frequency shift. It is interesting to note
that the width of the quasistationary line of the simulated
CSD is not exactly constant across the full spectrum unlike
in the experimentally reconstructed CSD where the
approach automatically leads to a constant width. This
difference originates from the fact that the separation into a
coherent and stationary part is least accurate in the partially
coherent case [10]. The experimentally measured coher-
ence bandwidth was found to be 0.9 THz, whereas in the
simulations its average value integrated across the full
spectrum is about 2.5 THz. For a peak power of 820 W
[Fig. 3(e)], the initial stage of SC generation is triggered by
noise-seeded modulation instability leading to stochastic
variations at the fiber output and no correlations among the
spectral components except around the pump remain due to
residual coherent self-phase modulation in the initial stage.
The CSD in this case thus reduces to a quasistationary line
with a coherence bandwidth of 0.55 THz, in good agree-
ment with the numerically simulated result of 1.2 THz.
The experimentally reconstructed and simulated MCFs

are shown in Fig. 4. In general, the MCF reconstruction is
less accurate than that of the CSD, when compared with the
numerical simulations. This is due to the fact that the
coherent part of the MCF is measured indirectly unlike for
the CSD. Specifically, one frequency may generally consist
of contributions from two different (but nearby) time
instants of the SC, and filtering in the spectral domain

can cause two time instants to have the same degree of
coherence even though they actually may be somewhat
different. At a low peak power [Fig. 4(a)], the MCF consists
of only a coherent square with quasiperfect time correla-
tions, consistent with the CSD and similar to what would be
observed for a coherent broadband laser source. In the
partially coherent case [Fig. 4(c)], the quasistationary
line appears with an average coherence time of 6 fs. The
coherent square is degraded, mostly around the solitonic
components, while the time correlations are larger for the
intensity of the dispersive wave components, as observed in
the CSD measurements. Finally, for a large peak power
[Fig. 4(e)], the MCF reduces to a quasistationary line with
coherence time of 3 fs, corresponding precisely to the
inverse spectral bandwidth of the SC in this case and
indicating that the SC essentially behaves as a thermal
source in terms of temporal coherence (the spatial coher-
ence is still high).
The second-order coherence functions allow us to

characterize, separately in the time and spectral domains,
the coherence properties of a broadband light source. We
illustrate in Fig. 5 how additional information can be
obtained using the spectrogram of the mean electric field
hEðtÞi. Whereas the mean spectrogram provides the aver-
age phase relationship between the spectral and temporal
components, it does not furnish any quantitative informa-
tion on their relative coherence. The spectrotemporal
coherence, on the other hand, is fully described by the
spectrogram of the mean field, which favors the coherent
parts of the pulse due to constructive interference and
conversely attenuates the incoherent parts. This quantity is
not directly accessible experimentally; however, we dem-
onstrate in Fig. 5 that by filtering the XFROG spectrogram
with the spectral coherence function, one can generate
“coherence” spectrograms, approximately corresponding to
the spectrotemporal representation of the mean electric
field and providing a clear spectrotemporal picture of the

FIG. 4. Experimental (top panels) and simulated (bottom
panels) MCFs for (a), (d) Pp ¼ 70 W, (b), (e) Pp ¼ 360 W,
and (c), (f) Pp ¼ 820 W. The numerical results were two-
dimensionally convolved with a Gaussian (72 fs width) function
to produce results with resolution comparable to that of our
experiments.

FIG. 5. Top row: Numerical simulations. (a) Average spectro-
gram, (b) coherence spectrogram obtained by filtering, and
(c) spectrogram of the mean complex electric field. Bottom
row: Experimental results. (d) Average spectrogram and (e) co-
herence spectrogram.
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SC pulse coherence. We focus on the Pp ¼ 820 W case,
but the results can readily be extended to the other cases.
One can see from the numerical simulations presented in
Figs. 5(a)–5(c) how the trace obtained from the filtered
spectrogram follows closely the spectrogram of the mean
field, allowing us to unambiguously identify the spectro-
temporal components of the SC that are carriers of high or
low coherence. For comparison, the experimentally mea-
sured mean spectrogram and the retrieved coherence
spectrogram are plotted in Figs. 5(d) and 5(e), respectively,
showing good agreement with the numerical simulations.
The coherence spectrogram conveniently reveals the spec-
trotemporal structure of the mean electric field correspond-
ing to the distribution of the electric field that is coherent on
average and thus can be recompressed or postprocessed.
This is in contrast with a simple FROG or XFROG trace
which does not provide information on the mean elec-
tric field.
In conclusion, we have measured the second-order

coherence functions of SC light, which are the only
quantities required to evaluate the performance of a SC
source in an optical system. Our results permit us to
measure the true coherence time and coherence bandwidth
of SC and provide a generic experimental method for the
full characterization of the coherence of nonstationary
broadband sources. Finally, our experiments enable us to
obtain a clear spectrotemporal picture of the coherence of
broadband nonstationary light sources through the concept
of a coherence spectrogram that approximately corresponds
to the spectrogram of the mean electric field.
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Supercontinuum white-light generation in optical fibers is a process that is known for its ex-
treme sensitivity towards fluctuations of the input pulses, giving rise to a strong amplification
of input noise. Such noise amplification has been recognized as a detrimental effect that pre-
vents compression of the broad white-light spectra into a few-cycle pulse. Here, we show that
the same effect can be exploited to amplify and recover faint modulation signals to an extent
that seems impossible with any electronic method. We experimentally demonstrate the deter-
ministic amplification of faint amplitude modulation signals by up to 60 dB. As we show from
numerical simulations, this amplification process arises from the interaction dynamics between
solitons and dispersive radiation in the fiber. The resulting all-optic signal restoration provides
a new photonic building block that enables signal processing at virtually unlimited processing
speeds. © 2014 Optical Society of America

OCIS codes: (190.7110) Ultrafast nonlinear optics; (190.4370) Nonlinear optics, fibers; (070.7145) Ultrafast processing
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1. INTRODUCTION

Optical supercontinuum (SC) generation has found widespread
applications in spectroscopy [1], optical imaging [2], precision
metrology [3, 4], and for measuring the carrier-envelope phase
in attoscience [5]. Despite its complexity, the physical mech-
anism of SC generation in optical fibers has been extensively
investigated over the past 15 years with various types of pumps
sources [7, 8, 13] and fibers [9–11]. The dynamics are now very
well understood [12] and arises from three key processes: group-
velocity dispersion, Kerr nonlinearity, and stimulated Raman
scattering. However, it has also been realized early on that the
remarkable efficiency of fiber-based white-light sources comes
with a caveat: a rapid loss of temporal and spectral coherence
that can be particularly pronounced for pulses of 100 fs duration
and above [12, 14]. This inherent limitation of SC generation
arises from nonlinear noise-amplification dynamics which deteri-
orates the phase stability of the SC [15, 16]. Consequently, ampli-
tude or phase variations induced by, e.g., amplified spontaneous
emission in the pump laser may already cause substantial shot-
to-shot variations in the output spectra of the fiber [14, 17, 18],
which strongly limits or even thwarts their compression into a

short few-cycle pulse [19] and is responsible for the emergence
of extreme-value statistics or rogue solitons in the infrared tail of
the white-light continuum [17, 20]. While noise amplification in
supercontinuum generation is well known and in particular for
pulses with duration exceeding 100-150 fs [16, 21–24], it has so
far only been considered as a nuisance and the actual potential
for useful applications of this extreme sensitivity to noise has
not been realized.

Here we propose and demonstrate that supercontinuum gen-
eration allows all-optical regeneration of faint modulation sig-
nals that are obscured by a strong carrier. This regeneration
effect enables substantial enhancement of the obtainable signal-
to-noise ratio, which exceeds capabilities of all-electronic sig-
nal restoration capabilities by orders of magnitude. Moreover,
our scheme may help to overcome limitations of unavoidable
shot noise and Johnson noise in the optoelectronic conversion
process [25, 26]. Somewhat similar regeneration schemes have
previously been demonstrated for telecommunication applica-
tions, which nevertheless address a different physical scenario
of fully modulated signals that additionally experienced phase
jitter [27, 28]. Specifically, we show that the coupling mechanism
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between the long and short wavelength edges embedded within
supercontinuum generation [12] induces changes in a few tens
of nanometers wide spectral slices of the output pulse energy
which follow input energy variations ∆I according to (∆I)N

with a very high power N. This effect enables the enhancement
of faint modulation signals relative to a strong carrier by up
to 60 dB and comes with 25 dB signal-to-noise improvement.
In order to reach such a high level of signal restoration, it is
paramount to operate in a regime where a deterministic one-to-
one correspondence between input signal and output signal is
expected. This correspondence can be maintained up to pulse
durations of 100 fs or more in the Ti:sapphire wavelength range.
For longer durations, modulation instability can induce signifi-
cant shot-to-shot fluctuations which then prevent the controlled
amplification of the signal whereas noise signatures experience
large amplification.

The paper is organized as follows. We first discuss the pro-
cedure for a proof-of-principle experiment, demonstrating the
recovery of a faint modulation signal in the presence of a strong
carrier. We compare our experimental results with numerical
simulations, using sinusoidally amplitude-modulated sequences
of input pulses. These simulations confirm nonlinear interaction
of dispersive waves in the normal dispersion region and solitons
in the anomalous dispersion region as the key process that pro-
vides the large amplification of the modulation signal. To obtain
an understanding of the technical limitations of our method, we
then conduct a detailed noise analysis, which identifies detection
shot noise as the major limiting mechanism. Finally, we discuss
the role of the coherence for our signal amplification process as
well as for noise amplification and close with conclusions on
possible applications.

2. EXPERIMENTS

Modulator
Femtosecond
    Laser

Spectrograph

Photonic 
Crystal
Fiber

Diode Array

Time

S
ig

na
l

1.001

0.999

0

1
0

1
0

1

Time

Time

+

+
-

Modulation Combined Signal

CH3

CH2

CH1
tio

0

1

Fig. 1. Experimental set-up. A femtosecond laser beam receives a weak ampli-
tude modulation by an acousto-optic modulator used in zero-order. This beam
is launched into a photonic crystal fiber, and the output is spectrally dispersed
in a spectrograph. Signals recorded at 35 nm wide wavelength channels show a
strong enhancement of the modulation up to a factor 1000 in voltage (60 dB RF
power). Suitably combining the wavelength channels leads to an even stronger
signal enhancement.

Our experimental setup uses a commercial Ti:sapphire laser
with a 76 MHz repetition rate and specified pulse duration of
6.5 fs, see Fig. 1. This duration ensures coherence between the
input and output of the fiber, i.e., these conditions guarantee
a one-to-one correspondence between phase and amplitude at
the input and the output of the fiber. The beam was coupled

into 70 cm piece of polarization maintaining microstructured
fiber (Thorlabs NL-PM-750). Coupling efficiency into the fiber is
≈ 25% to 30% using a single aspheric lens.

In order to illustrate the high sensitivity of the energy in spe-
cific spectral bands to the input power, we performed a simple
initial experiment. Using a digital single-lens reflex camera, we
directly recorded the diffuse projection of the diffracted out-
put spectrum from the fiber while varying the input power, see
Fig. 1 and movie sequence in the supplementary materials. The
observed spectra that covers a range from 500 to 1000 nm essen-
tially consist of a sequence of bright zones and dark fringes, and
the position of the dark fringes varies in correlation with the
measured total power. Inspecting the power in relatively narrow
wavelength ranges, we find regions that are nearly perfectly
correlated with the spectrally integrated power, but also others
which are in anti-correlation. Note that the video recording pro-
vides an overview of the dynamics of the spectrum, but cannot
be operated at the nanosecond exposure times that are necessary
to resolve a MHz modulation. While the signal amplification
is still rather modest in this initial experimental demonstration,
the effect becomes much more prominent when switching to an
avalanche photodiode array in the Fourier plane of a spectro-
graph which enables much higher spectral resolution at the laser
repetition rate but is restricted to a small number of channels.

In this second set of experiments, the laser beam was focused
into an acousto-optic modulator, where the optical pulse train
experienced a weak amplitude modulation of about 75 dBc at
4.6 MHz. The frequency of 4.6 MHz was limited by the available
amplitude modulator but the setup only relies on passive nonlin-
ear effects and is thus, in principle, scalable to arbitrary speeds.
The group delay dispersion of the modulator was compensated
by 48 reflections off chirped mirrors. These chirped mirrors were
arranged in 3 pairs with dispersion oscillations cancelling each
other in each pair. The duration of the pulses at the fiber input
was measured to be 8 fs. The pulses were not transform-limited
due to residual third-order dispersion which was not compen-
sated for. The generated supercontinuum spectrum is spectrally
dispersed in a Czerny–Turner grating spectrograph with an
avalanche photodiode array (APD, Hamamatsu S8550) located
in its output plane. The spectrograph focal distance was 175 mm,
and the 600 mm−1 diffraction grating resulted in a 9 nm/mm
dispersion in the visible wavelength range. Given width and
pitch of the individual APDs, we computed a bandwidth of
35 nm for the individual wavelength channels. Moreover, the
array offers a total of 8 independent wavelength channels, which
we could not fully exploit as we only had 4 oscilloscope chan-
nels available, one of which was reserved for digitization of the
input transient. Each of the three measurement channels in the
APD array was amplified with a separate transimpedance am-
plifier (Maxim MAX3665, 470 MHz bandwidth) with 20 kΩ gain.
Detector noise-equivalent power was 10 fW/

√
Hz with a 220 V

reverse bias voltage on the APD. The spectral response range
of the photo diode covers 300 – 1000 nm, with a peak quantum
efficiency of 85% at 650 nm.

Signals were recorded by a digital storage oscilloscope with
5 GSa/s sampling rate and a 1 GHz analog bandwidth, using
an 8 bit analog-to-digital converter. As the laser repetition rate
was about 64 times lower than the sampling rate, this scenario
allows for a resolution improvement of 3 bits, which translates
into a noise floor of -105 dBc, effectively removing any dynamic
range limitation of the oscilloscope. Aliasing artifacts were ad-
ditionally suppressed by the use of analog 300 MHz lowpass
filters. Given the choice of modulation frequency and electronic
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51.4 dB

53.2 dB

60.5 dB

Fig. 2. Experimental results. a) Optical input and output spectra. b) and c) shows the time series and RF power recorded at the fiber input. This signal is limited by
by detection shot noise and excess noise of the avalanche photo diode. The right panels shows the time series and RF power recorded at the fiber output for the three
different wavelength channels: d) and e) at 720 nm, f) and g) at 670 nm, h) and i) at 620 nm. Note the phase relation between the different wavelength channels, with f)
being π out of phase relative to d) and h). Resolution bandwidth of all RF spectra: 10 kHz. Noise floor in d)-i) is caused by Johnson noise.

processing, the signal-to-noise ratio is expected to be dominated
only by the number of detected photons per pulse and the re-
sulting shot noise and by Johnson noise whereas other technical
laser noise contributions are not expected to play any role here.

A small part of the modulated beam before the microstruc-
tured fiber was reflected with a thin glass plate into an avalanche
photodiode in order to have a reference signal for the induced
modulation. Detection of this signal was shot-noise limited.
The reference and selected three bands of the supercontinuum
pulse train were recorded simultaneously with the oscilloscope.
Recorded pulse trains contained a few thousand to tens of thou-
sands of modulation cycles. The detection was conducted both
in the normal dispersion region (Fig. 2) as well as in the anoma-
lous dispersion region of the microstructured fiber that had a
specified zero dispersion wavelength at 750 nm. Both dispersion
regions showed areas of the spectrum where the modulated
signal seemed unaffected by the supercontinuum process, but
then also areas where the signal was greatly enhanced. Here we
restrict ourselves to the normal dispersion region, given that it
showed higher signal amplification.

Experimental conditions ensured stability of the spectral
shape and pulse energy of the laser output. However, our set-up
did not include any means for stabilizing the power launched
into the fiber. Longterm measurements indicate a drop of 10%
on the timescale of one hour. In the experiments, we allowed the
launched power to slowly drift and recorded a large number of
individual time series of three APD channels and the reference
detector. We noted average signal amplification values as well
as their peak values.

Applying a faint 75 dBc (electrical) amplitude modulation
with 4.6 MHz frequency to the pulses injected into the fiber, we
find input power ranges where the modulation on a single out-
put channel is enhanced by more than 60 dB compared to an
integrated measurement before the fiber [Figs. 2(b-i)]. While
the individual wavelength channels at the fiber output show

a clearly visible 4.6 MHz modulation, the spectrally integrated
signal before the fiber only reveals presence of the modulation in
the Fourier domain. Moreover, the central wavelength channel
at 670 nm is clearly anti-correlated with the two other channels
at 700 and 620 nm. Adding the measured signals of the corre-
lated channels and subtracting the anti-correlated one results in
a modulated signal that even shows an ≈ 65 dB signal enhance-
ment. As the detected intensity levels in the spectrally resolved
output are about three orders of magnitude smaller than in the
input, we also see an increase of the noise background by approx-
imately 30 dB. However, this increased noise level still enables a
30 dB signal-to-noise improvement in the combined signal. We
observe similar results in the anomalous dispersion region, yet
with a lower signal amplification of c.a. 10 dB.

3. THEORY AND NUMERICAL SIMULATIONS OF FIBER
PROPAGATION

In our experiments, we exploit the sensitivity to the input peak
power of supercontinuum (SC) generation with short pump
pulses near the zero-dispersion wavelength of a highly nonlinear
fiber. Prior to analyzing this process in detailed numerical simu-
lations, let us first outline the mechanisms that lead to this pro-
nounced input power dependence. The SC generation process
consists of an initial stage of higher-order soliton compression
followed by fission into fundamental solitons, with dispersive
waves generated due to the presence of higher-order dispersion
and stimulated Raman scattering [12]. Near-identical group
velocities of soliton and dispersive wave provided, the large
nonlinear potential represented by the soliton amplitude leads
to a situation where dispersive waves are effectively trapped by
the soliton [29]. Such soliton-dispersive wave dynamics have
also been shown to be associated with transfer of energy to a
frequency-shifted wave through a four-wave mixing process
[30, 31].

If the power of the injected pump pulses is modulated by a
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very weak signal, the resulting tiny variations in the power of
the injected pulse transfer into wavelength jitter for the solitons
ejected during the fission process. The power-dependent soliton
jitter, although very modest on the order of few nm, dramatically
affects the phase-matching condition for the four-wave mixing
interaction, which, in turn, results in significant variations in
the wavelength and energy of the frequency-shifted waves that
appear “reflected” at the soliton boundary [31]. Furthermore,
the dispersive waves and solitons may mutually affect each
other by power dependent wavelength shifts [32], which further
increases the sensitivity of the power-dependent shifting mech-
anism. These combined effects then translate into a very large
amplification of the initial modulating signal when a narrow
spectral bandwidth in the normal dispersion is filtered out from
the supercontinuum. Note that this scenario is only possible
for a SC generated under prevalent soliton dynamics and in a
regime where a one-to-one correspondence between the input
and output of the fiber holds.

We next analyze the experimental situation by conduction nu-
merical simulations of the nonlinear fiber propagation, as shown
in Fig. 3. These simulations employ the nonlinear Schrödinger
equation with a standard split-step Fourier algorithm:

∂A
∂z

− ∑
k≥2

ik+1

k!
βk

∂k A
∂Tk = iγ

(
1 +

i
ω0

∂

∂T

)

×
(

A
∫ ∞

−∞
R(T′)× |A(z, T − T′)|2dT′

)
. (1)

Here A(z, T) represents the envelope of the electric field in
units of W1/2 expressed in the frame of reference moving at
the group-velocity of the pump at 785 nm. The constants βk
(k ≥ 2) and γ are the Taylor-series expansion coefficients of
the fiber dispersion and the nonlinear coefficient at the pump
frequency ω0, respectively. The nonlinear response function
R(T) = (1 − fR)δ(T) + fRhR(T) includes both the instanta-
neous electronic and delayed Raman responses with fR = 0.18
representing the Raman contribution. For hR(T) we use the
experimentally measured fused silica Raman cross-section [12]
as required for accurate modelling of broadband pulse propa-
gation in optical fibers [33]. The parameters of the simulations
correspond to that of the experiments. Specifically, we inject 8
fs pulses into 60 cm of a photonic crystal fiber. The fact that the
fiber was polarization maintaining greatly simplifies numerical
modeling. We chose a zero dispersion wavelength at 760 nm, i.e.,
slightly higher than specified as this value agrees best with pre-
vious comparisons between experiment and theory. This choice
results in a SC that extends from 550 to 1100 nm as shown in
Fig. 3. Note that, because the simulations do not include at-
tenuation along the fiber, the length was adjusted to match the
bandwidth of the experimental spectrum. The input pulses were
modelled to include imperfections of the chirped mirrors present
in the experimental setup, namely dispersion oscillations [34].
Amplitude and frequency of these oscillations were fitted to au-
tocorrelation measurements to correctly account for a pedestal
like background structure in the launched pulses. Broadband
background noise in the form of one photon per frequency bin
was added to the input field. Moreover, we included the effect
of Raman noise and added it to the propagating field as well,
although the latter effect was found negligible for the resulting
RF modulation amplification.

We simulated the SC spectra generated by a pulse train of
4000 consecutive pulses with modulated peak power at a 4 MHz
frequency (corresponding to a resolution bandwidth of 40 kHz

in the RF spectrum) and with amplitude modulation contrast of
10−3.4 (68 dB electrical) [see Fig. 3(c-d), top panels]. The results
plotted in Fig. 3(a) shows how the very weak initial modulation
of the input peak power is amplified by nearly 50 dB when
detecting the energy fluctuations in wavelength channels with
10 nm bandwidth in the normal dispersion region [Fig. 3(c-d)],
in very good agreement with the experiments. The mutual
correlation between the different wavelength channels is also
correctly reproduced.

In order to confirm the amplification mechanism, we plot the
spectrogram representation of the SC generated by a single pulse
in Fig. 4(a). We can clearly see how the spectral bands in the
normal dispersion region where we observe large amplification
of the initial modulation specifically corresponds to dispersive
waves that are trapped by solitons as highlighted by the dashed
lines. The amplitude of the periodic power-dependent spectral
jitter of these solitons resulting from the weak initial modulation
is on the order of few nm as shown in Fig. 4(b). This spectral
jitter, in turn, induces a change in the trapped dispersive wave
that may reach or exceed its bandwidth, as shown in Fig. 4(c). It
is this dramatic change in the wavelength of the dispersive wave
which is captured (or not) by the spectral filters and results in
very large amplification of the initial modulation. Additional
numerical simulations show that large amplification factors are
obtained when the SC dynamics are self-seeded from the input
pulse spectral components, which has been dubbed as the co-
herent regime previously [12]. This regime can be maintained
for pulses up to 100 fs. Shorter pulses are, in principle, more
favorable due to the smaller number of solitons ejected during
the fission process, which serves to further increase the power-
dependent jitter.

4. NOISE ANALYSIS

Our experiments indicate that the modulation signal is elevated
by up to 60 dB relative to the carrier. We also observe a less
pronounced increase of the noise floor, which still enables a sub-
stantial improvement of the signal-to-noise ratio. A physically
intriguing question is the origin of this noise floor, whether it
relates to technical limitations of the photodetectors or whether
it has a quantum noise origin. In order to clarify this aspect, we
carefully simulated all possible noise mechanisms as is explained
in the following.

Photodetection underlies a series of noise mechanisms that
define the attainable signal-to-noise ratio. Most prominently,
these mechanisms include Johnson noise [26] and shot noise
[25]. The latter is caused by the fact that measurements of op-
tical pulse energies are quantized, with the detected photon
number N following Poissonian statistics. Here it often proves
limiting that only a small fraction of the available laser power
can be converted into an electric current without destroying the
photodetector. The uncertainty of an individual pulse energy
measurement is given by

√
N, resulting in the best obtainable

signal-to-noise (S/N) ratio of 1 : N−1/2 in the absence of John-
son noise and other technical noise sources. The obtainable S/N
therefore increases with the square root of the detected pho-
tons. Johnson (or thermal) noise follows a Gaussian statistics
that gives rise to voltage fluctuations of

√
4kBTR per root Hertz

across the feedback resistor R of the transimpedance amplifier
[26]. Other than shot noise, Johnson noise contribution is inde-
pendent of signal levels. Here kB is Boltzmann’s constant, and
T = 293 K was assumed as the temperature. In combination,
both these mechanisms limit our capabilities to detect a faint
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Fig. 4. (a) Single shot spectrogram representation of the simulated SC of Fig. 3. The solitons S1 and S2 and associated dispersive waves that play a central role in the
signal amplification dynamics are highlighted by the dashed rectangles. The periodic wavelength jitter of the solitons as a result of the initial very weak peak power
modulation is illustrated in (b). (c) Simple model that illustrates the dramatic change in the wavelength of a dispersive wave associated with its temporal reflection at a
soliton boundary. The dispersive wave at 690 nm co-propagate with the soliton at a center wavelength of 920 nm (black) and 930 nm (red).

modulation signal. Figure 5 shows how shot-noise and Johnson
noise affect the detection before and after the fiber in our signal
amplification scheme. These simulations have been carefully
adjusted to provide the exact same noise floor as was measured
experimentally.

Our detection scheme relies on massive oversampling [35]
of the signals acquired at fsa = 5 GSa/s rate with 8 bit digi-
tization. Numerical processing of the data allows for a maxi-
mum dynamic range increase by log2

(
fsa/ frep

)
= 3 bit. The

resulting effective 11 bit digitization shown as a gray curve in
Fig. 5 pushes dynamic range limitations to below -105 dBC, i.e.,
substantially below the other noise sources in the photoelectric
conversion. For completeness, we additionally included quan-
tum noise estimations from the numerical simulations discussed
below. These are shown as green lines in Fig. 5. The discrep-
ancy between detection shot noise and amplified spontaneous

emission in Fig. 5(a) arises because only a small fraction of the
available laser power can actually be converted in a photodiode
without saturation or damage. The detection of this noise signa-
ture would require total photoelectric conversion near the watt
level. Additionally, a dynamic range increase by an additional 4
bits is required, which seems out of reach for currently available
fast photodiodes and high-speed analog-to-digital converters.
Our estimations indicate that the obtainable signal-to-noise ratio
of the input signal is limited by saturation of the photodiode and
the resulting shot noise limit. In contrast, light levels after the
fiber are much lower such that the detection of the modulation
signal is not shot noise limited but rather it is the Johnson noise
that dominates.
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Fig. 5. Simulation of noise levels before and after photonic signal amplifi-
cation. (a) Simulated noise levels as observed by the photo detector before
launching the pulses into the fiber. (b) Same after photonic signal amplification.
Red curves: shot noise limit [25] deduced from the square root of the number of
detected photons per pulse. Blue curves: Johnson limit [26] deduced from the
known transimpedance of both detectors (5 kΩ before and 20 kΩ after the fiber).
Gray curves: digitization noise [35] as being caused by Poissonian noise in the
least significant digit of an effective 11 bit digitization. Green curves: residual
quantum noise contamination arising from amplified spontaneous emission
inside the source laser (rescaled to 10 kHz resolution bandwidth from Fig. 3).

5. DISCUSSION

Our experimental results and numerical simulations have made
it clear that the highly nonlinear soliton fission scenario results
in spectra that may exhibit one or several pronounced dark
fringes, in particular in the normal dispersion region. Variation
of the input power leads to a spectral shift of these fringes. The
strongest signal enhancement is observed for a detected spec-
tral bandwidth smaller than the width of a dark fringe. In an
ideal situation, the amplitude modulation of the input signal is
adjusted to lead to a spectral shift of the dark fringe that exactly
changes the detected power from near zero to the maximum
possible. In our numerical simulations, we find signal enhance-
ments of 50 dB, close to the best experimental observations, yet
at narrower filter bandwidth than in the experiments. Even in
this ideal situation of maximum signal amplification, spurious
harmonics may appear.

It appears useful to analyze the behavior from a more gen-
eral point of view, using the concept of a transfer function
Eout = f (Ein) between input and output pulse energy, Ein
and Eout, respectively. This is illustrated in Fig. 6, with a simu-
lated input signal [Fig. 6(a,b)] being amplified via a linear trans-
fer function [Fig. 6(c,d)] and under weakly nonlinear transfer
[Fig. 6(e,f)]. In the latter case, harmonics of the modulation fre-
quency appear in the output, and for multi-frequency driver sig-
nals, mixing products will appear. However, it can also be seen
that the presence of these spurious harmonics does not strongly
reduce the amplification of the modulation signal itself. This
situation changes when the amplification process is completely
overdriven [Fig. 6(g,h)]. Now the input modulation causes a
spectral shift that is much larger than the spacing between the
dark fringes, with a sinusoidal transfer function resulting in a
multitude of harmonics that appear with comparable amplitude.
Nevertheless, even this disadvantageous situation still enables
some reduced signal amplification. All processes discussed so
far have ensured coherence between input and output signal,
with their explicitly assumed unambiguous functional depen-
dence via the transfer function.

Finally, the concept of a transfer function may break down,
and stochastic processes take over. This breakdown of the trans-
fer function concept shows up as a white noise floor in the
Fourier representation [Fig. 6(j)]. One possible source for such
a contribution is a modulation instability or the spontaneous
Raman effect in fibers. Stochastic processes further reduce signal
amplification to the verge of usefulness, whereas noise amplifica-
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Fig. 6. Comparison of different nonlinear optical signal amplification scenar-
ios. (a,c,e,g,i) Time domain signals. (b,d,f,h,j) Frequency domain respresenta-
tions. (a,b) Input signal with very weak -80 dB modulation. (c,d) Simulated ideal
signal amplification. Transfer function: f (x) = 0.5× 104(x− 0.9998), providing
a linear one-to-one correspondence between input x and output f (x). Both, the
rms modulation and the modulation Fourier component are increased by 74 dB.
(e,f) Same scenario with additional spurious nonlinearity, giving rise to modula-
tion sidebands, but leaving noise and signal gains unaffected. (g,h) Oscillatory
transfer function: f (x) = 1 + cos[50(0.5× 104(x− 0.9998))]. rms modulation, i.e.,
noise gain is left unchanged, but signal gain reduces to 48 dB. (i,j) Same with ad-
ditional stochastic noise contribution. Noise gain is slightly reduced to 72.5 dB;
signal gain reduces to 33 dB. Signal-to-noise ratio of the modulation component
is marginal.

tion still appears nearly undisturbed. These examples show that
noise amplification may be easy to observe, yet typically such
behavior cannot be exploited for the coherent amplification of
an input signal. Moreover, the observation of relative intensity
noise in the output channel also does not allow to conclude on
an existing coherence of the nonlinear optical process.

6. CONCLUSIONS

At first glance, our findings may not appear overly surprising,
given that similar noise amplification has been discussed before
with lower amplification factors up to 30 dB [15, 16]. The latter
experiments actually related relative intensity noise (RIN) of the
supercontinuum to pump fluctuations, yet without investigating
the phase relationship or coherence between input and output.
Such noise amplification will appear regardless of a determin-
istic nature of the underlying processes. In fact, at pump pulse
durations > 100 fs, our numerical simulations indicate that noise
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amplification quickly degrades spectral and temporal coherence.
In the absence of this coherence, noise amplification still appears
while the modulation amplification factor that can be obtained
may be reduced significantly. The demonstrated amplification
of up to 60 dB therefore strongly contrasts the previously ob-
served noise amplification scenarios. For a fixed wavelength
interval in the output of the fiber, such favorably high ampli-
fication factors can only be seen for a narrow ≈ 10−4 W input
power range. Nevertheless, our simulations indicate that signal
amplification at 10-20 dB lower factors is actually a fairly robust
phenomenon in a 100 – 200 nm wide dispersive wave region that
co-propagates with solitons in the anomalous dispersion region.
Outside this range, signal amplification factors are substantially
lower. Our scheme can also tolerate larger changes in the input
power and still amplify the modulated signal by 60 dB, but in
this case such high gain value may be obtained for a different
wavelength.

Moreover, to fully appreciate the observed improvements
of the signal-to-noise ratios by up to 30 dB, it is useful to com-
pute the photon fluences necessary to simply obtain the same
enhancement via increase of the optical input power. In the
case of shot-noise limited detection, a thousandfold increase of
the input power would be necessary to measure a -70 dB signal
40 dB above the noise floor, which, in turn, would require 110 dB
dynamic range as well as the total photoelectric conversion of
about 100 mW of Ti:sapphire light. Such parameters pose a seri-
ous challenge for the dynamic range of available electronic test
equipment [36] and are at the limit of high-power photodetector
designs [37, 38]. Although all-optical regeneration for optical
telecommunications can be conveniently achieved with simpler
approaches, our scheme offer an important alternative whenever
small modulations need to be recovered in a strong pulsed laser
beam. In such a situation, we may be able to push detection lim-
its by one or two orders of magnitude in intensity, which would
greatly alleviate extremely sensitive pump-probe spectroscopy
studies [39]. Other possible applications include high-sensitivity
interferometry and sensitivity enhancement in the measurement
of small induced refractive index changes.
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