


Tampereen teknillinen yliopisto. Julkaisu 852   
Tampere University of Technology. Publication 852  

Ismo Hänninen 

Computer Arithmetic on Quantum-Dot Cellular 
Automata Nanotechnology 
Thesis for the degree of Doctor of Technology to be presented with due permission for 
public examination and criticism in Tietotalo Building, Auditorium TB222, at Tampere 
University of Technology, on the 7th of December 2009, at 12 noon.  

Tampereen teknillinen yliopisto - Tampere University of Technology 
Tampere 2009 



ISBN 978-952-15-2269-7 (printed) 
ISBN 978-952-15-2289-5 (PDF) 
ISSN 1459-2045 



ABSTRACT

The traditional digital technologies are reaching their performance limits, and
the desired growth of computing power can be continued only by adopting
emerging circuit technologies and new design approaches into use. This the-
sis provides a practical view on the emerging quantum-dot cellular automata
(QCA) nanotechnology, presenting techniques to construct high-density, per-
formance optimized, and noise tolerant basic arithmetic circuits. Several
novel arithmetic units are proposed, described at the logic, the pipeline, and
the layout level, and verified using quantum mechanical simulation.

Design analysis shows, that on the self-latching QCA nanotechnology, the ba-
sic serial and parallel arithmetic structures for addition, or multiplication, typ-
ically have comparable latency, but the throughput follows the degree of par-
allelism. The circuit area is dominated by the passive wiring overhead, char-
acterized by a square-law dependency on operand word length. Hierarchical
probabilistic analysis shows, that bit-stage level macro component reliability
has about linear effect on the total reliability, while component types affect
whole with weights determined by the word length, and the wiring dominates
also the reliability. The power dissipation is analyzed near the ultimate limit
of computation efficiency, using the Landauer’s principle, showing that irre-
versible information erasures consume significant power on molecular QCA,
severely limiting the operating frequency.

The studies in this thesis show, that QCA systems have to address emerging
technology characteristic, that have not had much impact in traditional engi-
neering work. Design optimization has to be started from the reliability and
power challenges, which will determine the feasibility of any planned system.
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1. INTRODUCTION

The computing power offered by the integrated circuit (IC) technology has
grown exponentially for nearly five decades, following theMoore’s Law (orig-
inal 1965 [1], updated later [2]): the number of primitive components per
chip doubles every eighteen to twenty-four months, consequently doubling
also the number of the available memory bits and computation operations per
time unit. This trend, broken down in detail in the International Technology
Roadmap for Semiconductors (ITRS) reports [3], has enabled the modern-day
world and plays a prominent role in the development of all fields of science
and engineering. However, the progress of IC industry is in danger of halting
soon, if only traditional computer hardware technologies are utilized.

1.1 The Necessary Technology Transition

In about a decade, the traditional digital circuit technologies are reaching their
practical and theoretical limits, as the beneficial continuous downscaling of
electronics becomes more challenging. Most technologies, like the nearly ev-
erywhere present complementary metal oxide semiconductor (CMOS), use
transistors as current switches, representing binary information as currents
and voltages. However, these primitive devices have several problems when
they get really small: the on/off levels become inadequate, the leakage cur-
rents significant, the resistance high, the charge quantized, and the wires very
large in comparison with the active devices. [3]

In the long run, the most severe problem is the heat generation, as the circuit
capacitances are charged to a potential and again discharged to ground, usu-
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ally wasting nearly all of the energy contained in the logic signal. This is al-
ready a problem with the present technologies, but if molecular device densi-
ties are reached, the problem becomes truly unmanageable: on the operational
frequencies of hundreds of gigahertz, with each transistor moving only one
electron across one volt potential, the power densities reach the megawatt per
square centimeter region. Careful adiabatic charging can lower the power
dissipation, but not enough to enable true molecular electronics. [4]

Several emerging technologies have been proposed to replace the current semi-
conductor transistor approach. Quantum-dot cellular automata nanotechno-
logy (QCA) is one of the foremost candidates, offering robust ways to reach
circuit densities 1011 to 1012 devices/cm2 and clock frequencies several orders
of magnitude higher than the expected technological peak of the CMOS. The
concept was introduced in the early 1990s [5,6] and has already been demon-
strated in laboratory environment with small proof-of-concept systems [7–9],
but adopting QCA into general use requires still considerable advances both
in the design methodology and the manufacturing processes.

1.2 Bringing the Emerging Technologies Into Use

There is a definite need for pressing the emerging technologies into service,
but this is very challenging, due to novel characteristics complicating both
the digital design process and the actual physical manufacturing. Early re-
search into QCA circuits and systems has demonstrated that these two levels
of engineering work are much more tightly coupled than on the traditional
technologies. The digital designer has to aim at an optimized end product
while being well aware of the underlying implementation technology.

Design optimization can be characterized with several comparable metrics of
performance and cost, which are affected by the chosen computation algo-
rithm, hardware structure, and logical components. The relationship between
the designer choices and the quality of the results is governed by novel prin-
ciples, on the emerging technologies. For example, on QCA a logic signal is
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propagated by the copy-operation from a cell automaton to another, and with
high operating frequencies, the automata wires are relatively long in com-
parison with the distance that the signal can propagate during a clock cycle.
Thus, the length of a wire translates directly into significant delay and dis-
tinct number of pipeline stages, which has tremendous effect on which types
of arithmetic units are practical. Another important issue is the underlying
imperfect cellular interaction, which also has to be compensated by applying
sub-gate level pipelining.

The emerging technologies are inherently unreliable, both the manufactur-
ing processes and the runtime operation of a chip inside a computer system.
Circuit primitives will deviate from the traditional, practically deterministic
behavior and operate with stochastic characteristics, raising general design-
for-reliability to top concern. Improvements can be aimed at various design
levels, typically introducing redundancy or reconfigurability into the system,
with a significant cost increase. The unreliable physical layer has to be taken
into account from the start of the design work, or getting a complete system
to run might turn out to be so expensive, that the gains of applying new tech-
nology would be totally lost. Fault-tolerant design requires profound under-
standing about the relationship between physical implementation and design
abstractions, and this understanding can be found with the aid of reliability
analysis techniques.

Power consumption and the resulting heat dissipation already set the perfor-
mance limit of the traditional digital circuits, but this is an even more domi-
nating cost factor for the emerging technologies: there is room for a tremen-
dous number of devices in the nanoworld, having possibly molecular device
densities. The combined heat generation must not exceed what we can cool
off, and as each device is allowed to dissipate less and less, we possibly need
a paradigm shift from irreversible computing to reversible computing. The
already present design-for-power trend reaches unprecedented weight in the
industry, when the reversibility aspects have to be addressed.
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1.3 Objectives and Research Statements

The objective of this thesis is to find more efficient methods of designing and
analyzing arithmetic circuits on the QCA technology, and solutions to the
following problem statements are presented:

How to design cost-efficient basic arithmetic circuits, accounting for the
imperfect cellular interaction inherent to QCA? The arithmetic circuits
on QCA have been studied only very little, leaving the analysis of the tradi-
tional design metrics of performance and complexity superficial. Especially,
the technology-inherent noise coupling interaction has not been taken into ac-
count, or has been avoided with an unjustified performance penalty, prevent-
ing the use of the resulting basic blocks to construct multi-bit arithmetic [10].
Several standard arithmetic structures have not been adapted to QCA, at all.

Which factors contribute to the measurable design characteristics on
QCA? The effects of algorithmic, structural, and component choices on per-
formance and cost metrics have previously been analyzed only very little,
especially the gains vs. the costs of parallelism in the computation [11–14].
Neither the contribution of active and passive circuitry, nor the role of the
operand word length, has been established.

How reliable should the QCA primitive devices be, to enable the con-
struction of large arithmetic units? The existing designs have not been ade-
quately analyzed, to find out where the costly reliability improvements could
be most beneficially aimed at [15]. Especially, macroblock level analysis,
needed to hierarchically model large arithmetic units, has not been conducted
before, and it has not been established how the underlying device failure rate
requirements scale with the operand word length. There has been very little
work on the dependencies of architectural decisions and reliability, on QCA.

What is the role of irreversible power dissipation in QCA arithmetic?
The dissipation characteristics of large designs, including macrocomponent
level contributions, have not been analyzed although some work has been
conducted on the primitive device level power and energy dynamics [16, 17].
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Especially, operating frequency limitations of complete arithmetic units on
molecular QCA have not been determined and the major limiting factor, in-
formation erasure dissipation (irreversibility), has not been identified before.
It has not been clear, whether the costly reversible computing paradigm is
necessary, for reaching maximum performance on the technology.

1.4 Main Contributions

This thesis provides a practical view on digital design work on QCA, using
several case studies to illustrate the various aspects of constructing highly par-
allel (in a general sense, including several co-existing data sets in a pipeline)
hardware structures with this computing paradigm, offering potential nano-
technology implementations. The studied arithmetic units are sufficiently
massive to reveal the fundamental characteristics, while retaining enough
structural regularity to enable modeling and simulation to some extent. In
short, the main contributions are described in the following:

Efficient arithmetic designs for QCA. The presented techniques allow the
construction of high-density, performance optimized, and noise tolerant ba-
sic arithmetic circuits on QCA. Several novel arithmetic units are designed,
utilizing the inherent characteristics of the technology, and aiming at modu-
larity and customization to varying operand word lengths. The designs are
described at the logic, the pipeline, and the layout level, and verified with
quantum mechanical simulation.

• Novel binary adder units for QCA technology:

– Robust full adder, with minimized area using only one QCA fab-
rication layer.

– Robust serial adder, with minimized area and latency, and maxi-
mum throughput.

– Pipelined ripple carry adder, with noise robustness, minimized
area and latency, and maximum throughput.
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• Novel binary multiplier units for QCA technology:

– Serial-parallel multiplier, with noise robustness.

– Pipelined array multiplier, with noise robustness and highest per-
formance-area efficiency.

– Radix-4 multiplier, with noise robustness and customizable degree
of parallelism (the most flexible algorithm on QCA, thus far).

Design analysis factors on QCA arithmetic. The analysis of the presented
arithmetic designs and cases reported in the literature leads to the following
conclusions, on the relationship between the degree of parallelism and the
traditional design metrics, on pipelined QCA:

• The basic serial and pipelined arithmetic structures have equal latency,
but the throughput differs, following the degree of general parallelism.

• Passive wiring overhead typically dominates the circuit area, with a
square-law dependency on the operand word length.

Reliability analysis and improvement on QCA arithmetic. The reliability
levels of complete arithmetic units are established via probabilistic analysis,
hierarchically constructing the total failure rate from the failure rates of the
underlying components. For the important cases of the pipelined ripple carry
adder and the pipelined array multiplier, the following conclusions are drawn:

• Bit-stage level macro component (a full adder, for example) reliability
has about linear effect on the total reliability.

• Component types affect the total reliability with different weights, de-
pending on the operand word length.

• Passive wiring overhead dominates also the reliability.
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• Large operand length arithmetic on the failure-rich tecnologies is not
feasible, unless a multi-level redundancy scheme is developed for toler-
ating very high primitive component failure rates. (However, complete
fault-tolerant design methodology is out of the scope of the thesis.)

Electrical power analysis on QCA arithmetic. The power dissipation of
complete arithmetic units is analyzed near the ultimate limit of computation
efficiency, using the Landauer’s principle [18]. Based on the pipelined ripple
carry adder, the pipelined array multiplier, and the serial-parallel multiplier,
the following conclusions are drawn for molecular QCA:

• Irreversible information erasures consume significant power, as opposed
to the situation on traditional technologies.

• Clock frequencies of the designs are limited much lower than the ex-
pected switching speeds of the primitive devices.

• Reaching the full technology potential requires reversible computing
principles, to be incorporated into the designs.

All the achieved results, modeling, designing and optimization work pre-
sented as the contribution of this thesis were developed by the author. The
work was reported earlier in eight publications [P1]– [P8] and the author was
the main author in all of them. Consequently, some chapters contain verbatim
extracts from those papers while the copyrights of the extracts are retained by
the respective copyright holders.

1.5 Thesis Outline

An introduction to the quantum-dot cellular automata computing paradigm is
given in Chapter 2, describing the basic circuit constructs, interconnects, sig-
nal dynamics, clocking approaches, physical implementation variants, avail-
able modeling approaches, and digital design efforts. Next, novel arithmetic
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units, adders and multipliers, are proposed at the logic, the pipeline, and the
QCA layout level, including performance and cost comparison with previous
design proposals, in Chapters 3 and 4, respectively.

Chapter 5 presents a reliability study based on probabilistic transfer matri-
ces, which are used to formulate the component failure rates of two of the
proposed arithmetic designs, the pipelined ripple carry adder and the array
multiplier. Chapter 6 continues with a power analysis at the fundamental
Landauer’s limit, determining the absolute minimum power dissipation that
the laws of the nature allow for the QCA ripple carry adder, serial-parallel
multiplier, and array multiplier. Finally, Chapter 7 concludes the thesis.



2. QUANTUM-DOT CELLULAR AUTOMATA

The quantum-dot cellular automata (QCA) concept is very intuitive: we have
bistable cellular automata, which are operated under clocked control. There
are various ways to construct the physical cells and apply the clocking, but
the implementation technologies are still under development. As a result,
this treatment stays mostly at an abstract level without the physical details.
A survey on the history of the development of the general cellular automata
concept can be found in [19].

Chapter Contents. The general principles of constructing the circuit prim-
itives are introduced in Sec. 2.1 and Sec. 2.2, the signal dynamics behavior
described in Sec. 2.3, and the clocking approaches enabling inherent pipelin-
ing summarized in Sec. 2.4. This account is valid for all QCA implementa-
tions based on the electrostatic interaction, which is believed to offer the best
performance, in comparison with other possible approaches (which utilize
the magnetic coupling). For completeness, the QCA physical implementa-
tion variants are introduced in Sec. 2.5, and the simulation models described
briefly in Sec. 2.6. The conclusion of the chapter follows in Sec. 2.7 with a
survey into general digital design for QCA.

2.1 QCA Basics

The information storage and transport on electrostatic quantum-dot cellular
automata [6] is based on the local position of charged particles inside a small
section of the circuit, called a cellular automaton (which is essentially a struc-
tured charge container), and there is no electrical particle current in the circuit
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Fig. 1. QCA cell polarizations and wires: a) type 1 cell, direct non-inverting wire,
and b) type 2 cell, inverter chain wire. The four quantum-dots of a cell func-
tion as localization centers for electrons: white dot denotes empty center,
black dot denotes a center with an electron, and smaller black dots denote
smaller localization likelihood during switching. These binary cells are the
standard approach, but cells with other dot arrangements can be constructed.

at all. The QCA cell has a limited number of quantum-dots, which the parti-
cles can occupy, and these dots are arranged such that the cell can have only
two polarizations (two degenerate quantum mechanical ground states), repre-
senting binary value zero or one. A cell can switch between the two states by
letting the charged particles tunnel between the dots quantum mechanically.

The cells exchange information by classical Coulombic interaction. An input
cell forced to a polarization drives the next cell into the same polarization,
since this combination of states has minimum energy in the electric field be-
tween the charged particles in neighboring cells. Information is copied and
propagated in a wire consisting of the cell automata. Figure 1 shows the avail-
able two cell types and the corresponding wires.

The QCA cells can form the primitive logic gates shown in Fig. 2. The sim-
plest structure, the inverter, is usually formed by placing the cells with only
their corners touching. The electrostatic interaction is inverted, because the
quantum-dots of different polarizations are misaligned between the cells. The
other gates are usually based on a three-input majority gate of the cell type
one, relaxing to minimum energy between the input and output cells, having
the truth table shown in Table 1. The gate performs the two-input AND-
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Fig. 2. QCA primitive logic gates: a) different inverters, b) 3-input majority gate,
and c) 3-input minority gate. Gray levels indicate different clocking zones,
required to achieve reliable operation without noise coupling (see Sec. 2.3).

operation when the third input is fixed at logical zero, and the two-input OR-
operation when the third input is fixed at logical one. This completes a uni-
versal logic set, capable of implementing any combinatorial computation. [5]

The majority gate is classified as a threshold gate, where the sum of weighted
inputs has to exceed a given threshold value before the output is set (an intro-
duction to threshold logic can be found in [20]). Synthesis of general majority
logic for the nanotechnologies was considered in [21, 22], while an optimal
representation of 3-minterm Boolean logic using majority gates was devel-
oped in [23, 24]. An alternative universal logic approach is based on a very
similar minority gate, constructed with the cell type two [25].

Table 1. Truth tables of the QCA majority and minority gates, enabling AND, OR,
NAND, and NOR operations.

Majority Gate
in1 in2 in3 out

Two-input 0 0 0 0
AND 0 0 1 0
(in1 = 0) 0 1 0 0

0 1 1 1
Two-input 1 0 0 0
OR 1 0 1 1
(in1 = 1) 1 1 0 1

1 1 1 1

Minority Gate
in1 in2 in3 out

Two-input 0 0 0 1
NAND 0 0 1 1
(in1 = 0) 0 1 0 1

0 1 1 0
Two-input 1 0 0 1
NOR 1 0 1 0
(in1 = 1) 1 1 0 0

1 1 1 0
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The QCA cells can be used to construct also more complex gate-level prim-
itives, which could make circuit synthesis easier. An and-or-inverter (AOI)
gate has been proposed in [26,27], and other programmable multi-input gates
constructed using several majority voters in [28,29]. For increased robustness
against defects and faults, a block majority gate was proposed in [30,31], and
3×3 cell grid tile-based design in [32–35].

It should be noted, that QCA is usually classical digital computing, not quan-
tum computing: the binary information is contained in the classical degrees
of freedom, instead of the superposition of states, while the quantum effects
are used only to enable switching. Still, it is possible to construct both true
quantum computers and analog information processors based on QCA [36].
Allowing multi-state cells enables also discrete ternary logic, based on the
extended quantum-dot cellular automata (EQCA) [37, 38].

2.2 Interconnects

Physical distance translates directly into timing delay and distinct number of
pipeline stages, on QCA. Another important characteristic of the intercon-
nects is the capability to create signal wire crossing in several ways.

Coplanar Crossing. The two basic cell types are orthogonal and can be po-
sitioned to have minimal interaction with each other, enabling the coplanar
wire crossing shown in Fig. 3(a). One of the wires uses only cell type one,
while the other uses only cell type two, resulting in the wires operating inde-
pendently on the same fabricational layer. With this approach, it is possible
to implement all the logic and interconnects on a single QCA layer, with no
counterpart in the traditional technologies. The problem of the coplanar cross-
ing is the high sensitivity to manufacturing faults: misplaced cells can easily
break the symmetrical arrangement, leading to unwanted signal coupling be-
tween the two wires [39]. A recent effort to increase the robustness of the
structure against defects and thermal effects can be found in [40, 41].
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Fig. 3. QCA wire crossings: a) coplanar crossing, with the gray levels indicating
different clocking zones, required to achieve reliable operation without noise
coupling (see Sec. 2.3), and b) multi-layer crossing.

Multi-Layer Crossing. A traditional multi-layer crossing shown in Fig. 3(b)
can be constructed with either cell type, as long as the vertical distance of
the wires is large enough to prevent signal leaking from one layer to another,
and there is a way to create vias of stacked cells between the layers. This
approach is more tolerant to misplaced cells than the coplanar crossing, but
requires an implementation technology with many active QCA layers on top
of each other [42]. Another possibility is to create the vias and crossing layer
using another technology, for example CMOS. The multi-layer technologies
have not been demonstrated yet, and although the required precision of cell
placement is not as high as with the pure single-layer technology, there are
various other problems, which are likely to be as challenging. Due to this, the
designs presented in this study use only the coplanar crossing.

Logical Crossing. Physical wire crossings can be eliminated by replacing
them with logic gates, using node duplication, adjusting the timing of the
crossing signals, or utilizing crossing-minimizing routing algorithms. Typi-
cally, this causes both area and performance penalty, but can be used to alle-
viate the manufacturing challenges considerably [43–47].
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2.3 Signal Dynamics

The ideal QCA cell has very symmetrical and local interaction, but in real
implementations, the electric field and quantum coherence transmit the in-
teraction farther than the nearest neighbor. This weak interaction was earlier
believed to be adequately canceled out by distance and layout symmetry, but a
recent study clarified that the lack of timing symmetry can create sneak noise
paths in crucial circuit structures. There is unwanted signal coupling between
circuit sections, and even inside the primitive circuit elements. The problem
is severe, as the QCA cells affect their neighbors in a very non-linear, bistable
way: a small change in the polarization of a cell causes a much larger change
in an un-polarized cell next to it, amplifying both the correct and the unwanted
signals. Newly polarized cells provide positive feedback, which drives the
injection point of the signal to an even stronger polarization [10,48]. This im-
plementation problem was anticipated earlier by an esteemed physicist [49].

The coplanar wire crossing is extremely sensitive to noise coupling: In static
case (when all the cells have settled to a polarization), the wire of the cell type
two causes a symmetrical and effectively self-canceling interaction to the out-
put side of the other wire, but in dynamical case (when the signals are arriving
to the crossing), the polarization is at first present only at the input side, so
that the compensating interaction from the output side is missing. This small
unbalance causes the signal to couple into the output segment of the type one
wire, followed by rapid copying from cell to cell and amplification, making
the later compensation insignificant. When the real signal of the type one
wire arrives to the crossing, it will not be strong enough to switch the output
segment already settled in strong erroneous polarization.

The majority gate is also sensitive to signal timing, as the requirement for
fair majority voting is, that all the input signals must be present with equal
magnitude, when the active center cell starts to switch. If there is glitching in
the center cell, the erroneous polarization gets copied to the output section of
the gate, which effectively functions as a noise amplifier. However, the prob-
lem with both of these circuit primitives can be fixed with timing constraints:
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the real input signals must be present and driving strongly, when the crucial
circuit section begins to switch. QCA clocking schemes potentially offer the
capability for this. (Explanation of the clocking follows in Sec. 2.4.)

Zone Clocking. A simple arrangement of the QCA clocking zones ensures,
that the real signals beat the noise signals racing through the circuit [10, 48].
A coplanar wire crossing functions correctly, when the output section of the
cut wire is switched only after the other parts have firmly settled. Similarly,
a majority gate functions reliably when it is placed on three clocking zones:
the first zone secures the inputs, the second zone performs majority voting,
and the third zone latches the result. Such zone assignments are shown with
different gray levels in Fig. 2 and 3.

Wave Clocking. There is no robust method of avoiding noise coupling un-
der wave clocking (coarse inhomogeneous clocking field), because we cannot
control precisely, which cells are contained in the switching section at each
moment. Careful design and precise manufacturing might enable the coplanar
wire crossing and the majority gate to work, but it is still unknown, if this can
be reliably achieved [50]. In view of this, only designs based on the robust
clocking zone approach are considered in this thesis.

2.4 Clocking Approaches and Pipelining

On QCA, a clocking mechanism determines via an electric field when the
cells are un-polarized, latch their input values, and start driving other cells. It
is used both for designing sequential circuits, creating pipelines, and forcing
the circuit to stay in the quantum mechanical ground state, which depends
on the inputs of the circuit, and represents the correct computational result
and successful signal propagation. The clock provides also additional energy,
enabling true signal gain on this nanotechnology. Non-clocked cell arrays
seem unpractical, since they relax to the ground state too slowly [51].

A large array of cells switching at the same time can get stuck in a local energy
minimum of the combined electric field, called a kink state, never reaching the
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ground state, producing an erroneous computation result. To prevent this, the
active phase of the clock is applied only to a small section of the circuit at
each time instant, making the probability of the kink state to diminish [6].
The practical section size set by this phenomenon is not yet determined, but
background thermal fluctuations set another upper limit: on molecular QCA, a
single majority gate would function up to the temperature of 450 K, and a wire
segment of 50 cells would still operate correctly at room temperature [52].

Clocking Structure. The section size can be restricted by dividing the cell
array into zones controlled by different clocks, discrete clock phases for ad-
jacent zones. This zone clocking [6] is simple and provides exact control for
the timing of the circuit (over single QCA cell), but requires very fine-grained
clocking circuit, possibly unpractical to manufacture on the molecular tech-
nologies. The clocking circuit underneath the cell layer can be made more
coarse-grained and much easier to manufacture, if we increase the spacing
between the clocking wires, and apply an inhomogeneous, smoothly graded
electric field over the QCA plane. Multi-phase clocking signals cause the
active clocking field to travel through the circuit in a continuous manner, cre-
ating a wave of computation. This wave clocking [53] approach was devel-
oped especially for molecular QCA, but it provides only coarse control over
the timing of the circuit (grouping tens of cells together). A two-dimensional
approach applicable for systolic structures was proposed in [54, 55].

Clocking Waveforms. The waveforms of the usual Landauer-type clock-
ing [6, 53] are simple, and rely only on adiabatic switching principles to limit
the dissipation of changing the state of a cell: the clock transition speed is
limited, enabling the re-use of the signal energy already present in the circuit.
Figure 4(a) shows a wire spanning four clocking zones and Fig. 4(b) the cor-
responding Landauer clock waveforms. During a complete cycle, each zone
goes through the four phases (Release, Hold, Switch, and Relaxed, defined
in [6]), and the wire effectively implements a stage of a micropipeline or a reg-
ister. Since only one of the zones can hold a valid bit during a clock fraction,
four zones are needed to construct one logical pipeline stage. This scheme
is simple, but when applied to a circuit of normal irreversible logic, it leads
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Fig. 4. QCA zone clocking: a) a wire spanning four clocking zones, shown at Lan-
dauer clock fraction three, b) Landauer clocking waveforms, and c) Bennett
clocking waveforms.

to energy dissipation caused by erasing information [18], which becomes the
dominant factor on molecular QCA with high operating frequencies [17].

As the ultimate power limits of irreversible computing are quickly reached,
Bennett-type clocking [16,56] was recently proposed to achieve fully reversible
operation on QCA, while using cheap irreversible logic gates. The underlying
principle (originating from [57]) is that we first compute the results by latch-
ing the cell array, from the input side to the output side, and then uncompute
by letting the array to relax to an unpolarized state, from the output side to the
input side, eliminating most of the bit erasures and limiting the dissipation to
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either the inputs or the outputs of the logic circuit. This scheme makes any
QCA circuit fully reversible, without additional circuit area or complexity
cost, while the penalty is paid fully in the timing. Figure 4(c) illustrates the
Bennett clock waveforms, making a circuit spanning four clocking zones to
operate reversibly, using more than twice the number of clock fractions, in
comparison with the simple Landauer scheme. The major drawback is that
the natural pipelining is lost, when all of the clocking zones are occupied by
the same bit (one element of a data set in a pipeline). An improved floorplan
to achieve general space/time tradeoff was proposed in [58].

2.5 Physical Implementations

There are various ways to construct the physical QCA cells with bistability
and dominating local interaction, and apply the clocking, but the material sys-
tems are still very early in their development. Most of the research has been
on intercellular electrostatic interaction, promising the best performance, im-
plemented with metal-dot, semiconductor, or molecular approach. However,
in the near future, the first large-scale circuits might be realized with magnetic
interaction, with lower performance, but less challenging manufacturing [59].

An introduction to early work on the QCA implementation challenges can
be found in [60], while image charge neutralization was considered in [61,
62], cell-level improvements to reach the ground state more robustly in [63,
64], and a three-dimensional layer approach to remove the metastable states
proposed in [65]. Restricted minima quantum-dot arrays (RMQDA) concept,
based on passive non-clocked wires and active clocked amplifier segments,
was proposed in [66], and split current QCA (SCQCA), a technology based
on resonant tunneling currents, was proposed in [67]. In the following, the
main approaches to physical QCA implementation are summarized, the first
three based on electrostatic interaction and the fourth on magnetic interaction.

Metal-Island QCA. The realization based on Coulomb blockade effect in
tunnel junction connected metallic islands has been demonstrated in labora-
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tory environment, but since the feature size is fairly large (around one micron
dot-to-dot distance), the quantum mechanics needed for operation are present
only in cryogenic sub-Kelvin temperatures. The experiments have been typ-
ically conducted at 15 mK [68], using liquid helium cooling, while 300 mK
has been the highest reached temperature. This approach has enabled small
proof-of-concept circuits (low-temperature prototypes of the future molecu-
lar systems), showing that the bistable cellular automata can be realized and
switched by controlling the tunneling of electrons, but it is not practical to
construct large circuits this way. [7–9, 69–82]

Semiconductor QCA.The semiconductor realization of the electrostatic cells
promises a way to mass manufacturing of QCA circuits, since the industry
has already decades of experience with the constantly improving processes.
The challenge here is the need to reach extremely small feature size, for the
circuits to operate above the sub-Kelvin temperatures. The future lithography
processes might reach small enough granularities to enable a somewhat higher
operating temperature, up to about 77 K [83], which could be acceptable in a
supercomputer. Possible application is the classical part of a quantum com-
puter, with state-of-the-art cooling system. [84–90]

Molecular QCA. The most desired implementation of QCA is based on sin-
gle molecules acting as cells (transition metal atoms as quantum dots), as the
molecules are naturally small enough (< 1 nm dot-to-dot distance) to enable
the quantum effects at the room temperature, and they also lead to extremely
high device densities. The challenge is again the manufacturing. First, large
amounts of the right kind of molecules should be created, which seems very
possible with chemical synthesis. Second, these cells should be deposited
with unprecedented precision to form a circuit layout, which turns out to be
very difficult. A promising way to do this might be high-resolution electron
beam lithography combined with DNA self-assembly. [6, 52, 53, 91–107]

Magnetic QCA. The other flavour of QCA uses bistable magnetic cells to
store information, and magnetic coupling to transport it between the cells.
The benefit of this is the availability of the crucial quantum effects also at high
temperatures and relatively large feature sizes, which simplifies the manufac-
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turing process very much. There have been several proposals to implement
magnetic QCA, but common for all of them is the limited operating speed, for
nanomagnets around 10–100 MHz. [108–116]

The designs presented in this thesis have been verified with a simulation
model of the electrostatic QCA, but in principle, they should be relatively
easy to adapt also to the magnetic technology. For example, the standard
wire construct of a magnetic variant might be an inversion chain, which a
design automation tool should handle correctly while translating wire blocks
between the technologies. However, the tools do not exist, yet.

2.6 Simulation Models

High-abstraction level design models for QCA have not been much studied,
but the logic behavior can be coarsely explored with simple digital bistable ap-
proximations. However, since the QCA circuits are still at such an early stage
of research, more faithful modeling has to be done at the quantum mechanical
level. As full quantum mechanics simulation is not computationally feasible
for systems of even tens of the cellular automata, several approximations have
been proposed for more practical circuit verification, but it is not yet clear,
how well these approximations really match the physical implementations.
Complete treatment of the quantum mechanical modeling of QCA circuits
can be found in [36], while the main approaches are summarized in the fol-
lowing. The few technology-dependent design and simulation tools available
are M-AQUINAS [85], Q-BART [117, 118], and QCADesigner [119–123],
while a Bayesian network based probabilistic approach has been described
in [124–128] and a Hopfield neural network based simulator in [129]. Classi-
cal SPICE tool based modeling has been proposed in [130–132].

The starting point is the full quantum mechanical model, where the fully co-
herent system is modeled by the many-body Schrödinger equation. This is
feasible for a couple of cells only, since the computational burden scales expo-
nentially with the number of cells, preventing use in system verification [133].
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The problem can be slightly alleviated by approximating the cells as coupled
two-state systems, which raises the circuit size limit to 10–15 cells. The way
to model larger QCA circuits of practical size is the Hartree-Fock approxima-
tion, which models the intracellular dynamics quantum mechanically and the
intercell interactions with classical Coulombic coupling [36]. The state vari-
ables of the Hartree-Fock approximation scale linearly with system size, but
error is introduced by failure to model the time-dependent dynamics correctly,
losing sight of the intercell correlations. An intermediate approximation ac-
counting for second-order correlations was recently implemented in [122].

Implementation of the Hartree-Fock Approximation. The current state-
of-the-art implementation of the Hartree-Fock approximation is included in
the freely available QCADesigner tool [119–123], internally using coherence
vector formalism, based on the density matrix approach. Each QCA cell is
considered as a simple two-state system, represented by a Hamiltonian matrix.
The charge neutral cells interact through a quadrupole-quadrupole moment,
which decays inversely as a power of five of the distance between the cells,
making it possible to limit the effective computation neighborhood.

The cell Hamiltonian is projected into a vector describing the energy environ-
ment of the cell on a Pauli spin basis. This is used to form the steady state
coherence vector, describing the stationary energy state of the cell. The coher-
ence vector represents the density matrix of a cell (as a Pauli spin projection,
the polarization the third component), which is used in the equation of parti-
cle motion. For each cell, the simulation evaluates the equation of motion (a
partial differential equation) using an explicit time marching algorithm.

Computational Complexity of the Hartree-Fock Approximation. The sim-
ulation model of an arbitrary circuit design (for example, a full adder unit)
consists of a large array of parallel QCA cells, each having a polarization
state and an effective neighborhood of interacting cells. The main parameters
of the explicit time marching algorithm are the time step and total running
time, which limit the accuracy and the reached evolution stage of the modeled
system. For each time step taken, the computation has to be carried across the
complete cell array; for each cell, this is equivalent to evaluating the energy
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environment vector, the steady state coherence vector, and the equation of
quantum mechanical particle motion of the coherence vector.

The main burden of computation is directly determined by the number of cells
in the array, and the effective neighborhood of a cell. Typical QCA designs
require that at least next-to-neighbor interactions have to be included in the
energy environment of a cell, or some of the phenomena needed for the circuit
to operate are missed completely. This means that the effective neighborhood
consists of at least 24 cells, each of these containing two electrons participat-
ing in the combined energy state. On each simulation step, after updating the
energy environment and steady state vectors of a cell, the coherence vector
of the cell is stepped forward in time. The existing simulation engine evalu-
ates the partial differential equation with the Euler method or the Runge-Kutta
method, which are local constant complexity operations.

2.7 Digital Design

In addition to the development of the underlying implementation technology,
there has been a considerable amount of research into circuit and systems de-
sign for QCA. The early research aims to shorten the time required to master
the technology, utilizing the special characteristics from the physical layout to
high level system design; the coplanar wire crossing, sub-gate level pipelin-
ing, processing-in-wire, and memory-in-motion paradigms enable very cost
efficient logic, but they also present new design challenges.

Memories. Although QCA is inherently a self-latching technology, where
even simple wires function as shift registers, several general purpose struc-
tures have been proposed to enable traditional RAM type addressable mem-
ory. Most of the proposed designs circulate the stored bits continuously inside
a QCA wire loop, dynamically refreshing the value, and implementing a se-
rial memory (an addressable shift register) [134–136], a fully parallel memory
with one bit per loop [42, 120], or a serial-parallel hybrid [137–139]. More
complex H-structured memory and the corresponding execution model have
been proposed in [140–142], while the loop-based memory approach has been
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replaced with a line-based approach, requiring special clocking zones and
timing, in [143, 144]. A scheme to verify the timing of the basic memory
structures using Verilog modeling has been presented in [145].

Programmable logic. Nanoscale circuits and architectures will have to toler-
ate higher percentages of defects than the current circuits, and the necessary
redundancy can be flexibly provided by a programmable computing platform.
Reconfigurable logic has been proposed for QCA in [29, 47, 83, 146–150].

Processors. In addition to the basic logic, more complex designs for QCA
have been proposed, aimed at signal processing tasks. A serial bit-stream
analyzer (SBSA) for telecommunications was proposed in [151, 152], an ap-
proach to synthesize energy minimizing QCA arrays for vision computing
in [153], a SIMD array propagated instruction processor (PIP) for image pro-
cessing in [154], a hybrid fast Fourier transform (FFT) processor with data
permutation implemented using QCA in [155], and basic blocks for stochastic
computing for signal processing in [156]. A general purpose microprocessor
Simple 12 with universal clocking floorplan was proposed in [48, 117, 118,
157–159], and a design based on accumulator architecture in [42, 119, 160].

Design Methodology. Abstraction level can be raised to cope with large sys-
tem complexity and to develop a systematic design flow, but this extremely
important area has been only preliminary studied for QCA. A top-down method-
ology utilizing modeling with the standard VHDL language was described
in [152], and an environment for behavioral and logic level QCA design
(named HDLQ), generating Verilog code, was proposed in [161]. Tile-based
modular approach was presented in [32–35, 135], and methodical construc-
tion of sequential systems in [162–164]. Globally asynchronous, locally syn-
chronous (GALS) design approach was adapted to QCA to achieve layout-
timing independent operation in [165–167].

Design automation. Coping with design complexity requires software tools,
which transform a high-level digital system description into a valid descrip-
tion of the physical QCA layout, solving the general challenges of logic syn-
thesis, placing and routing. Simple 3-minterm Boolean logic reduction to op-
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timal majority logic was developed in [23, 24], a genetic algorithm based op-
timizer in [168], synthesis of symmetric functions in [169] and mathematical
cellular automata logic in [170], and evolutionary synthesis of small QCA cir-
cuits in [129, 171]. A logic-level area cost model for synthesis was proposed
in [172], while a true multi-level threshold/majority/minority network syn-
thesis methodology and a tool (named MALS) were presented in [21,22,173,
174]. Physical design automation was divided into steps of clock zone par-
titioning, zone placement, and cell placement, providing the first partitioning
and placement algorithm for automatic QCA layout generation, in [175–178].
Since wire crossings are crucial constructs on QCA, algorithmic approaches
to crossing minimization have been developed in [43–46, 175].

Testing, defects, and faults. The defects and faults of the physical QCA
implementations have not been experimentally established, but they are ex-
pected to turn out crucial to design feasibility. The basic types of QCA de-
fects (cell displacement, misalignment, and omission) have been character-
ized and a testing scheme proposed in [179–182], the effects of scaling the
size of the cells were inspected in [183, 184], and the defect tolerance prop-
erties of tile-based design were analyzed in [34, 35] and sequential systems
in [162–164]. The effects of clock shifts and timing errors were simulated
in [10,48,185,186], switching error likelihood determined using probabilistic
networks in [128], general displacement tolerance studied in [39, 187, 188],
and thermal robustness of the wire crossing schemes predicted in [40, 41].
Logic-level fault masking in crossbar-based programmable logic array (PLA)
was considered in [150] and the applicability of N-detect stuck-at fault testing
for QCA designs in [189]. Faults in logically reversible one dimensional QCA
arrays were studied in [190–192], utilizing the bijective nature of the gates to
simplify testing significantly. Automatic test pattern generation (ATPG) for
combinatorial QCA logic was developed in [193–195]. For detecting system
run-time errors, synthesis tool support for totally self-checking (TSC) thresh-
old logic circuits was presented in [173], and triple modular redundancy with
shifted operands was proposed as a circuit improvement in [196]. Block gates
were proposed to obtain fault tolerance in [30, 31].
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Previous arithmetic designs for QCA have not been optimized or the effects
of optimization evaluated, leading to inefficiency and unacceptable penalty
paid for the noise robustness (the dynamic problem of the physical cellular
automata described in Sec. 2.3). The approaches presented here allow the
construction of high-density, performance optimized, and noise tolerant ba-
sic adder circuits, utilizing the inherent characteristics of QCA technology,
and aiming at modularity and customization to varying operand word lengths.
Based on the novel designs and the literature, the relationship between the
degree of parallelism (in the general sense of the term, including several co-
existing data sets) and the traditional design metrics of performance and cost
are analyzed, on pipelined QCA. This was reported earlier in [P1] and [P7].

Chapter Contents. The previous work on digital design and adders on QCA
is summarized in Sec. 3.1, while the novel full adder, serial adder, and ripple
carry adder units are described in Sec. 3.2, Sec. 3.3, and Sec. 3.4, respec-
tively. The verification approach utilized for the proposed designs is reported
in Sec. 3.5, and the design analysis presented in Sec. 3.6. The conclusion of
the chapter follows in Sec. 3.7.

3.1 Previous Work

In addition to the development of the underlying implementation technology,
there has been a considerable amount of research into circuit and systems de-
sign for QCA. The early research aims to shorten the time required to master
this emerging technology, and even to guide its development with actual per-
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formance and cost metrics. The special characteristics of QCA have not been
encountered in traditional technologies, but in the nanotechnology implemen-
tations they affect everything, from the physical layout to high level system
design. The coplanar wire crossing, ultra-fine-grained pipelining below logic
gate level, processing-in-wire, and memory-in-motion paradigms enable very
cost efficient logic, but they also present new design challenges. Introduction
to the well-develop field of general computer arithmetic, including the addi-
tion algorithms and hardware structures, can be found in books [197, 198].

The articles introducing the concept of QCA paradigm contained already out-
lines of a combinatorial full adder unit, based on the cellular automata [5],
followed by a more feasible clocked design in [6]. Some of the first multi-bit
adders were the ripple carry adder introduced in [199, 200] and the bit-serial
adder introduced [201,202]. Optimal majority logic representation for the full
adder and the corresponding ripple carry adder were described in [200], while
general majority logic optimization was developed in [23,24], and an updated
bit-serial adder described in [202]. The performance of the multi-bit adders
was initially explored in [14], and more advanced structures with reduced la-
tency, the carry lookahead adder and the conditional sum adder, were adapted
to QCA and analyzed in detail in [11, 203–205].

Recently, it was discovered that the imperfect cellular interaction renders
most of the previous QCA designs unreliable under dynamic conditions (see
Sec. 2.3). The problem can be fixed with systematic placing of the clocking
zones, but the approach has tremendous effect on the cost and performance of
arithmetic units, which have to address it at very low level. Paying excessive
penalty, a robust full adder and serial adder were proposed in [10, 48].

3.2 Robust Full Adder

The basic block used to construct nearly all larger arithmetic units is the
single-bit full adder. In the following sections, the proposed noise rejecting
design is described at the logic, the pipeline, and the QCA layout level.
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3.2.1 Logical Structure and Pipeline

The proposed Full Adder (FA) structure in Fig. 5(a) follows the minimal 3-
input majority gate based logical formulation presented in [200], which con-
sists of three majority gates and two inverters. The sum and carry outputs, s
and cout respectively, are computed as follows:

s = M[cout ,cin,M(a,b,cin)] ;

cout = M(a,b,cin) (1)

where a and b are the input operands, cin is the carry input, and M() is the
majority function defined as

M(a,b,c) = (a∧b)∨ (b∧ c)∨ (a∧ c) (2)

where ∧ and ∨ denote the logical AND and OR operations, respectively.

The computation of the sum requires two levels of majority logic, thus the
total latency of the sum is two clock cycles (eight clock fractions, following
the definition given in Sec. 2.4). The design forms a two-stage pipeline, which
can compute with two different co-existing operand sets in parallel. The carry
is computed in one clock cycle, as it can be formed using only one majority
gate. This is beneficial for designing arithmetic units like the ripple carry
adder, since the propagating carries usually set the performance limit.

3.2.2 Layout

Possible QCA layouts for the full adder can be formed with various differ-
ent cell arrangements and geometries (including mirroring), but the inherent
pipelining and clocking zone restrictions have to be taken into account, to
minimize the latency and increase the robustness (the related QCA signal dy-
namics were described in Sec. 2.3, and the general clocking and pipelining
approaches summarized in Sec. 2.4). The layout in Fig. 5(b) is organized in
such a way that the coplanar crossovers consume as few clocking zones as
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Fig. 5. Full adder: a) logical structure, with the dotted lines denoting the pipeline
stages (full clock cycles), and b) proposed QCA layout.

possible. Avoiding noise coupling requires advancing one clocking zone on
the horizontal output side of the crossings. The majority gates are laid out in
three clocking zones, which ensures that the majority voting considers all the
input signals at the same moment in time, and the cells on the output side do
not function as a noise amplifier during the computation.

The inverters can be formed inside one clocking zone, except the unaligned
inverters used to translate the cell segments before and after the wire cross-
ings. These structures have weaker signal coupling causing susceptibility to
noise amplification, and the output side has to be advanced by one zone.

The number of cells in a clocking zone is limited to ensure that the array
reaches its energetic ground state, which is also the correct logical result state.
The longest continuous path inside a zone is eleven cells, as the crossing wires
present only minimal coupling.
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Fig. 6. Serial adder: a) logical structure, with the dotted lines denoting the pipeline
stages (full clock cycles), and b) proposed QCA layout.

3.3 Robust Serial Adder

The simplest multi-bit arithmetic unit is the serial adder, a straightforward ap-
plication of a full adder. In the following sections, the proposed cost-efficient
design is described at the logic, the pipeline, and the QCA layout level.

3.3.1 Logical Structure and Pipeline

The textbook Serial Adder (SA) in Fig. 6(a) is formed by connecting the carry
output of a full adder to feed the carry input. On QCA, the register shown in
the carry loop can be removed, as the clocked full adder itself separates the
intermediate values by the internal pipeline. The proposed design requires an
additional startup clock cycle to clear the carry pipeline, since a mux to select
between the initial and the feedback carry would require a pipeline stall.

The operand bits are fed into the adder serially on consecutive cycles, and the
sum will appear after two cycle latency, in serial form on consecutive cycles.
The intermediate carries are available with one cycle latency and can be fed
back without a delay, so the adder can be operated without pipeline stalls.
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3.3.2 Layout

The layout in Fig. 6(b) is based on the dense and robust full adder design in-
troduced in Sec. 3.2, which guarantees avoiding most noise coupling. The de-
sign is modified to include a carry feedback, a short wire segment assigned the
same clocking zone that is outputting the carry. Reliable routing is achieved
by placing the interconnect far from other circuits parts, which have the same
clocking zone assignment as the driver of the carry feedback. Interference
from all other zones is rejected, and there are no wire crossings outside the
full adder part.

The serial adder has a maximum of twelve cells in a single continuous clock-
ing zone, forming the carry feedback. This limited array is expected to stay
near the energetic ground state, propagating signals correctly.

3.4 Pipelined Ripple Carry Adder

The standard structure for the addition of binary words in the two’s com-
plement representation is the ripple carry adder, which utilizes several con-
nected full adders in the computation. In the following sections, the proposed
pipelined implementation is described at the logic, the pipeline, and the QCA
layout level. The structure can be used also as a subtracter simply by negating
the subtrahend and adding the result to the minuend, or by replacing the full
adder components with their one-bit subtracter variant. [197, 198]

3.4.1 Logical Structure and Pipeline

The textbook Ripple Carry Adder (RCA) in Fig. 7(a) is formed by connecting
full adders in series to form a carry path. On QCA, each full adder stage
consumes one clock cycle to produce a carry, and the total delay of an n-bit
adder is (n+ 1) clock cycles, because the last stage requires an additional
cycle to produce the last sum bit.
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Fig. 7. Ripple carry adder (4-bit case): a) logical structure, with the dotted lines
denoting the pipeline stages (full clock cycles), and b) proposed QCA layout.

The full adders operate on consequent clock cycles, as a result of the pipelin-
ing, and this sets a requirement to delay the input operand bits. Without this
synchronization, the different additions coexisting in the pipeline would be
mixed, producing only garbage as result. Each full adder stage must receive
the operand bits at the same time as the previous stage outputs its carry, and
also the sum outputs must be delayed so that the result can be obtained in
parallel form, when the last stage finishes computation. The bits are delayed
with a chain of cells propagating the signals in parallel, shifting on each cycle.

Each adder stage is ready to start a new computation as soon as it has produced
an output carry. An n-bit pipelined ripple carry adder is computing n additions
co-existing in the pipeline, and after the startup latency of (n+1) clock cycles,
the results are obtained on consequent cycles.
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3.4.2 Layout

The 4-bit layout in Fig. 7(b) is based on the dense and robust full adder design
introduced in Sec. 3.2, which guarantees avoiding noise coupling to some
extent. However, care must be taken in placing these blocks adjacent to each
other or the pipeline wiring, to avoid inter-block disturbance. This is relatively
easily achieved by keeping the distances larger than two cells, or in the case of
smaller spacing, assigning the adjacent wires non-interfering clocking zones,
preventing a wire unintentionally driving a neighbor. Note that there are no
wire crossings outside the full adder blocks.

An n-bit ripple carry adder has a maximum of eleven cells in a single contin-
uous clocking zone, and the full adder stages and operand/result pipelines are
organized in uniform fashion. This leads to a modular structure, which can be
reliably customized to variable operand word lengths.

3.5 Verification

The logical correctness of the designs was checked with paper-and-pencil
analysis, while the handcrafted layouts were simulated with the QCADe-
signer tool. The modifications during the iterative construction of the lay-
outs included changing the number of cells used in the wiring, adjusting the
locations of the wire crossings and the logic gates, and experimenting with
various clocking zone arrangements and spacings between independent cir-
cuit sections, separated by the clocking zones.

The layout simulation with the QCADesigner tool utilized the coherence vec-
tor engine [119–123]. The computation is based on the Hartree-Fock ap-
proximation, which models each QCA cell as a single coherent quantum me-
chanical system, while the interaction between the cells is modeled with only
classical electrostatic mechanism. The simulation is marched forward in a
time-dependent manner, which reveals the circuit sections that are suscepti-
ble to noise coupling and amplification, giving early prediction of signal race
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Fig. 8. Simulation waveforms of the full adder, with sum latency of two cycles and
carry latency of one cycle (30 ps shown, clock frequency 533 GHz). The
waveforms of the individual logic signals show the polarization levels of the
input and output cells, with the value range from -1 to 1, the extremities cor-
responding to the binary values 0 and 1, and the value 0 corresponding to the
un-polarized state.

conditions. This heavy model was necessary, because most other approaches
are based on time-independent approximations, which completely fail to pre-
dict the noise paths. Part of the simulation results are shown in Figs. 8 and 9,
where the signal waveforms correspond to the polarization of the output cells.

The simulated layouts were based on a QCA cell sized 18× 18 nm, with 4
quantum dots each having a diameter of 5 nm, and the distance between the
center of cells was 20 nm (corresponding to a semiconductor technology, en-
abling comparison with the previous design proposals). The parameters used
in QCADesigner version 2.0.3 coherence vector engine were the defaults:
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Fig. 9. Simulation waveforms of the 4-bit ripple carry adder (30 ps shown, clock
frequency 533 GHz). The waveforms of the individual logic signals show
the polarization levels of the output cells, with the value range from -1 to 1,
the extremities corresponding to the binary values 0 and 1, and the value 0
corresponding to the un-polarized state. A(3:0) and B(3:0) are the 4-bit input
operand words, while S(4:0) is the 5-bit output sum word.
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temperature 1 K, relaxation time 1 fs, time step 0.1 fs, clock high 9.8×10−22

J, clock low 3.8×10−23 J, clock shift 0, clock amplitude factor 2, radius of ef-
fect 80 nm, relative permittivity 12.9, layer separation 11.5 nm, Euler method,
and randomized simulation order. The QCA clock frequency was varied by
changing the number of stimulus vectors and adjusting the simulation time.

Reaching the compact full adder layout required numerous iterations of mod-
ifying the structure and running the simulation, as the design was slowly op-
timized by hand. Exhaustive runs covering all the cases and different values
in the pipeline was possible for the full adder and the serial adder, and the
signal levels both inside the circuits and at the outputs were verified to settle
strongly to correct values. The n-bit pipelined ripple carry adder was sim-
ulated exhaustively on small word lengths only, since the coherence vector
based approach is computationally very expensive. The cases of two-, three-,
four-, and eight-bit units were run through with all possible combinations of
operand values, and larger units were tested with various operand sizes and
representative input cases, since the number of states grows exponentially,
preventing exhaustive runs. The results were logically correct and the sig-
nal levels unaffected by the word length, reaching extremely high simulated
clock frequencies (several thousands of GHz), indicating that unwanted signal
coupling is controlled throughout the circuits, and the designs are robust.

3.6 Design Analysis

The practicality of a design can be characterized with several metrics. The
performance of arithmetic units is typically expressed as the latency before
getting any finished computation results out, and the throughput, describing
the number of results produced during a period of time. The engineering ob-
jective is to get high performance, while keeping low the traditional costs: de-
sign complexity and circuit area. In the following sections, the novel designs
are analyzed in respect to these metrics and compared with the corresponding
cases reported in the literature, specified in Table 2. (The important charac-
teristics of reliability and power are treated in Ch. 5 and Ch. 6, respectively.)
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Table 2. Compared adder designs.
Full Adder Designs: Serial Adder Designs:
Proposed Full Adder Proposed Serial Adder
Multi-Layer Full Adder [14] Multi-Layer Serial Adder [14]
Single Layer Full Adder [200] Single Layer Serial Adder [202]
Robust Full Adder [10] Robust Serial Adder [10]
Ripple Carry Adder Designs:
Proposed Ripple Carry Adder
Multi-Layer Ripple Carry Adder [14]
Single Layer Ripple Carry Adder [200]
Robust Ripple Carry Adder [10]

3.6.1 Full Adders

Area. Figure 10(a) presents the layout areas of the adders, expressed as the
relative size of the rectangular shape in comparison with the area of a QCA
cell. The novel full adder occupies 12% more area than the smallest of all pre-
vious designs [14], which requires multiple cell layers and is still susceptible
to noise coupling. Limiting to single layer designs, the proposed full adder
is 38% smaller than the previous smallest one [200], which has been demon-
strated to malfunction because of noise issues [10]. The novel full adder is
73% smaller than the only previous design considering the noise paths [10].

Latency. As a combinational full adder is not considered feasible on QCA,
here is comparison of only clocked circuits, which can be reliably kept near
the ground state. The fastest ones of the previous full adders [14, 200] pro-
duce both the sum and the carry in one clock cycle, and the previous struc-
ture avoiding the noise paths has a latency of three clock cycles for both out-
puts [10]. The proposed full adder has the noise coupling issues corrected and
also produces the carry in one clock cycle. The sum takes two cycles, but this
does not affect much the latency of larger arithmetic units, because the carry
path is usually the critical one.

Throughput. The pipelined full adders have a throughput of one result per
clock cycle on the carry output. After the startup latency, the constant through-
put of the sum output is also one result per cycle, as long as the pipeline of
the adder structure is kept filled with operand bits.
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3.6.2 Serial Adders

Area. The serial adders occupy constant circuit areas shown in Fig. 10(a),
regardless of the operand word length. The implementation based on the pro-
posed dense full adder is 24% smaller than the previous smallest multi-layer
case [14], although the older full adder unit itself is smaller. This is because
the novel design has very short carry feedback path, which does not require
any additional space. The proposed design is also 48% smaller than the pre-
vious smallest single layer case [202]. The novel unit is 76% smaller than the
only previous design considering the noise paths [10].

Latency. The delay of the serial adders grows linearly with the operand word
length, based on the carry delay of the underlying full adder: the fastest de-
signs complete a carry at each clock cycle, thus they can use it in the next
bit addition at once, and compute an n-bit addition in n cycles [14, 202].
The novel serial adder has also this minimal carry latency, although the sum
pipeline has one additional stage, causing the n-bit addition latency to be
(n+ 1) clock cycles. The previous noise rejecting design has a carry delay
of three cycles, so the pipeline has to be always stalled before another bit
addition can be started: the n-bit addition takes 3n cycles [10].

Throughput. The throughput of all the serial adders is inversely proportional
to the operand word length. The fastest units, like the novel design, use as
many clock cycles as there are bits in the operand word to compute a single
result, and the next computation starts only after the current one is finished:
the result throughput is 1/n [14, 202]. The previous noise rejecting design is
very inefficient because of the pipeline stalls, having a throughput as low as
1/(3n) [10]. Table 3 summarizes the characteristics of the adder designs.

3.6.3 Ripple Carry Adders

Area. The ripple carry adders consist of active logic and passive wiring (al-
though clocked on QCA), which both consume area dependent on the operand
word length: the number of full adders, and consequently their total area,
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Fig. 10. Area of the adders: a) full/serial adders and b) ripple carry adders.

grows linearly, but for each new full adder block, the pipeline wiring overhead
grows also in every row above and below, resulting in a square-law behavior.
The total area is dominated by this wiring: in a 16-bit unit the wiring con-
sumes nearly 90% of the area, settling in larger units asymptotically to about
99%, as shown for the proposed design in Fig. 11. A simple rectangular model
was used, since the area trend changed very little, even if the wire blocks were
compacted and the rectangular shape lost. The area follows always closely a
second-order polynom of the operand word length.

The other designs have also this square-law dependence, as shown in Fig. 10(b).
The greatest differences between various designs occur at large operand word
lengths. In a 64-bit case with the operand and result pipelines, the proposed
robust ripple carry adder is 32% larger than the smallest of all designs [14],
which occupies multiple layers and still lacks in noise tolerance. The novel
design is 3% smaller than the smallest of the single layer cases [200], demon-
strated unreliable [10]. There are no previous ripple carry adder designs con-
sidering the noise paths, but if one would be based on the older robust full
adder unit [10], the design proposed here would be about 80% smaller.
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Fig. 11. Square-law wiring and linear active area of the proposed ripple carry adder.

Latency. The delay of all QCA ripple carry adders grows linearly with the
operand word length, based on the carry delay of the underlying full adder: the
fastest designs complete a carry each clock cycle, so the next full adder stage
can use it with one cycle delay, resulting in computation of n-bit addition in
n cycles [14, 200]. The novel ripple carry adder also has this minimal latency
carry path, although the sum pipelines have one additional stage, causing the
n-bit addition latency to be (n+1) clock cycles. If a ripple carry adder would
be based on the older robust full adder unit [10], the deeper pipeline would
cause the n-bit addition to take 3n cycles.

Throughput. The QCA ripple carry adders achieve a constant throughput,
because of the pipelined operation and computing several additions with co-
existing data sets. The units produce a result on every clock cycle, regardless
of the operand word length, as long as the pipeline is kept full [14, 200]. If
a ripple carry adder would be based on the older robust full adder unit [10],
the constant throughput could be also achieved, as the pipeline stalls affecting
the serial adder could be avoided with the absence of feedback loops. Table 3
summarizes the characteristics of the different adder designs.

Noise coupling. The previous ripple carry adders do not consider the sneak
noise paths, and many of these designs have also been verified to fail under
more accurate simulation [10, 48]. So far, only the unit proposed here ad-
dresses this, verified by extensive time-dependent simulation.
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Table 3. Comparison of the performance and area of the n-bit adders.
Latency Throughput Area

Design
(cycles) (results per cycle) (cells)

Proposed SA n+ 1 1/n 250
Multi-Layer SA [14] n 1/n 320
Single Layer SA [202] n 1/n 480
Robust SA [10] 3n 1/(3n) 1030

Proposed RCA n+ 1 1 98n2

Multi-Layer RCA [14] n 1 72n2

Single Layer RCA [200] n 1 98n2

Robust RCA [10] 3n 1 504n2

3.7 Summary

Novel adder units were described at the logic, the pipeline, and the QCA
layout level, and verified with quantum mechanical simulation. The pro-
posed adders achieve tolerance against the technology-inherent noise cou-
pling, while performing at least as well as the previous design proposals for
QCA. High area-efficiency is achieved by the dense layouts, which can be
used as building blocks in the construction of larger arithmetic units. Novel
binary adder units for QCA technology:

• Robust full adder, with minimized area using only one fabrication layer.

• Robust serial adder, with minimized area and latency, and maximum
throughput.

• Pipelined ripple carry adder, with noise robustness, minimized area and
latency, and maximum throughput.

Based on the novel designs and the compared cases found in the literature,
the basic serial and pipelined adder designs typically have the same latency,
while the throughput is more affected by the degree of parallelism. Passive
wiring overhead dominates the circuit area, with square-law dependence on
the operand word length.
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Previous arithmetic designs for QCA are inefficient and pay unacceptable
penalty for the noise robustness (the dynamic signal problem of the physi-
cal cellular automata was described in Sec. 2.3). The approaches presented
here allow the construction of high-density, performance optimized, and noise
tolerant basic multiplier circuits, utilizing the inherent technology character-
istics, while aiming at modularity and customization to varying operand word
lengths. Based on the novel designs and the literature, the relationship be-
tween the degree of parallelism (in the general sense of the term, includ-
ing several co-existing data sets) and the traditional design metrics of per-
formance and cost is analyzed, on pipelined QCA. This work was reported
earlier in [P2], [P3], and [P8].

Chapter contents. The previous work on QCA multipliers is summarized
in Sec. 4.1, while the novel implementations of the serial-parallel, array, and
radix-4 multiplier units are described in Sec. 4.2, Sec. 4.3, and Sec. 4.4, re-
spectively. The verification approach utilized for the proposed designs is re-
ported in Sec. 4.5, and the design analysis presented in Sec. 4.6. The conclu-
sion of the chapter follows in Sec. 4.7.

4.1 Previous Work

There has been a considerable amount of research into arithmetic circuits on
QCA, aiming to solve the challenges of more general digital design. The stud-
ied multiplier units are sufficiently massive to reveal the fundamental tech-
nology characteristics, while retaining enough structural regularity to enable
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modeling and simulation to some extent. Introduction to the well-develop
field of general computer arithmetic, including the multiplication algorithms
and hardware structures, can be found in books [197, 198].

The first multiplier proposal for QCA was the serial-parallel structure [202],
processing one of the operands as a parallel word and the other bit-serially.
The logical design space and variations of this structure were thoroughly
charted in [12, 205], and a quasi-modular parallel tree multiplier presented
in [13], but these designs do not solve the radius-of-effect noise coupling
problem described in Sec. 2.3. Thus, failure can be expected under dynamic
signal conditions [10, 48].

In addition to the basic serial-parallel and parallel tree structures, there have
not been any other multiplier proposals for QCA. This is the motivation be-
hind adapting two other standard approaches, the cellular array and the radix-
4 recoded multiplier, for the technology, presented in this thesis. The pro-
posed serial-parallel and array multipliers use unsigned and the radix-4 mul-
tiplier two’s complement number representation, and the multiplier and mul-
tiplicand operand lengths are independent.

4.2 Serial-Parallel Multiplier

The basic multiplication algorithm can be collapsed to construct a textbook
serial-parallel multiplier, utilizing a single row of full adders to sequentially
accumulate the partial products [197]. In the following sections, the proposed
noise rejecting implementation is described at the logic, the pipeline, and the
QCA layout level.

4.2.1 Logical Structure

The textbook serial-parallel multiplier (the first QCA adaptation in [202], re-
cently named carry delay multiplier and optimized in [12, 205]) is formed by
a chain of identical functional units, corresponding to a summation row in
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Fig. 12. Logical structure of the serial-parallel multiplier: a) multiplier cell, and b)
complete 3-bit multiplier, with the dotted lines denoting the pipeline stages
(full clock cycles).

the paper-and-pencil multiplication algorithm with unsigned n-bit binary in-
put operands A = (an−1, . . . ,a1,a0) and B = (bn−1, . . . ,b1,b0), resulting in a
2n-bit output word M = (m2n−1, . . . ,m1,m0), where a0, b0, and m0 are the
least significant bits, respectively [197]:

an−1 · · · a1 a0
× bn−1 · · · b1 b0

an−1b0 · · · a1b0 a0b0
an−1b1 · · · a1b1 a0b1 0

... 0 0
+ an−1bn−1 · · · a1bn−1 a0bn−1 0 0 0

m2n−1 · · · · · · · · · · · · m1 m0 (3)

The multiplier cell in Fig. 12(a) computes a single bit multiplication of bit ai
from the serial operand and bit b j from the parallel operand with an AND-
gate, forming a summand s j, which is combined by a full adder with a sum
output sum j−1 from a cell to the left, and a previous carry output carry j. Cor-
responding to a row in the paper-and-pencil equation, the complete multiplier
unit formed by the chain of units in Fig. 12(b) forms a partial product, and
sums it with the previous one. The final result is available in serial form on
the output mk on the right, on consecutive clock cycles.
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Fig. 13. Timing of the complete n-bit serial-parallel multiplier.

4.2.2 Pipeline

The serial operand cannot reach every multiplier cell on the same clock cycle,
since distance translates directly into timing on QCA. The operand has to be
fed through a shifting pipeline, spreading the computation of a partial product
both in space and time. The critical path goes through every full adder, the
implementation having a carry latency of one and a sum latency of two clock
cycles, enabling serial operation without pipeline stalls. The summands are
formed at consequent pipeline stages on consequent cycles, with several data
sets co-existing in the pipeline. The total latency is defined by the critical
path propagating the accumulated carries to the final result, growing linearly
with the operand word length n, the least significant bit (LSB) appearing after
LLSB = n+ 3, and the most significant bit (MSB) after LMSB = 3n+ 2 clock
cycles. (With optimized structure, LMSB = 2n cycles [12, 205]).

The registers shown with shaded boxes in Fig. 12 correspond to the delays re-
quired by the serial operand wiring, while the other registers can be absorbed
into the clocked adder units (the clocking and pipelining approaches were de-
scribed in Sec. 2.4). Figure 13 shows the input/output timing of the complete
n-bit unit, including the data format converters, showing the precise setting
and holding of the parallel input words and additional zero values. The total
latency L of the parallel output is L= LMSB = 3n+2 cycles.
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Fig. 14. The proposed QCA layout of the serial-parallel multiplier cell.

4.2.3 Layout

The functional cell of the multiplier is based on the serial adder implemen-
tation described in Sec. 3.3, following minimal majority logic formulation
presented in [200]. The layout shown in Fig. 14 has at most a section of 12
QCA cells switching at the same time, forming the carry feedback loop of
the serial adder. The bottom-left majority gate performs the AND-operation
producing the summand, which the serial adder receives at the same instant
as the sum from the left cell and the carry from previous cycle. In the bot-
tom portion, the serial operand bit ai is routed to the next cell, crossing over
operand bit b j line, consuming one clock cycle.

An n-bit multiplier is formed by combining n multiplier cells to the regular
chain shown in Fig. 15. The wiring of the parallel operand B is shown on the
bottom-left, delaying each bit according to the input stage on the chain. Fig-
ure 15(b) shows a 16-bit multiplier unit with considerable wiring overhead,
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Fig. 15. The proposed QCA layout of the serial-parallel multiplier, including the for-
mat converters and distribution wiring: a) 3-bit multiplier, having a latency
of 11 clock cycles, and b) 16-bit multiplier, having a latency of 50 clock
cycles.

but without this wiring, the inputs would be spread on a large area, which is
not practical, if there is a compact bus feeding the unit. The parallel-serial
converter of operand A is located on the top-left, while the bit-serial result mk
emerges from the right end of the chain, followed by the serial-parallel con-
verter producing the result M. Inter-block disturbances are avoided by keep-
ing the circuit part distances larger than two cells, or in the case of smaller
spacing, assigning the adjacent wires non-interfering clocking zones, pre-
venting a component unintentionally driving a neighbor (the related signal
dynamics were described in Sec. 2.3 and Sec. 2.4).
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Fig. 16. Logical structure of the array multiplier cell.

4.3 Pipelined Array Multiplier

The systolic multiplier structure with maximum parallelism (in the form of
co-existing data sets) available for inherently micro-pipelined technology is
the textbook cellular array multiplier, constructed using customized full adder
based cells [197]. In the following sections, the proposed cost-efficient im-
plementation is described at the logic, the pipeline, and the QCA layout level.

4.3.1 Logical Structure

The textbook array multiplier [197] and the proposed implementation is formed
by a regular lattice of identical functional units, following the paper-and-
pencil multiplication algorithm with unsigned n-bit binary input operands
A = (an−1, . . . ,a1,a0) and B = (bn−1, . . . ,b1,b0), resulting in a 2n-bit out-
put M = (m2n−1, . . . ,m1,m0), where a0, b0, and m0 are the least significant
bits, respectively. The computation is mapped straight on the hardware, the
smallest unit with all the necessary functionality having three-bit operands.

Figure 16 shows the logical structure of the multiplier cell, which computes
a single bit multiplication of bits ai and b j using an AND-gate, forming a
summand si, j, which is combined by a full adder with a previous sum output
sumi, j−1 from a cell above, and a previous carry output carryi−1, j from a cell
to the right. Corresponding to a row in the paper-and-pencil Eq. 3, each row
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Fig. 17. Logical structure of a 3-bit array multiplier, with the dotted lines denoting
the pipeline stages.

in the multiplier array shown in Fig. 17 forms a partial product, and sums it
with the output of a row above. The final result is available in parallel form on
the outputs sumi, j of the bottom cells in each column, and the most significant
bit (MSB) appears on the last carry output carryn−1,n−1.

The logic of the outer perimeter cells can be optimized by replacing the full
adders with only two valid input bits with half adders, for a small linear reduc-
tion of circuit area, following the operand word length. However, the current
design feeds zero values into the extra inputs of the full adders, resulting in
equivalent logical operation.

4.3.2 Pipeline

The critical path of a cell is formed by the full adder, which has a carry latency
of one clock cycle and a sum latency of two cycles, while the summand of an-
other data set is formed in parallel. The dependencies between the multiplier
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Fig. 18. Timing of the complete n-bit array multiplier.

cells dictate that the multiplication proceeds from top-right to bottom-left cor-
ner, the diagonal critical path latency L of the array growing linearly with the
operand word length n: L= 4n−1 cycles.

The input operands must be delayed according to the computational order of
the cells in different rows and columns. The least significant bit (LSB) pair
(a0,b0) can be fed into the array instantly, but the other operand bits ai must
be delayed by i cycles, and the bits b j by 3 j cycles. The multiplier outputs
have to be synchronized into a parallel word, by delaying each sum output
corresponding to result bit mk,k= 0 . . .(2n−2) by (4(n−1)−2 j− i) cycles,
where j is the row and i the column index of the output cell in the paper-and-
pencil organization, while the last carry output, the MSB result bit m2n−1,
must be delayed by one cycle. The dotted lines shown in Fig. 17 correspond
to the signal delays and the pipeline stages (the clocking and pipelining ap-
proaches were described in Sec. 2.4), while Fig. 18 shows the input/output
timing of the complete n-bit unit.

4.3.3 Layout

The multiplier cell is a modification of the full adder implementation de-
scribed in Sec. 3.2, following the minimal majority logic formulation pre-
sented in [200]. The layout shown in Fig. 19 has been optimized for multi-
plier use by placing the inputs and outputs so that the wires between the cells
are kept short, and the number of wire crossings is minimal (the related sig-
nal dynamics were described in Sec. 2.3). The largest section of QCA cells
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Fig. 19. The proposed QCA layout of the array multiplier cell, with a delay of 2
clock cycles for the output sumi, j , 1 cycle for the output carryi, j , 3 cycles for
operand ai path, and 1 cycle for operand bj path.

switching at the same time is limited to 20 cells, placed in the continuous zone
forming the sum input distribution network. The topmost majority gate per-
forms the AND-operation producing the summand si, j, which the full adder
receives at the same instant as the upper sum input sumi, j−1 and the right side
carry input carryi−1, j. On the right side, the operand bit ai is routed to the
next row, crossing over the operand bit b j, the carry input and the sum output
sumi, j, consuming three clock cycles. In the top portion, the operand bit b j is
routed to the next column on the left, crossing over the operand bit ai and the
sum input, consuming one clock cycle.

An n-bit multiplier is formed by combining n2 multiplier cells to the regular
array shown in Fig. 20 and Fig. 21. The rectangular shape was handcrafted
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Fig. 21. The proposed QCA layout of a 16-bit array multiplier, without the operand
and result delay lines, having a latency of 63 clock cycles.
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iteratively, as the routing and the clocking zones of the multiplier cell were
placed to ensure that noise interaction appears only after the correct signals
have firmly settled. Inter-block disturbances are avoided by keeping the cir-
cuit part distances larger than two cells, or in the case of smaller spacing,
assigning the adjacent wires non-interfering clocking zones (the related sig-
nal dynamics were described in Sec. 2.3 and Sec. 2.4). The operand bits are
delayed before entering the array, the wiring shown in Fig. 20: operand A is
located in the top portion, without any wire crossings, and operand B on the
right side, crossing some of the multiplier output signals. Half of the outputs
emerge from the right side of the array, and the others from the bottom, where
the results bits are gathered and synchronized into the parallel wordM.

4.4 Radix-4 Multiplier

The basic algorithm can be replaced with a standard, but more advanced algo-
rithm, to construct the textbook radix-4 modified Booth multiplier [197]. In
the following sections, the algorithm is introduced and the proposed scalable
design is described at the logic, the pipeline, and the QCA layout level.

4.4.1 Radix-4 Multiplication Algorithm

The popular radix-4 modified Booth’s algorithm, originating from [206], was
chosen for implementation, since it handles two’s complement numbers di-
rectly, and enables a systolic structure with no control overhead or feedback
signals, which is an important simplification on QCA. The approach scans the
multiplier word in groups of several bits, with an overlapping lookbehind ref-
erence bit, as shown in Fig. 22, and transforms it into a high-radix signed-digit
(SD) number, with the digits representing the operations needed to perform
the high-radix multiplication. The benefit of scanning two bits together is that
the number of cycles needed to accumulate the partial products into the final
result is halved, in comparison with the direct sequential algorithm.
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Fig. 22. Radix-4 overlapped scanning, processing two new multiplier bits and a look-
behind reference bit together, applicable sequentially or in parallel.

The recoding function shown in Table 4 enables skipping over continuous
sequences of zero or one bits in the multiplier word, replacing a sequence of
operations with just two additions and shifting, while handling also isolated
ones efficiently, as opposed to the standard radix-2 Booth algorithm, which
can double the number of required operations in the worst case. Since this
transformation has no dependence between adjacent digits, all the bit groups
can be recoded in parallel, opening a way to compute also the partial products
in parallel, which would not be possible with canonical SD recoding, offering
the maximum number of zero digits and shift operations.

4.4.2 Structural Design

The proposed multiplier is a pipelined systolic structure with no feedback
signals, since this approach matches very well the inherently pipelined tech-
nology by avoiding wire latency cost and control overhead (for a recent com-
parable implementation on CMOS, see [207]). The unit achieves the halved
latency and doubled throughput promised by the radix-4 algorithm, but does
not benefit from skipping of continuous bit sequences in the multiplier word,
which on traditional technologies gives a variable performance boost depend-
ing on the particular multiplier word. The reason for this is that the novel
implementation utilizes an ultra-low latency carry-save adder (CSA) to avoid
pipeline stalls in accumulating the partial products: an n-bit summation step
takes only one clock cycle, about the same time it takes to shift the accumu-
lated value two bit positions, and much less than the time needed for a longer
shift. This is because the physical distance translates directly into latency
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Table 4. Recoding function, which converts three original multiplier bits (bi+1, bi,
and the lookbehind reference bi−1) into the corresponding radix-4 operation.

Multiplier bits

bi+1 bi bi−1
Comment Operation

0 0 0 string of zeros 0
0 1 0 single one +A
1 0 0 start of ones −2A
1 1 0 start of ones −A
0 0 1 end of ones +A
0 1 1 end of ones +2A
1 0 1 single zero −A
1 1 1 string of ones 0

and additional pipeline stages, on the technology (the related QCA signal dy-
namics were described in Sec. 2.3, and the general clocking and pipelining
approaches summarized in Sec. 2.4). In the case that the adder had lower
throughput than the other components, the zero/shift operations could be uti-
lized to skip the adder completely, but with considerable control cost.

The top-level structure of the multiplier unit is shown in Fig. 23(a) and a QCA
layout in Fig. 23(b). The main design objective was to achieve continuous
operation without stalling the pipeline under any circumstances, since this
would deteriorate the performance and require complex control, which seems
currently very unpractical on QCA due to the timing restrictions. The original
input operands (A, B) and the multiplication result (P) are in parallel data
format, having word lengths nA, nB, and nP = nA+nB.

The unit processes the multiplicand A as a full parallel word, and the multi-
plier B sequentially in the recoded radix-4 format (�nB/2� digits). The mul-
tiplier digits are internally expressed with three mux control signals, which
are used to select the correct multiple from the five alternatives (+A, +2A,
−A, −2A, 0), produced by the combination of two’s complementer and mul-
tiple distribution network. The multiples are accumulated with the sequential
carry-save adder (nA+ 1 bits wide), which is also shifting the partial prod-
uct two positions to the right on each clock cycle. The sum and carry vec-
tors enter serially into the vector merge adder, which computes the final bi-
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Fig. 23. Proposed radix-4 recoded multiplier unit: a) block diagram, with the dotted
lines denoting the pipeline stages (full clock cycles), and b) QCA layout with
8-bit operands.
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Table 5. Latency and area of the separate components.
Latency AreaComponent

(clock cycles) (cell area units)
Multiplier shift register 2 100nB+ 100
Multiplier recoder logic 4 1650
Multiplicand complementer nA 200nA
Multiple distribution network (nA+ 1)/2+ 6 140n2

A+ 500nA+ 200
Multiple selection mux (nA+ 1)/2+ 3 900nA+ 900
Carry-save adder �(nA+ 1)/2�+ 1 360nA+ 700
Vector merge adder 4 700
Result shift register �(nA+nB)/2�− 1 200�(nA+nB)/2�

nary product, operating sequentially and propagating the carries. The latency
of the complete unit has a linear dependence on the operand word length:
Ltotal = 2nA+nB/2+16 (exact with even number lengths).

4.4.3 Implementation

The multiplier unit consists of eight top-level modules, shown in Fig. 23(a):
two blocks for multiplier word recoding (shift register and recoder logic),
three blocks for creating and selecting the multiples (complementer, distribu-
tion network, and mux), and three blocks for accumulating the partial product
and converting it into the final result (carry-save adder, vector merge adder,
and shift register). Table 5 summarizes the operand length dependencies of
the latency and area of the separate components, but the complete unit runs
the pipelined bit slices of neighboring blocks in parallel, effectively hiding
the internal delays. The latencies in the following description are initial.

Multiplier Shift Register

The nB-bit multiplier word B is initially fed into the shift register, shown in
Fig. 24, for conversion from parallel format into serial stream of bit groups.
The output is produced from the least significant bit (LSB) side of the register,
which effectively provides a 3-bit sliding window into the multiplier word,
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by shifting two bits per clock cycle (one overlapping reference bit). After
a constant initial latency, the bit groups enter sequentially into the recoder
block. The unit could be modified to produce all the bit groups in parallel.

Multiplier Recoder Logic

Three multiplier bits are transformed into the radix-4 SD format, with the
first level of the recoder logic creating one-hot multiple select signals (sel+2A,
sel−A, sel−2A, selnull), and the second level combining these to form the mux
control signals (seldouble, selnegate, selnull), as shown in Fig. 25. The two levels
could be combined for optimization, which might be beneficial if the block
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Fig. 25. Multiplier recoder first logic level, QCA layout.
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Fig. 26. Multiple distribution network, 8-bit QCA layout.

was used as a bit slice for a fully parallel recoder. The constant area and
latency are quite insignificant, in the proposed design.

Multiplicand Complementer

The nA-bit multiplicand word A is initially fed into the block forming the
negated multiple (−A). This is two’s complementation, which requires bit-
inversion and the addition of unit in the last position (ULP, the weight of
the LSB bit), so there is carry rippling with the associated linear latency, in
respect to the word length. The block is, however, fully pipelined, and as such
will cause only initial latency in the operation of the complete design. One’s
complement could be computed fully in parallel, with constant latency, and
the addition of ULP postponed to the carry-save adder, for improvement.

Multiple Distribution Network

The multiple distribution network shown in Fig. 26 has the simple multiples
(A, −A) as input, and produces the doubled multiples (2A, −2A) by wiring
that implements the 1-bit shift and extends all the multiples into (nA+ 1)
length, most significant bit MSB sign-extended, least significant bit as zero.
The outputs are the four multiple words, interleaved by the bit position for the
following mux bit slices. The wiring as a whole has a linear latency on the
operand word length, but in the complete design, this latency is intertwined
into the timing of the bit slices of the following blocks (that is, hidden). The
square-law area of this network dominates the area of the complete multiplier.
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Fig. 27. Multiple selection mux, QCA layout with 9-bit operands.

Multiple Selection Mux

The mux block with (nA+1) slices with four data bit inputs on each, shown in
Fig. 27, selects the correct multiple from the input words (A,−A, 2A,−2A) or
produces the zero-multiple, based on the three control signals provided by the
multiplier recoder (seldouble, selnegate, selnull). The critical path of the block is
formed by the select signal wires, having linear latency on the operand length,
but again, this latency in hidden in the complete pipelined multiplier.

Carry-Save Adder

The sequentially operating (nA+ 1)-bit carry-save adder, shown in Fig. 28,
accumulates the multiples (+A, +2A, −A, −2A, or 0) received from the mux
block, shifting the stored partial product two digits to the right on each clock
cycle. The accumulated value is internally expressed in carry-save format,
having two bits for each digit position, and the summation step effectively
combines three binary operands (new multiple M, sum vector S, and carry
vector C) into the new value. The benefit of this adder type is the ability to
compute the whole (nA+1)-bit accumulation in one clock cycle, matching the
input data rate and enabling the continuous operation of the pipeline through
the whole multiplier unit. A ripple-carry adder on QCA would have a linear
delay, and the best lookahead and conditional sum adders logarithmic delay
on the operand word length, stalling the pipeline completely between each
addition, because of the dependence on the feedback value.
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Fig. 28. Sequential carry-save adder with shifting: a) conceptual structure, b) logic
with full adder (FA) components, with the dotted lines denoting the pipeline
stages (full clock cycles, not showing the inherent registers), and c) QCA
layout with 9-bit operand.

The carry-save adder consists of two-digit wide slices that compute with dif-
ferent co-existing data sets in parallel, to obtain the continuous data flow when
using the QCA full adder blocks described in Sec. 3.2 as (3,2)-counters. The
full adder has a carry latency of one clock cycle and sum latency of two cy-
cles (the presented fastest noise rejecting design), which matches the two-bit
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Fig. 29. Sequential vector merge adder: a) logical structure using half adder (HA)
and full adder (FA) components, with the dotted lines denoting the pipeline
stages (full clock cycles), and b) optimized QCA layout.

shifting very well: there is just enough time for the critical path to produce
a digit for the next slice, to be used on the next clock cycle. Because of the
shifting, a carry bit is moved one digit position to LSB direction, and the sum
bit, requiring longer computation time, two digit positions to LSB direction.
An accumulation step is spread in time, so that each digit slice is computing
with different operand, on the same clock cycle.

Vector Merge Adder

The partial product received from the LSB end of the carry-save adder is in
carry-save format (radix-4 digits), which has to be processed into standard
non-redundant binary number (radix-2). The vector merge adder, shown in
Fig. 29, adds the sequential stream of sum and carry vector bits with proper
weights, propagating the carries from the LSB side towards MSB side. On
each clock cycle, two bits from the sum vector (s0, s1) and one bit from the
carry vector (only c0, since c−1 does not exist) is transformed into two bits of
the final result (pi, pi+1), and fed into the result shift register.
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The vector merge adder consists logically of a half adder (HA) and a full
adder (FA) component, but the existing QCA designs for these blocks could
not be utilized, since their combination would have a total latency of two clock
cycles, stalling the pipeline. To match the data rate of the pipeline and solve
the carry dependence between two bit positions (since two radix-4 digits are
summed each cycle), a layout-level optimization of the combination of half
and full adder was designed, to obtain bi-directional carry exchange during
one clock cycle. This was possible without breaking the clocking zone rules,
which would not be the case when combining two full adders (the related
signal dynamics were described in Sec. 2.3 and Sec. 2.4).

Result Shift Register

The two neighboring result bits (pi, pi+1), arriving together from the vector
merge adder, are interleaved by the 2-bit shift register, shown in Fig. 30. This
is a simple serial-to-parallel conversion, producing the parallel result word P.

4.5 Verification

The logical correctness of the multiplier designs was checked with paper-
and-pencil analysis, while the handcrafted layouts were simulated with the
QCADesigner tool. The modifications during the iterative construction of the
layouts included changing the number of cells used in the wiring, adjusting
the locations of the wire crossings and the logic gates, and experimenting
with various clocking zone arrangements and spacings between independent
circuit sections, separated by the clocking zones.
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The layout simulation with the QCADesigner utilized the coherence vector
engine [119–123]. The simulation proceeds in time-dependent manner, which
is able to reveal the circuit sections that are susceptible to noise coupling and
amplification, giving early prediction of signal race conditions. This heavy
model was necessary, because most other approaches are based on time-
independent approximations, which completely fail to predict the noise paths.

The simulated layouts were based on a QCA cell sized 18× 18 nm, with 4
quantum dots each having a diameter of 5 nm, and the distance between the
center of cells was 20 nm (corresponding to a semiconductor technology, en-
abling comparison with the previous design proposals). The parameters used
in QCADesigner version 2.0.3 coherence vector engine were the defaults:
temperature 1 K, relaxation time 1 fs, time step 0.1 fs, clock high 9.8×10−22

J, clock low 3.8×10−23 J, clock shift 0, clock amplitude factor 2, radius of ef-
fect 80 nm, relative permittivity 12.9, layer separation 11.5 nm, Euler method,
and randomized simulation order. The QCA clock frequency was varied by
changing the number of stimulus vectors and the total simulation time.

Serial-Parallel and Array Multiplier. The multiplier cells were simulated
exhaustively, covering all the pipeline states, 3-bit multipliers with all possi-
ble input combinations, and larger n-bit units with various operand sizes and
representative input cases, since the exponentially growing number of states
prevents exhaustive runs. Correct multiplication results were obtained with
extremely high simulated clock frequencies (several thousands of gigahertz),
indicating that unwanted signal coupling is controlled throughout the circuits,
and the designs are robust with all operand word lengths.

Radix-4 Multiplier. The fixed size modules and the bit slices of larger blocks
were simulated exhaustively, covering all the internal pipeline states, and the
combined blocks were tested with a number of representative cases, exhaus-
tive runs prevented by the exponential number of systems states. Correct
functionality was obtained with extremely high simulated clock frequencies
(up to one thousand gigahertz), indicating that unwanted signal coupling is
controlled throughout the circuit, and the design is robust.
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Table 6. Compared multiplier designs.
Proposed Radix-4 Multiplier
Serial-Parallel Multiplier [202]
Optimized Serial-Parallel Multiplier [12, 205]
Proposed Array multiplier

4.6 Design Analysis

The basic performance metrics (latency, throughput) and the traditional cost
metrics (design complexity, circuit area) of the multipliers are considered in
the following sections. The novel designs are analyzed and compared with
the corresponding cases reported in the literature, specified in Table 6. (The
reliability and power characteristics are treated in Ch. 5 and Ch. 6.)

The main characterizing parameter of the different multiplier designs is the
degree of computation parallelism (in the general sense including pipelin-
ing and co-existing data sets). The serial-parallel multiplier accumulates the
partial products with time-shared hardware, fully parallel in respect to the
multiplicand operand, bit-serial in respect to the multiplier operand, while the
array multiplier accumulates the partial products with dedicated adder rows,
fully parallel in respect to both operands. The radix-4 recoded multiplier is
situated between the two previous proposals. In the following treatment, the
word length of both operands is n bits, leading to a 2n-bit multiplication re-
sult. The degree of parallelism translates directly to the performance and cost
metrics, compared in the next sections and summarized in Table 7 on p. 72.

4.6.1 Circuit Area

The circuit area of the compared multiplier units grows with a square-law
dependence on the operand word length, expressed in Fig. 31 as the relative
size of the rectangular shape in comparison with the area of a single QCA
cell. The smallest design is the serial-parallel multiplier, while the radix-4
multiplier is about five times as large, on each corresponding operand length.
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units, for various operand lengths

The largest design is the massive array multiplier, reaching over 40 times the
size of the previous bit-serial design. The area ratios settle to these constants
asymptotically, with the growing operand word length.

The previous proposals of the serial-parallel multiplier [12,202,205] promised
linearly increasing area compared to the length of the operand word, but this
was accomplished by leaving out the wires distributing the parallel operand
across the unit, originating from a compact bus. As this wiring is usually nec-
essary, it is included in this analysis, and the designs have been optimized for
latency and area, under the single-layer technology constraint. The contribu-
tion of active and passive circuitry for each design is shown in Fig. 32.

The practical serial-parallel design occupies a square-law area, and the per-
centage of wiring dominates, from 16-bit to larger units, reaching 90% in the
128-bit case, as shown in Fig. 32(a). Also the array multiplier grows with
square-law, but it has equally fast growing terms for both the active area and
the wiring, the overhead settling to a constant 40%, as shown in Fig 32(b). The
array multiplier grows much faster than the serial-parallel unit (even without
the linear advantage): a 16-bit array is 20 times as large as the correspond-
ing serial-parallel unit, and the ratio of the areas settles asymptotically, from
128-bit units upwards, to the array being about 40 times as large.
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Fig. 32. Area of the structures, expressed in equivalent QCA cell area units: a) serial-
parallel multiplier, b) array multiplier, and c) radix-4 multiplier.
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Both of the simple multiplier structures suffer from the need to synchronize
the operand words to the pipelined bit slices with extensive delay wiring
(square-law), while the active circuitry of the serial-parallel design grows only
linearly and the core of the array multiplier with quadruple dependence on the
operand length. The active circuitry of the novel radix-4 unit is very small
and also limited to linear growth, while the huge multiple distribution net-
work consumes nearly all of the area, as shown in Fig 32(c). The compared
designs are heavily area-optimized and will not yield to further layout-level
improvements, leaving architectural and algorithmic approaches as the only
way to reduce the high wiring overhead.

Figure 33 shows some feature size specific absolute areas (mm2) for the de-
signs. The described area relations hold for different implementations, but
the absolute area has also a square-law growth with the technology specific
QCA cell width (nm). The unit cell sizes 1–10 nm correspond to predicted
molecular and 10–200 nm to semiconductor QCA technologies.

4.6.2 Performance

The latency of the compared multipliers is in the linear regime, with respect
to the operand word length. In this sense, the previous serial-parallel multi-
plier [12, 202, 205] is the fastest unit, having finished the computation in 2n
clock cycles at best. The radix-4 algorithm offers theoretically halved latency,
but the practical delays inherent to the proposed implementation increase the
latency to about 2.5n cycles. The array multiplier finishes last, having a delay
of about 4n cycles.

The multiplier designs have tremendous difference in throughput, usually
considered the most important performance metric, when there are a lot of
back-to-back computations to perform. After the initial latencies are behind
and the pipelines are filled, the clear winner is the array multiplier, which
produces a new multiplication result on each clock cycle, achieving constant
throughput, independent of the operand word length. The radix-4 unit pro-
duces a new result once in every n cycles, which is the theoretical maximum
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Fig. 33. The areas for some implementation technologies, according to cell width in
nanometers: a) serial-parallel multiplier and b) array multiplier. Typical
CMOS multipliers at 65 nm (for example the designs in [208]) can reach
about the same size as the largest 200 nm cell QCA multipliers, while the
smaller QCA cell sizes offer area reduction by several orders of magnitude.

throughput when the partial products are accumulated sequentially. The least
amount of results is obtained from the serial-parallel multiplier, finishing a
computation once in every 2n cycles, producing the result bit-serially, the
throughput proportional to the inverse of the result word length.
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Fig. 34. The performance-area efficiency of the multipliers: a) throughput per area
unit, and b) the ratio of the efficiency metrics (array per serial-parallel).

An important measure of cost efficiency is how many multiplication results
can be obtained per clock cycle, for a unit circuit area invested in the mul-
tiplier. The throughput per area metric decreases faster than inversely to the
square of the word length, as shown in Fig. 34(a). On very small word lengths
(2–4 bit operands) the designs generally have the same efficiency, but with
larger operands, the array multiplier is linearly better than the serial-parallel:
a 128-bit array produces 6.5 times more results than a serial-parallel unit, per
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invested clock cycle and unit area, as shown in Fig. 34(b). The radix-4 multi-
plier efficiency is in the same regime as the serial-parallel design.

4.6.3 Architectural Aspects

The basic serial-parallel multiplier and the array multiplier are structurally
very simple, since they are situated at the extreme ends on the axis of par-
allel computation, in the general sense, including pipelining and co-existing
data sets. On QCA, the array multiplier can be considered having the highest
degree of parallelism, since the inherent pipelining and distance translating
into delay make the construction of a traditional fully parallel tree multiplier
unpractical [197].

In the proposed radix-4 design, selecting a compromise in the degree of paral-
lelism has a cost in the structural complexity: new hardware blocks are needed
for recoding the multiplier, generating and distributing several multiples, and
accumulating the partial products with low latency carry-save addition and
vector merging. The general overhead, nearly all in the multiple distribution
wiring, increases the area over the previous sequential design, but the ex-
pected doubled throughput is achieved. The radix-4 design and also the array
multiplier utilize the underlying full adders with 100% efficiency, while the
serial-parallel design can feed the bit slices with new operands only in about
75% of the clock cycles.

The radix-4 recoded multiplier has several properties, that can be extended
to obtain variable degrees of parallel computation and tolerance against mal-
functioning low-level hardware with physical manufacturing defects and run-
time faults. Instead of recoding only one digit of the multiplier per cycle,
all of them could be obtained at once, and a tree of carry-save adders used to
sum several multiples into the partial product in parallel. Sequential operation
with several adders offers the option of module level redundancy to increase
the reliability, requiring a runtime control mechanism to be developed. The
possibilities, including extension into radix-8, have a huge design space to be
explored, but there are already some pointers available for the direction.
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Table 7. Comparison of the QCA multipliers, on word length n operands.

Latency Throughput Area
Design

(cycles) (results per cycle) (cells)

Radix-4 multiplier 2.5n+ 16 1/n 140n2

Serial-parallel multiplier [202], 3n+ 2
optimized in [12, 205] 2n

1/(2n) 26n2

Array multiplier 4n−1 1 1100n2

4.7 Summary

Novel multiplier units were described at the logic, the pipeline, and the QCA
layout level, and verified with quantum mechanical simulation. The proposed
multipliers achieve tolerance against the technology-inherent noise coupling,
while performing at least as well as the previous design proposals for QCA.
High area-efficiency is achieved by the dense layouts, which can be used as
building blocks in the construction of larger designs. Novel binary multiplier
units for QCA technology:

• Serial-parallel multiplier, with noise robustness.

• Pipelined array multiplier, with noise robustness and highest perfor-
mance-area efficiency.

• Radix-4 multiplier, with noise robustness and customizable degree of
parallelism (the most flexible algorithm on QCA, thus far).

As with the adders, the basic serial and pipelined multipliers typically have
the same latency, while the throughput is strongly dependent on the degree
of parallelism (generally, with pipelining and co-existing data sets). Passive
wiring overhead dominates the circuit area, with square-law dependence on
the operand word length, in all of the designs. Increasing the algorithmic
complexity improves throughput and offers new degrees of freedom for de-
sign exploration, not available for the simple extremities of parallelism.



5. RELIABILITY ANALYSIS

The reliability of large QCA designs has not been analyzed before, leaving
the technology requirements and the significance of architectural decisions
unknown. Next, the reliability levels of two complete arithmetic units are es-
tablished via probabilistic analysis, hierarchically constructing the total fail-
ure rate from the failure rates of the underlying components. It is shown, that
in typical arithmetic units, the macro-level component (bit stage) reliability
has about linear effect on total reliability, while the component types have
contribution weights set by the operand word length. Passive wiring overhead
dominates also the reliability, and a multi-level redundancy scheme appears
as a necessary requirement, for tolerating very high primitive component fail-
ing rates. However, complete fault-tolerant design methodology is out of the
scope of this treatment. This work was reported earlier in [P4] and [P6].

Chapter contents. The previous work on QCA reliability is summarized in
Sec. 5.1 and the theory of probabilistic transfer matrices presented in Sec. 5.2.
The application of the method and the analysis results on the novel pipelined
ripple carry adder are described in Sec. 5.3, while Sec. 5.4 presents the ap-
plication of the method and the analysis results on the novel array multiplier.
The conclusion of the chapter follows in Sec. 5.5.

5.1 Previous Work

The nanotechnologies are very sensitive to manufacturing defects and runtime
faults, which are always present when matter is manipulated into very fine-
grained structures, as becomes apparent also from the detailed challenges de-
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scribed on the International Technology Roadmap for Semiconductors (ITRS)
[3]. There has been some research into countering these issues at the level of
QCA technology, but there is no complete fault-tolerant design methodology.
The primitive devices have been studied, but it has been unknown, how re-
liable the elements should be, to enable functioning larger constructs. The
proposals to build arithmetic and even larger circuits do not consider this, and
the key reliability design problem is not yet adequately solved. The contri-
bution here concentrates on the analysis side, but for completeness, also the
efforts on QCA specific design work are summarized. In the scope exceeding
QCA, the general fault-tolerant techniques have been developed over a long
period of time, and an overview of the schemes is given in [209].

One of the first reliability studies on QCA proposed block gates to obtain fault
tolerance [30, 31], and the run-time error behavior of a metal-dot technology
shift-register, implemented in laboratory environment, was analyzed in [9]
and revisited in [82]. Thermodynamic stability was inspected with a statis-
tical mechanical model in [52], and triple modular redundancy with shifted
operands was proposed as a circuit improvement in [196]. The scaling prop-
erties of the QCA primitives were inspected in [183, 184], and fault simula-
tions shown in [39, 188]. A promising approach to combat the faults with a
tile-based design approach was recently analyzed in [32, 33, 35], and the sen-
sitivity of sequential structures in [163,164]. Robustness of the coplanar wire
crossing, including alternative implementations, was inspected in [40, 41].

The severe noise path problem related to the imperfect radius of interaction
of the practical cellular automata was inspected in [50], and the resulting phe-
nomena were explained in [10]. This issue has tremendous effect on the cost
and performance of arithmetic units, which have to be designed to deal with
it at very low level. Failure to address this renders most of the previous pro-
posals of QCA implementations as unreliable, and the only previous designs
solving the problem pay excessive penalty for the robustness [10, 48].

The key reliability problem is not yet adequately solved, and there is no
methodology to design a complete robust system. However, recently the
requirements that a full adder (FA) unit sets on the underlying devices was
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analyzed in [15, 210]. The largest acceptable failure rates were established
via probabilistic transfer matrices of the primitive components (logic gates
and short wire segments), giving a concrete goal for the developers of the
physical and gate-level QCA nanotechnology implementations of single bit
addition [15, 210].

This novel work extends the probabilistic analysis to complete multi-bit arith-
metic units, the pipelined ripple carry adder and the pipelined array multiplier.
The contribution of the passive wiring and active full adders to the overall re-
liability are compared, including the operand word length effects. The results
are used in conjunction with the previous study, to transform the architectural
requirements into the failure rates of the low-level circuit primitives.

5.2 Probabilistic Transfer Matrices

The reliability of a combinatorial circuit can be computed accurately, if the
structure of the circuit and the error rates of the components are known. Each
component has it’s own probabilistic transfer matrix (PTM), which states all
the probabilities of an input combination leading to an output combination.
The individual matrices can be combined into the PTM of a complete circuit:
the common PTM of parallel components is formed from the smaller PTMs
via Kronecker (alternatively tensor) products (here denoted by ⊗), and the
common PTM of components in series is formed from the smaller PTMs with
matrix-matrix products. The approach can be applied at various abstraction
and hierarchy levels, and there is no need to have actual physical parameters
included, although they can be utilized in low-level analysis. [211–213]

The produced collective matrix describes the probabilistic relations between
each distinct input combination and each distinct output combination of the
complete system, and this data structure has to be further processed to de-
termine the desired reliability parameters. In the case of the simple total re-
liability, this is achieved as follows: the reliability of a circuit is found by
multiplying the PTM element-wise with a corresponding ideal transfer ma-
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trix (ITM), with zero failure probabilities, thus setting to zero all the elements
representing erroneous input-output cases. The resulting matrix is multiplied
left-wise by a vector containing the probabilities of each input case to the cir-
cuit, producing a vector describing the probability of occurence of each cor-
rect input-output case, with the specified input probability distribution. The
total reliability is simply the sum of the vector elements. [211–213]

5.3 Pipelined Ripple Carry Adder

The reliability of the binary multi-bit addition is established, when executed
on the standard ripple carry adder (RCA) structure presented earlier. The
contributions of passive wiring and active computing hardware are compared,
including the word length effects.

5.3.1 Probabilistic Formulation

The probability transfer matrix approach can be applied to the QCA ripple
carry adder, which in principle is a purely combinatorial structure, although
the QCA implementation leads to pipelining at very fine-grained level. The
design has three types of components in this probabilistic analysis, as shown
in Fig. 35: full adders, input wire blocks, and output wire blocks. The com-
ponent probabilistic transfer matrices are shown in Fig. 36. An n-bit RCA
has n rows, each consisting of a full adder and (n− 1) wire blocks, and the
PTMs are first constructed for each row of the parallel components using the
Kronecker product, for the 4-bit unit:

P1 = PIW ⊗PIW ⊗PIW ⊗PFA ;

P2 = PIW ⊗PIW ⊗PFA⊗POW ;

P3 = PIW ⊗PFA⊗POW ⊗POW ;

P4 = PFA⊗POW ⊗POW ⊗POW (4)
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Fig. 35. Ripple carry adder, dependencies of the components following the
logic/layout composition with 4-bit operand length.

where PFA, PIW , and POW are the PTMs of full adder, input wire block, and
output wire block, respectively. The row PTMs in series are combined into
the PTM of the complete RCA unit using the matrix product:

PRCA = P1P2P3P4. (5)

An ideal transfer matrix (PRCA,ideal) of the RCA is constructed similarly, from
ideal component matrices with failure rate p = 0. The probability transfer
matrix and the ideal transfer matrix are multiplied element-wise (�) to remove
the reliability mass corresponding to failures, and the resulting matrix is then
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Input cases Output cases (cout ,s):
(b,a,c): 00 01 10 11
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p/3 1− p p/3 p/3
p/3 p/3 1− p p/3
p/3 p/3 1− p p/3
p/3 p/3 p/3 1− p

⎤
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⎡
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⎤
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Input cases Output cases (s):
(s): 0 1
0
1

[
1− p p
p 1− p

]
= POW

(c)

Fig. 36. Probabilistic transfer matrices of the components, with error probability p:
a) full adder (PFA), b) input wire block (PIW ), and c) output wire block (POW ).

left-multiplied with a vector v = [1/22n+1, . . . ,1/22n+1] containing the equal
probabilities of each input case. The total reliability is the sum of the elements
of the resulting vector:

R= ∑ (v(PRCA �PRCA,ideal)). (6)

5.3.2 Reliability Approximation

The PTM approach is computationally complex since the matrix dimensions
grow rapidly with the number of inputs and outputs of a stage: a j-input
k-output PTM has size [2 j×2k], having 2 j+k elements. This results in expo-
nential number of real multiplications and multiply-accumulate (MAC) op-
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Fig. 37. Complexity of forming the exact probability matrix of the complete RCA.

erations in computing the total reliability of an RCA, as shown in Fig. 37,
although the analysis of a single full or serial adder alone would be only a
constant complexity operation with relatively small matrices [15, 210]. Fast
computation on a personal computer is possible only up to the operand word
length of six bits, where the largest matrix has 213+12 ≈ 33.6 ∗ 106 elements.
Forming the RCA matrices takes five minutes for a component reliability, with
numerical Matlab on a Pentium M 2.13GHz, 2 GB of RAM, WinXP SP2.

The exact PTM computation was run on word lengths n = 1 . . .6, to obtain
a large set of data on various component failure rates, evenly stepped in the
range 0 . . .10−3, simplified by using the same error probability pW for both of
the wire block types (although it should be noted that this causes a minor bias
in the resulting data set). The data was then used to construct a second degree
polynomial approximation of the RCA reliability, given in Table 8.

The approximation matches very well the small word length data, the devi-
ation from the exact computation being around 0.001%, and based on the
trend of the prediction error having quadruple increase with the operand word
length, a 128-bit adder reliability is overestimated less than 4%, as long as the
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Table 8. RCA reliability approximation.

Total reliability R= a+ b+ 1

Component Contribution

Full adder a= (−0.98n− 0.04)pFA

Wire block b= (−0.89n2 + 0.80n+ 0.11)pW

component failure rate does not exceed 10−4, and the peak overestimation of
8% is reached around component failure rate 3× 10−4. Since the model is
tuned for the medium range of component error rates, from there on, larger
component failure rates tend towards the opposite prediction error, growing
rapidly with the operand word: a 128-bit adder reliability is underestimated
at worst by 45%, as long as the component failure rate does not exceed 10−3,
which can be considered a justified assumption of an acceptable worst case
limit for digital QCA computing [15]. After this point, the pessimistic trend
continues even more steeply, and the model cannot be used for reliability pre-
diction anymore. This model is technology independent, but the chosen com-
ponent hierarchy sets the parameter interpretation, as defined in Sec. 5.3.1.

5.3.3 Analysis Results

The total reliability R of a fixed operand length RCA depends linearly on the
failure rate of the full adder block pFA and the failure rate of the wire block
pW . However, the relative weights of the two factors are heavily affected by
the operand word length n of the unit, as shown in Table 8: the full adder has
a weight determined by a linear function of the word length, while the wire
block has a weight of a quadratic dependence on the word length. Thus the
wiring dominates the reliability from 3-bit to larger units, if the component
failure rates are same for the different block types. This is consistent with
the complete RCA circuit area proportions of the blocks, linear vs. quadratic
behavior with the operand word length.
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Table 9. RCA 99% level reliability requirements for the component blocks.

Component failure rate
Word
length

Failing FAs,
ideal wires
(best case)

Ideal FAs,
failing wires
(theoretical)

Failing FAs,
failing wires
(worst case)

1 1.00× 10−2 - -
2 4.90× 10−3 5.37×10−3 2.51×10−3

3 3.16× 10−3 1.78×10−3 1.14×10−3

4 2.39× 10−3 9.12×10−4 6.61×10−4

5 2.00× 10−3 5.37×10−4 4.27×10−4

6 1.60× 10−3 3.55×10−4 2.82×10−4

8 1.27× 10−3 1.98×10−4 1.71×10−4

16 6.36×10−4 4.65×10−5 4.34×10−5

32 3.18×10−4 1.13×10−5 1.09×10−5

64 1.59×10−4 2.78×10−6 2.73×10−6

128 7.97×10−5 6.91×10−7 6.85×10−7

On the other hand, to achieve certain total reliability level of a complete sys-
tem, the required reliability of a component depends on where this component
is used, and how many instances there are. A system of four full adders and
wiring blocks achieves a desired total reliability level with fairly modest fail-
ure rate requirements for the basic blocks, but a system of 128 full adders will
not reach the same total reliability level, if the underlying block failure rate of
the smaller unit is allowed. Thus, a large arithmetic unit requires much better
components than a small unit.

Table 9 shows the component failure rates required to get a 99% total relia-
bility for the RCA. In the assumed best case, the wire blocks are nearly ideal,
leaving the full adders as the only failing components (column 2); a purely
theoretical case has ideal full adders and failing wires (column 3). In the
worst case, the wire blocks are as likely to fail as the full adders (column 4).
Multi-bit addition has the reliability dominated by the wire blocks, while the
full adders have one or two orders of magnitude smaller contribution. Ta-
ble 10 shows a similar trend for a 99.999% total reliability level.
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Table 10. RCA 99.999% level reliability requirements for the component blocks.

Component failure rate
Word
length

Failing FAs,
ideal wires
(best case)

Ideal FAs,
failing wires
(theoretical)

Failing FAs,
failing wires
(worst case)

1 1.00× 10−5 - -
2 4.90× 10−6 5.37×10−6 2.51×10−6

3 3.16× 10−6 1.74×10−6 1.12×10−6

4 2.40× 10−6 9.12×10−7 6.61×10−7

5 2.00× 10−6 5.25×10−7 4.17×10−7

6 1.58× 10−6 3.55×10−7 2.82×10−7

8 1.27× 10−6 1.98×10−7 1.71×10−7

16 6.36×10−7 4.65×10−8 4.34×10−8

32 3.18×10−7 1.13×10−8 1.09×10−8

64 1.59×10−7 2.78×10−9 2.73×10−9

128 7.97×10−8 6.91×10−10 6.85×10−10

The RCA wire blocks are expected to reach very high reliability in practical
implementations, since they can be usually hardened by increasing the width
of the lines as shown in the layout in Fig. 38 (on QCA, wires of multiple
parallel cells). However, the reliability of multi-bit arithmetic is still quite
demanding: even with ideal wire blocks, a 64-bit ripple carry adder with a
total reliability of 99% requires a full adder with a failure rate smaller than
0.00016, corresponding to a component reliability of 99.98%. This translates
into circuit primitive (logic gate and short wire segment) failure rate of about
10−6, which might still be reached on the QCA nanotechnology [15, 210].

The RCA total reliability of 99%, with the full adders and the wire blocks fail-
ing with equal rate, requires a component reliability of about 99.9997%. This
translates into circuit primitives, which would have to be nearly as reliable
as traditional technology components, the failure rate at least 10−8 [15, 210].
This might already be out of reach of the fault-abundant future technologies.
(The current CMOS transistor failure rates are around 10−11 to 10−10 [3].)
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Fig. 38. Ripple carry adder with hardened wire blocks, three cells wide.

5.4 Array Multiplier

The reliability of the binary multi-bit multiplication is established, when ex-
ecuted on the massively parallel array multiplier (AM) structure. The previ-
ously presented layout level implementation on QCA is analyzed, comparing
the contribution of the passive wiring and the active computing hardware.

5.4.1 Probabilistic Formulation

The array multiplier is in principle a combinatorial structure, compliant to
the PTM decomposition method. A multiplier cell, having the logical struc-
ture shown in Fig. 39(a) and the QCA layout shown in Fig. 39(b), is formed
by components of several types, schematically separated in Fig. 40(a): a sum-
mand and full adder block (SFA), straight wire blocks (W), fanout wire blocks
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Fig. 39. Multiplier cell: a) logical structure, and b) QCA layout.

(F), and crossing wire blocks (X) (in the perimeter cells also crossing and ter-
minate block (XT) and null sources (N)), having the PTMs shown in Fig. 41.
The PTM of the general multiplier cell (CG) is formed according to the de-
pendencies of the blocks in six levels, as shown in Fig. 40(b), with ideal wires
I as formal placeholders for inputs not on the lowest level:

P0 = PI⊗PX ⊗PI ;

P1 = PI⊗PF ⊗PF ⊗PI ;

P2 = PX ⊗PI⊗PI⊗PW ⊗PI ;

P3 = PW ⊗PI⊗PI⊗PI⊗PX ;

P4 = PI⊗PSFA⊗PI ;

P5 = PI⊗PI⊗PX ;

PC,G = P0P1P2P3P4P5. (7)

The PTM of the whole array is formed by combining the cell PTMs according
to the computational order, as shown in Fig. 42 for a 3-bit unit. Nine cell
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Fig. 40. Multiplier cell CG: a) layout components and b) dependency graph. SFA:
summand and full adder. W: straight wire. F: fanout. X: wire crossing. I:
ideal wire as formal placeholder for inputs not at the lowest level.

PTMs are needed as the number of inputs and outputs varies according to the
position in the array, leading to the following decomposition of PAM:

P0 = PI⊗PI⊗PC,TR⊗PI⊗PI ;

P1 = PI⊗PC,T ⊗PI⊗PI⊗PI⊗PI ;

P2 = PC,TL⊗PI⊗PC,R⊗PI⊗PI ;

P3 = PI⊗PI⊗PC,G⊗PI⊗PI⊗PI⊗PI ;

P4 = PC,L⊗PI⊗PC,BR⊗PI⊗PI ;

P5 = PI⊗PI⊗PC,B⊗PI⊗PI⊗PI ;

P6 = PC,BL⊗PI⊗PI⊗PI⊗PI ;

PAM = P0P1P2P3P4P5P6. (8)
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Fig. 41. Probabilistic transfer matrices of the macro components of the multiplier
cell, with error probability pA for the active logic and pW common for all
wiring: a) summand and full adder (PSFA), b) wire block (PW ), c) fanout
block (PF), and d) wire crossing block (PX).
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Fig. 42. Dependency graph of a 3-bit array multiplier. The general array uses nine
cell types with varying number of input and output ports, determined by the
position in the array. CTR: cell at top-right corner. CT : cells in the middle
of top row. CTL: cell at top-left corner. CR: cells in the middle of rightmost
column. CG: general cells in the middle. CL: cells in the middle of leftmost
column. CBR: cell at bottom-right corner. CB: cells in the middle of bottom
row. CBL: cell at bottom-left corner. I: ideal wire as formal placeholder for
inputs not at the lowest level.
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An ideal transfer matrix PAM,ideal is constructed similarly, from ideal compo-
nent matrices with failure rate pA = pW = 0. The PAM and PAM,ideal matrices
are multiplied element-wise (denoted by �) to remove the reliability mass cor-
responding to erroneous outputs, and the resulting matrix is then multiplied
left-wise by a vector v= [1/22n, . . . ,1/22n], containing the equal probabilities
of each input case. The total reliability is simply the sum of the elements of
the resulting vector:

R= ∑v(PAM �PAM,ideal). (9)

5.4.2 Analysis Results

The total reliability R of a fixed operand length AM depends nearly linearly
on the failure rate of the summand and full adder block pA and the common
failure rate of the various wire blocks pW , but the wiring has four to five times
as much effect as the active block. This is mostly due to the fact that the
pass-through wiring accumulates error for all the four output signals of a cell,
while the active part affects only two of the signals. The other reason is that in
this formulation, a large number of wire blocks is used for every active block.

Figure 43 shows the total reliability of a 3-bit array, with various active and
passive component failure rates. In the assumed best case, the wire blocks
are nearly ideal: a 99% total reliability level for the AM is reached, if the
active logic failure rate pA is kept below 0.00116 (above reliability of 99.9%).
In the worst case, the wire blocks are as likely to fail as the active blocks: a
99% level requires the common failure rate (pA = pW ) to stay below 0.00019
(above reliability of 99.99%). The worst case is defined this way, since the
wiring cannot be less reliable than the large active component, when they
share the same underlying technology.
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Fig. 43. Array multiplier: total reliability vs. active component failure rate, each
line with a fixed wire failure rate shown on the right.

The requirements for the active component can be transformed into practical
gate level failure rates, where the primitives should have about two decades
higher reliability than the larger block [15, 210]: a 99.9% SFA block needs
about 99.999% level gate reliability (failure rate of 10−5), which might be
quite acceptable. A 99.99% SFA requires gate primitives with 99.9999% re-
liability (failure rate of 10−6), which might not be reached at the physical
design level alone.

5.5 Summary

The reliability of complete arithmetic units was established via probabilistic
analysis, hierarchically constructing the total failure rate from the failure rates
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of the underlying components. Based on the the pipelined ripple carry adder
and the pipelined array multiplier, it was concluded, that in the typical basic
structures, the bit slice level component reliability has about linear effect on
the total reliability, while the different component types have contribution
weights set by the operand word length. Passive wiring overhead dominates
strongly also the reliability, as the circuit area.

It was shown, that the total failure rate of a complete arithmetic unit increases
orders of magnitude faster than the increasing failure rate of the underly-
ing device-level primitives. Thus, a strong multi-level redundancy scheme is
needed for tolerating the defective and fault-abundant implementation tech-
nologies. However, a complete fault-tolerant design methodology was left
out of the scope of this treatment.



6. POWER ANALYSIS

The power characteristics of large QCA designs have not been analyzed, leav-
ing unknown the maximum operating frequencies and the role of irreversibil-
ity dissipation. Next, three complete arithmetic units are analyzed near the
ultimate limit of computation efficiency, using the Landauer’s principle. It is
shown, that information erasure causes power dissipation, which significantly
limits the maximum operating frequency of molecular QCA arithmetic units,
and thus, reaching the full technology potential requires reversible computing
principles to be adopted. This work was reported earlier in [P3] and [P7].

Chapter contents. The previous work on QCA power characteristics is sum-
marized in Sec. 6.1 and the theory of irreversibility dissipation in Sec. 6.2.
The analysis of the novel pipelined ripple carry adder is presented in Sec. 6.3,
while the analysis of the novel serial-parallel and array multiplier is presented
in Sec. 6.4. The conclusion of the chapter follows in Sec. 6.5.

6.1 Previous Work

Previous power analyses concentrated on the energetic characteristics of the
QCA nanotechnology and the primitive circuit elements: a quantum mechan-
ical treatment in [17] showed that irreversible bit erasures really dissipate en-
ergy on QCA, as implied by the second law of thermodynamics according to
Landauer [18], while [214–216] analyzed the energetics with a semi-classical
model, suitable for predicting the coarse dissipation of metal-dot implemen-
tations. An elegant and straightforward approach to create fully reversible
circuits with Bennett clocking was introduced in [16, 56], following the ideas
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of Bennett [57], achieving ultra low power dissipation without any additional
circuit complexity, while other approaches and trade-offs for reversible QCA
design were outlined in [217]. The power dissipation and reversibility of
primitive QCA circuits and clocking approaches have been analyzed with a
simple mechanical model in [218], and a worst-case estimation model for ir-
reversible operation and abrupt switching with leakage and switching power
components was presented in [219].

In this thesis, the power dissipation in larger systems and at architectural level
is considered. The analysis is based on the thermodynamic necessity to dissi-
pate energy, when a bit of information is irreversibly erased, and the approach
was proven valid for QCA in [17]. The novel study connects the structure
of arithmetic units to the inevitable dissipation in the actual circuit layouts,
and predicts the limits of performance and operating frequencies. The aim
is to establish the key parameters of QCA arithmetic; the bit erasure power
dissipation of the previously presented designs is analyzed, demonstrating the
inevitable tight limits for the operating frequencies of the units, under irre-
versible operation. Fully reversible operation of the pipelined ripple carry
adder is also outlined.

6.2 Irreversibility Power

The thermal noise floor sets a requirement for a signal to have an energy con-
tent of at least Esig = 100kBT (where kB is the Boltzmann constant, and T
the temperature in Kelvin degrees), to obtain a decent error probability of
3.72×10−44 [220]. However, there is no fundamental need to dissipate this
energy on every step of computation, like the conventional technologies do;
the laws of physics require a dissipation of about 140 times smaller energy,
and only when a bit of information is lost [18]. On QCA, most of the signal
energy can be transferred from cell to cell and re-used, making the unavoid-
able erasure dissipation a significant factor. This ultimate limit of energy
efficiency can be reached, since there is no need to move electron currents
and charge circuit capacitances [17].
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The power analysis presented here is based on the thermodynamical require-
ment of heat generation in the active QCA layer, which is expected to dom-
inate the power. The underlying clock network, possibly implemented with
CMOS technology, is also a source of dissipation, although a minor one, since
it can be charged adiabatically, and the clock generator can be placed com-
pletely off-chip, to ease cooling. [16, 56]

The Landauer’s principle [18], resulting from a thermodynamic consideration
of energy and entropy of the system, declares, that losing a bit of information
about the system state leads inevitably to dissipating Edis = kBT ln2 of energy
into the environment, computed in this thesis at the room temperature. The
circuits presented in this study are based on irreversible logic, losing informa-
tion at each step of computation, and their lowest power limits are set by this
law of nature, when operated with the normal Landauer-type clocking [6,53].

6.3 Pipelined Ripple Carry Adder

The power characteristics of the standard ripple carry adder are analyzed in
respect to the ultimate physical limit of computation, the Landauer’s princi-
ple. Also, fully reversible operation is described, based on the Bennett-type
clocking approach.

6.3.1 Bit Erasure Energy

The ripple carry adder discards information in each functional unit, a full
adder, at each clock cycle. A full adder, having the truth table shown in Ta-
ble 11, compresses eight distinct input combinations into four different output
values in quite an unbalanced way. Three input cases are mapped onto a single
output case twice, leading to the loss of two bits of system state. This is very
strong state compression, causing considerable power dissipation, as the total
number of bit erasures in n-bit addition is directly, and the energy efficiency
inversely, proportional to the operand word length, as shown in Fig. 44.
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Table 11. Truth table of the full adder, showing the unbalanced eight-to-four input-
output mapping, resulting in a strong state compression.

Inputs Outputs
Mapping a b cin cout s
One-to-one 0 0 0 0 0
Three-to-one 0 0 1 0 1

0 1 0
1 0 0

Three-to-one 0 1 1 1 0
1 0 1
1 1 0

One-to-one 1 1 1 1 1

6.3.2 Power Density

The power density is determined by the place and computation time of the bit
erasures, in the case of the full and serial adders, simply located in the same
part of the circuit on consequent clock cycles. In the pipelined ripple carry
adder, a single n-bit addition is spread on n different full adders, operating
on consequent cycles, but since the structure computes n additions with the
different data sets co-existing in the pipeline, the power density of the active
region (the full adders) is exactly the same as in the other units, and not depen-
dent on the operand word length. The minimum reachable hot spot power is
very high, as quite a lot of information is lost on small circuit area. Resulting
implementation specific power densities for various molecular QCA feature
sizes are shown in Fig. 45(a). (Surprisingly, multiplier units could achieve
much lower power densities: less information is lost, since the input operands
can be made available for reversing the computation, as a free by-product of
the multiplier organization. This is considered in the following Sec. 6.4.)

Efficient spreading of the heat could tremendously alleviate the power prob-
lem in the ripple carry adder. If the heat could be distributed all over the
structure, growing with a square-law, the energy on area unit diminishes in-
versely to the square of the operand word length, as shown in Fig. 45(b).
However, since the heat transfer characteristics of QCA implementations are
still unknown, the discussion here is limited to the hot spot power.
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Fig. 44. Bit erasures in n-bit addition: a) total number and b) resulting energy effi-
ciency, defined as complete n-bit addition operations per unit energy.

The power density is highly dependent on the cell size of the technology, lim-
iting the maximum operating frequency, as we can easily cool only about 100
watts of heat per square centimeter (the actual value used by the ITRS [3]
is 198 W/cm2, but here it is conservatively assumed that about half should
be reserved for power components other than the active QCA layer). This is
a problem with molecular implementations, while the more coarse technolo-
gies are limited by other issues. In view of heat generation, a coarse featured
technology might be more feasible than the smallest possible; the maximum
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Fig. 45. Power and energy comparison on QCA: a) power density on the active area
of the adders, according to the cell width (size in nanometers on the right),
and b) erasure energy spread on the total area of the ripple carry adder.

clock frequencies of the adders, for various molecular QCA technologies, are
shown in Fig. 46. The limits found for the adders are surprisingly low: on
a 1 nm cell technology, the bound settles to about 35 GHz, and on 3 nm
technology, to about 310 GHz. Although these limits are very high frequen-
cies for conventional technologies, they are definitely restricting for emerging
devices predicted to have switching in the terahertz regime; increasing the
performance of arithmetic by raising the clock frequency will reach its limits
very fast, compared to the approach of increasing the level of parallelism.
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Fig. 46. Maximum operating frequency of the adders on molecular QCA technologies
of various feature sizes, under the cooling restriction of 100 W/cm2.

It can be concluded, that when the irreversibility power is the limiting factor,
the smaller the QCA cell the slower the circuit. However, this is true for any
technology: the denser the circuit, the higher the power density, and thus, the
lower the top operating frequency. Although the ITRS report on the emerg-
ing research devices projects 61 GHz circuit speed for future transistors, they
would have this same ultimate limitation when scaled to molecular dimen-
sions (the projected densities are at least two orders of magnitude lower) [3].

6.3.3 Reversible Design

The Landauer’s principle, bit erasure requires always dissipation [18], limits
the operating frequency of these irreversible arithmetic units, if the designs
are implemented with the very much sought-for molecular QCA. The only
way to reach smaller power densities and higher clock frequencies is to adapt
reversible computing principles into the designs, and avoid discarding infor-
mation about the state of the system [57]. The main problem is the heavy cost
of this, and the huge design space formed by the possible approaches [217].

Reversible design requires usually reversible logic elements, but on QCA,
it is possible to avoid this additional cost by applying Bennett-type clock-
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ing [16,56], which makes all circuits logically and physically reversible. This
approach has the drawback of disabling the natural pipelined operation, and
the full cost of reversibility is directed at the structural performance of the
arithmetic unit. There is no direct area cost, but the complicated clocking
waveforms are more difficult to produce than the standard Landauer-type
waveforms (see the clocking description in Sec. 2.4).

Bennett clocking is quite challenging to apply on sequential designs, due to
the complex control between steps of computing and uncomputing. This is
why it is not considered feasible on the serial adder, but the pipelined ripple
carry adder, on the other hand, is at the logic level a purely combinatorial
structure, which is ready for this scheme of reversibility. The cell structure
does not require any modifications, and the clocking waveforms can be simply
changed and the pipelined operation lost, ending up with an implementation
that is fully reversible, dissipating energy only at the inputs or the outputs.
The end result might perform better than an irreversible adder, but this is not
guaranteed, as illustrated by the following estimate:

1 nm QCA-cell based ripple carry adder. An irreversible 4-bit
RCA, the design presented in Sec. 3.4 with Landauer clocking, has
the bit erasure limited maximum operating frequency of 35 GHz, as
uncovered in Sec. 6.3.2, while possible other power components, like
the clocking network, are assumed to be sufficiently minor below this
speed. Performance gain is attempted via Bennett clocking, in which
case the reversible adder can have the maximum frequency allowed by
the minor power components other than information erasure.

Structural performance loss. An irreversible Landauer clocked
pipelined RCA finishes an addition operation on every full clock cycle
after the initial latency, producing at most 35 billion results per second.
A reversible Bennett clocked 4-bit unit reserves the complete structure
for one addition for nine cycles: five cycles for forward computing
and four cycles for backwards reversal. It is important to notice, that
a pipelined unit has constant throughput, while the throughput (defined
as results per cycle) of a Bennett clocked n-bit adder decreases inversely
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proportional to the operand word length, just like the maximum allowed
frequency of the critical path of a purely combinatorial traditional arith-
metic unit. Thus, a 4-bit Bennett clocked RCA must have at least 9×35
GHz = 315 GHz operating frequency, to reach the same computing per-
formance, results per second, as a pipelined unit.

Example 1: minor power components set sufficiently high fre-
quency limit, 500 GHz. The reversible adder clock speed can be raised
over the minimum limit of 315 GHz required to compensate the huge
throughput loss due to the lost pipelined operation. At the allowed
500 GHz, the unit produces 500/9 ≈ 55.6 billion results per second,
thus achieving a computing performance improvement of 100×(55.6−
35)/35 ≈ 59 % in comparison with the irreversible design.

Example 2: minor power components set too tight frequency
limit, 200 GHz. The reversible adder clock speed cannot be raised over
the minimum limit of 315 GHz required to compensate the structural
throughput loss. At the allowed 200 GHz, the unit produces 200/9 ≈
22.2 billion results per second, having a computing performance 100×
(22.2−35)/35 ≈−37 % worse than the original irreversible design.

Whether Bennett-type clocking enables so high frequencies, that the structural
performance loss is fully compensated and processing power gained, is still
unknown, since unknown power components, regardless of how infinitesimal
they are, will set the limit after the irreversibility factor has been removed.
However, the fundamental physical limit of energy dissipation in the bit era-
sures can be circumvented, and Bennett clocking might be the easiest way to
do this. The scheme is unique for QCA, as most other technologies, including
CMOS, require also considerable modifications to the circuit structure.

6.4 Serial-Parallel and Array Multiplier

The power characteristics of the standard multipliers are analyzed in respect
to the ultimate physical limit of computation, the Landauer’s principle. Also,
fully reversible operation based on Bennett clocking is considered.
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6.4.1 Bit Erasure Energy

The multipliers discard information in each functional unit, at each clock cy-
cle. A combination of a two-input AND-gate and a full adder compresses 16
distinct input combinations into four different output values in quite an un-
balanced way, most information lost when seven input cases are mapped onto
a single output case, causing a loss of three bits of system state in one multi-
plier cell. This is luckily not the real case, because the input operand bits ai
and b j are either held intact for the whole computation or fed with the out-
puts to the next functional unit. Forwarding the inputs as garbage signals is a
costly way to preserve system state, but as a free by-product of the multiplier
organization, these bits are available for reversing the computation, and thus,
the multiplier cell loses only one bit of information. At the end of an n-bit
multiplication, also the original input operands must be discarded, erasing 2n
bits. The total number of bit erasures is directly, and the energy efficiency
inversely, proportional to the square of the word length, as shown in Fig. 47.

6.4.2 Power Density

The place and timing of the bit erasures in an n-bit multiplication is different
for each design, in principle affecting the expected power density, but in prac-
tice, evened out by the array computing n multiplications with different data
sets co-existing in the pipeline, while the serial-parallel unit computes a single
spread multiplication. There is also a difference in the hardware utilization,
as the array can run with 100% of the functional units computing all the time,
while the serial-parallel structure reaches a utilization of about 75%. This is
due to the fact that the last pipeline stages of the bit-serial approach form a
bottleneck, forcing the previous stages to stall or compute with zero inputs.

The minimum reachable power density is found by normalizing the total era-
sure energy with the computation time and the area of the multiplier. The
metric does not depend on the word length of the unit, only on the structure



6.4. Serial-Parallel and Array Multiplier 101

0

4000

8000

12000

16000

20000

16 32 48 64 80 96 112 128

Word length (bits)

u
b

e
r 

o
 b

it
 e

ra
s
u

re
s

(a)

10

100

1000

10000

100000

16 32 48 64 80 96 112 128

Word length (bits)

n
e
rg

 e
ic

ie
n

c
(o

s
)

(b)

Fig. 47. The bit erasures in n-bit multiplication, when the operand bits are avail-
able with intermediate outputs: a) total number, and b) resulting energy
efficiency, defined as complete n-bit multiplications per unit energy.

and the operating frequency; the array has a smaller value than the serial-
parallel unit, on the same clock rate. Implementation specific power densities
for various molecular QCA feature sizes are shown in Fig. 48.

The power density is highly dependent on the cell size of the technology, lim-
iting the maximum operating frequency, as we can easily cool only about 100
watts of heat per square centimeter (about half of the ITRS [3] value of 198
W/cm2, to make a conservative reservation for power components other than
the active QCA layer). This is a problem with molecular implementations,
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Fig. 48. The power density of the multiplier designs on molecular QCA technolo-
gies, according to the cell width (size in nanometers on the right): a) serial-
parallel multiplier, and b) array multiplier.

while the more coarse technologies are limited by other issues. In view of
heat generation, a coarse featured technology might be more feasible than
the smallest possible; the maximum clock frequencies of the multipliers on
various molecular QCA technologies are shown in Fig. 49.

In the presented area optimized implementations, the array multiplier enables
higher operating frequencies than the serial-parallel multiplier, even with the
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bit-serial structure having several idle cycles reducing the power density. On a
1 nm cell technology, the maximum frequency of the array is 240 GHz, while
the serial-parallel structure reaches 180 GHz. Although these are very high
frequencies for conventional technologies, they are quite restricting limits on
a technology, which is predicted to have switching in the terahertz regime.

6.4.3 Reversible Design

The Landauer’s principle, bit erasure requires always dissipation [18], limits
the operating frequency of also the irreversible multiplier units, if the designs
are implemented with the very much sought-for molecular QCA. Smaller
power densities and higher clock frequencies could be reached by adopting
reversible computing [57], based on reversible logic gates, QCA specific Ben-
nett clocking [16, 56], or some combination of these approaches [217].

Bennett clocking (as described in Sec. 2.4) is very appealing method of cre-
ating reversible logic circuits from combinatorial (pipelined on QCA) or sys-
tolic designs, since modifications to the circuit structure can be avoided or at
least limited. Reversible logic gates are not needed, but pipelining and the
inherent structural performance is lost. Bennett clocking is quite challenging
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to apply on sequential designs, due to the complex control between steps of
computing and uncomputing, which is the reason it is not very suitable for the
serial-parallel or radix-4 multiplier. A natural target is the systolic pipelined
array multiplier, which is at the logic level a purely combinatorial structure.

The computing performance offered by a Bennett clocked reversible array
multiplier might surpass an irreversible implementation, but this is not guar-
anteed, since it is still unknown, whether other power dissipation components
than information erasure, regardless of how infinitesimal they are, set too
tight limits after the irreversibility factor has been removed. Thus, whether
Bennett-type clocking alone enables so high clock frequencies, that the struc-
tural performance loss is fully compensated and processing power gained,
remains an open question, although the fundamental physical limit of energy
dissipation in the bit erasures can be circumvented. (See the explanatory ex-
amples on a reversible ripple carry adder in Sec. 6.3.3.)

6.5 Summary

The power dissipation of complete arithmetic units was analyzed near the ul-
timate limit of computation efficiency, using the Landauer’s principle directly.
Based on the pipelined ripple carry adder, the pipelined array multiplier, and
the serial-parallel multiplier, it was concluded, that irreversible information
erasure consumes significant electrical power on molecular QCA. The bit era-
sures limit the allowed clock frequencies of the designs much lower than the
expected switching speeds of the primitive devices would enable.

Based on the identified power limitation, it was concluded, that the full tech-
nology potential of QCA cannot be reached by the traditional approach of
purely irreversible digital design. The desired higher operating frequencies
are available only, if the bit erasure dissipation can be reduced by incorporat-
ing reversible computing principles into the designs. More generally, similar
density-speed-reversibility tradeoffs are necessary also for all other circuit
technologies offering molecular implementations.



7. CONCLUSIONS

In this thesis, computer arithmetic units have been developed for the promis-
ing quantum-dot cellular automata nanotechnology, and the characteristics of
the designs evaluated with several metrics. Understanding these structures
is crucial for establishing design methodology for the nanotechnology, and
enabling optimization and design automation, in the long run.

7.1 Main Results

Novel modular arithmetic units were designed and described at the logic, the
pipeline, and the QCA layout level, and verified with quantum mechanical
simulation. The adder and multiplier designs were compared with previous
proposals for QCA, showing that the presented designs achieve noise rejection
with little or no performance/area penalty. In several cases, the presented units
had the best performance or the smallest circuit area.

The performance metrics indicated, that basic serial and pipelined arithmetic
structures typically have the same latency, on the studied self-latching tech-
nology, while the difference is in the throughput. The circuit area is dominated
by the passive wiring overhead, characterized with a square-law dependency
on the operand word length.

The reliability analysis, based on the probabilistic transfer matrix method,
showed the urgent need for a multi-level redundancy scheme to be developed
for large operand length arithmetic. Typically, macro component reliability
had about linear effect on the total reliability, while the component types
affected the total reliability with different weights, depending on the word
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length. Wiring overhead dominated also the reliability. (The study was lim-
ited to analysis, leaving actual fault tolerant design methodology out of the
scope of this treatment.)

The power analysis, at the fundamental Landauer’s limit, showed that reach-
ing the full technology potential of QCA requires reversible computing prin-
ciples to be adopted into the designs. Irreversible bit erasures consume signif-
icant power on the molecular implementations, limiting the clock frequencies
of the designs much lower than the expected switching speed of the technol-
ogy. Generally, similar density-speed-reversibility tradeoffs are necessary for
all other circuit technologies offering molecular implementations.

To conclude, the studies in this thesis show that QCA nanotechnology cir-
cuits and systems have to address several phenomena, that have not had much
impact in traditional engineering work, yet. Design optimization has to be
started from the reliability and power challenges, which will determine if
the planned system will be practical to manufacture and really works, un-
der the specified operating conditions. These challenges have been identified
and broken down in the component analyses of this thesis, but actual design
methodology to address them remains to be developed.

7.2 Future Development

The work on arithmetic structures matching the fine-grained pipelining of
QCA is not complete. At this point, a good candidate for further research
is the proposed Radix-4 recoded multiplier unit, which offers a lot of possi-
bilities for introducing redundancy to achieve tolerance against the manufac-
turing defects and the runtime faults. However, the conducted studies give rise
to some predictions about the future of computing systems more generally.

Reliability. The conducted reliability studies present a fresh view on the
topic, serving as a starting point for developing the analysis methods fur-
ther. Design automation to generate the reliability decomposition of a system
should be incorporated in emerging tools, enabling easy design space explo-
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ration. In the scope of computing systems generally, complete fault-tolerant
design methodology must and will be developed, to enable functioning sys-
tems based on failing parts. Whether these systems process digital data, or
data in some other representation format, remains to be seen.

Reversibility. The electrical power studies of this thesis also have a new view
on the topic, inspiring the development of the logical block level irreversibility
analysis methods further. Design automation to compute the effects of infor-
mation erasure should be incorporated in the emerging tools, again, aiming at
easy design space exploration. In the long run, information processing sys-
tems will have incorporate at least partially reversible computation methods
to limit the heat generation, while reversibility is also a strict precondition for
the visioned quantum computing with superposed state variables. However, a
lot of basic research is needed, before the huge design space of redundancy
and reversibility degrees of freedom is adequately understood.
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[115] K. Nikolić and M. Forshaw, “Molecular magnetic quantum cellular au-
tomata,” Univ. College London, Physics & Astronomy Dept., Tech.
Rep., Jun. 2004.



Bibliography 119

[116] M. Niemier, M. Alam, X. S. Hu, G. Bernstein, W. Porod, M. Put-
ney, and J. DeAngelis, “Clocking structures and power analysis for
nanomagnet-based logic devices,” in Proc. Int. Symp. Low Power Elec-
tronics And Design, Portland, OR, USA, Aug. 27–29, 2007, pp. 26–31.

[117] M. Niemier, M. Kontz, and P. Kogge, “A design of and design tools for
a novel quantum dot based microprocessor,” in Proc. Design Automa-
tion Conf., Los Angeles, CA, USA, Jun. 5–9, 2000, pp. 227–232.

[118] M. Niemier, “Designing digital systems in quantum cellular automata,”
Master’s thesis, Univ. Notre Dame, IN, USA, 2000.

[119] K. Walus and G. Jullien, “Design tools for an emerging SoC technol-
ogy: Quantum-dot cellular automata,” Proc. IEEE, vol. 94, no. 6, pp.
1225–1244, Jun. 2006.

[120] K. Walus, T. Dysart, G. Jullien, and R. Budiman, “QCADesigner: A
rapid design and simulation tool for quantum-dot cellular automata,”
IEEE Trans. Nanotechnol., vol. 3, no. 1, pp. 26–31, Mar. 2004.

[121] K. Walus, G. Schulhof, and G. A. Jullien, “Implementation of a sim-
ulation engine for clocked molecular QCA,” in Proc. Canadian Conf.
Electrical and Computer Engineering, Ottawa, ON, Canada, May 7–
10, 2006, pp. 2128–2131.

[122] F. Karim, A. Navabi, K. Walus, and A. Ivanov, “Quantum mechanical
simulation of QCA with a reduced Hamiltonian model,” in Proc. IEEE
Conf. Nanotechnology, Arlington, TX, USA, Aug. 18–21, 2008, pp.
327–330.

[123] (2007) QCADesigner website. Univ. Calgary ATIPS Laboratory.
[Online]. Available: http://www.qcadesigner.ca

[124] S. Srivastava and S. Bhanja, “Hierarchical probabilistic macromodel-
ing for QCA circuits,” IEEE Trans. Comput., vol. 56, no. 2, pp. 174–
190, Feb. 2007.

[125] S. Bhanja and S. Sarkar, “Probabilistic modeling of QCA circuits using
Bayesian networks,” IEEE Trans. Nanotechnol., vol. 5, no. 6, pp. 657–
670, Nov. 2006.



120 Bibliography

[126] S. Srivastava and S. Bhanja, “Bayesian macromodeling for circuit level
QCA design,” in Proc. IEEE Conf. Nanotechnology, vol. 1, Cincinnati,
OH, USA, Jun. 17–20, 2006, pp. 31–34.

[127] S. Bhanja and S. Sarkar, “Graphical probabilistic inference for ground
state and near-ground state computing in QCA circuits,” in Proc. IEEE
Conf. Nanotechnology, vol. 1, Nagoya, Japan, Jul. 11–15, 2005, pp.
290–293.

[128] ——, “Switching error modes of QCA circuits,” in Proc. IEEE Conf.
Nanotechnology, vol. 1, Cincinnati, OH, USA, Jun. 17–20, 2006, pp.
383–386.

[129] O. Neto, M. Pacheco, and C. Hall Barbosa, “Neural network simulation
and evolutionary synthesis of QCA circuits,” IEEE Trans. Comput.,
vol. 56, no. 2, pp. 191–201, Feb. 2007.

[130] R. Tang, F. Zhang, and Y.-B. Kim, “Design metal-dot based QCA cir-
cuits using SPICE model,” Microelectron. J., vol. 37, no. 8, pp. 821–
827, Aug. 2006.

[131] ——, “QCA-based nano circuits design [adder design example],” in
Proc. IEEE Int. Symp. Circuits Syst., vol. 3, Kobe, Japan, May 23–26,
2005, pp. 2527–2530.

[132] ——, “Quantum-dot cellular automata spice macro model,” in Proc.
ACM Great Lakes Symp. VLSI, Chicago, IL, USA, Apr. 17–19, 2005,
pp. 108–111.

[133] J. C. Lusth and B. Dixon, “A characterization of important algorithms
for quantum-dot cellular automata,” Inf. Sci., vol. 113, no. 3–4, pp.
193–204, Feb. 1999.

[134] V. Vankamamidi, M. Ottavi, and F. Lombardi, “A serial memory by
quantum-dot cellular automata (QCA),” IEEE Trans. Comput., vol. 57,
no. 5, pp. 606–618, May 2008.

[135] ——, “Tile-based design of a serial memory in QCA,” in Proc. ACM
Great Lakes Symp. VLSI, Chicago, IL, USA, Apr. 17–19, 2005, pp.
201–206.



Bibliography 121

[136] D. Berzon and T. Fountain, “A memory design in QCA using the
SQUARES formalism,” in Proc. ACM Great Lakes Symp. VLSI, Ann
Arbor, MI, USA, Mar. 4–6, 1999, pp. 166–169.

[137] M. Ottavi, S. Pontarelli, V. Vankamamidi, A. Salsano, and F. Lombardi,
“QCA memory with parallel read/serial write: Design and analysis,”
IEE Proc. Circuits Devices Syst., vol. 153, no. 3, pp. 199–206, Jun.
2006.

[138] M. Ottavi, V. Vankamamidi, F. Lombardi, S. Pontarelli, and A. Salsano,
“Design of a QCA memory with parallel read/serial write,” in Proc.
IEEE Computer Society Annu. Symp. VLSI, Tampa, FL, USA, May 11–
12, 2005, pp. 292–294.

[139] M. Ottavi, V. Vankamamidi, F. Lombardi, and S. Pontarelli, “Novel
memory designs for QCA implementation,” in Proc. IEEE Conf. Nano-
technology, vol. 2, Nagoya, Japan, Jul. 11–15, 2005, pp. 545–548.

[140] S. Frost, A. Rodrigues, A. Janiszewski, R. Raush, and P. Kogge, “Mem-
ory in motion: A study of storage structures in QCA,” in Proc. Work-
shop Non-Silicon Computation, Int. Symp. High Performance Com-
puter Architecture, Boston, MA, USA, Feb. 3, 2002.

[141] S. Frost, A. Rodrigues, C. Giefer, and P. Kogge, “Bouncing threads:
Merging a new execution model into a nanotechnology memory,” in
Proc. IEEE Computer Society Annu. Symp. VLSI, Tampa, FL, USA,
Feb. 20–21, 2003, pp. 19–25.

[142] S. Frost, “Memory architecture for quantum-dot cellular automata,”
Master’s thesis, Univ. Notre Dame, IN, USA, 2005.

[143] B. Taskin and B. Hong, “Dual-phase line-based QCA memory design,”
in Proc. IEEE Conf. Nanotechnology, Cincinnati, OH, USA, Jun. 17–
20, 2006, pp. 302–305.

[144] V. Vankamamidi, M. Ottavi, and F. Lombardi, “A line-based parallel
memory for QCA implementation,” IEEE Trans. Nanotechnol., vol. 4,
no. 6, pp. 690–698, Nov. 2005.

[145] M. Ottavi, L. Schiano, S. Pontarelli, V. Vankamamidi, and F. Lombardi,
“Timing verification of QCA memory architectures,” in Proc. IEEE
Conf. Nanotechnology, vol. 1, Cincinnati, OH, USA, Jun. 17–20, 2006,
pp. 391–394.



122 Bibliography

[146] X. S. Hu, M. Crocker, M. Niemier, M. Yan, and G. Bernstein, “PLAs
in quantum-dot cellular automata,” in Proc. IEEE Computer Society
Annu. Symp. Emerging VLSI Technologies and Architectures, Karl-
sruhe, Germany, Mar. 2–3, 2006.

[147] M. Niemier and P. Kogge, “The ”4-diamond circuit” - a minimally
complex nano-scale computational building block in QCA,” in Proc.
IEEE Computer Society Annu. Symp. VLSI, Lafayette, LA, USA, Feb.
19–20, 2004, pp. 3–10.

[148] M. Niemier, A. Rodrigues, and P. Kogge, “A potentially implementable
FPGA for quantum dot cellular automata,” in Proc. Workshop Non-
Silicon Computation, Int. Symp. High Performance Computer Archi-
tecture, Boston, MA, USA, Feb. 3, 2002.

[149] T. Lantz and E. Peskin, “A QCA implementation of a configurable logic
block for an FPGA,” in Proc. IEEE Int. Conf. Reconfigurable Comput-
ing and FPGA’s, San Luis Potosi, Mexico, Sep. 20–22 2006, pp. 1–10.

[150] W. Rao, A. Orailoglu, and R. Karri, “Logic level fault tolerance ap-
proaches targeting nanoelectronics PLAs,” in Proc. Design, Automa-
tion & Test in Europe Conf., Nice, France, Apr. 16–20, 2007, pp. 1–5.

[151] J. Janulis, P. Tougaw, S. Henderson, and E. Johnson, “Serial bit-stream
analysis using quantum-dot cellular automata,” IEEE Trans. Nanotech-
nol., vol. 3, no. 1, pp. 158–164, Mar. 2004.

[152] S. Henderson, E. Johnson, J. Janulis, and P. Tougaw, “Incorporating
standard CMOS design process methodologies into the QCA logic de-
sign process,” IEEE Trans. Nanotechnol., vol. 3, no. 1, pp. 2–9, Mar.
2004.

[153] S. Sarkar and S. Bhanja, “Synthesizing energy minimizing quantum-
dot cellular automata circuits for vision computing,” in Proc. IEEE
Conf. Nanotechnology, Nagoya, Japan, Jul. 11–15, 2005, pp. 541–544.

[154] T. Fountain, “The design of highly-parallel image processing systems
using nanoelectronic devices,” in Proc. IEEE Int. Workshop Computer
Architecture for Machine Perception, Boston, MA, USA, Oct. 20–22,
1997, pp. 210–219.



Bibliography 123

[155] A. Fijany, B. Toomarian, and M. Spotnitz, “Novel highly parallel and
systolic architectures using quantum-dot based hardware,” in Proc.
Parallel Computing, Delft, the Netherlands, Aug. 17–20, 1999.

[156] N. Yamamoto, H. Fujisaka, K. Haeiwa, and T. Kamio, “Nanoelectronic
circuits for stochastic computing,” in Proc. IEEE Conf. Nanotechno-
logy, Cincinnati, OH, USA, Jun. 17–20, 2006, pp. 306–309.

[157] M. Niemier and P. Kogge, “Logic in wire: Using quantum dots to im-
plement a microprocessor,” in Proc. IEEE Int. Conf. Electronics, Cir-
cuits and Systems, vol. 3, Pafos, Cyprus, Sep. 5–8, 1999, pp. 1211–
1215.

[158] ——, “Exploring and exploiting wire-level pipelining in emerging
technologies,” in Proc. Annu. Int. Symp. Computer Architecture,
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