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ABSTRACT

Aerosol particles produced in the atmosphere have major effects on the life on Earth: cloud
formation starts on seed particles, often formed by photochemical oxidation of biogenic
volatile organic compounds; visibility, corrosion, and health problems are caused by
anthropogenic hydrocarbon and sulfur emission processed into particles by the atmosphere
and the sun.

Naturally occurring secondary organic aerosol (SOA) particles can produce up to a half
of the non-refractory mass of aerosol particles of less than micrometer in size (Jimenez
et al., 2009). This makes SOA a large contributing factor to the climate system of the
Earth. The actual effect that these particles have is, however, not well known, compared
to the other effects affecting the climate (Myhre et al., 2013). The research effort to
increase the understanding and reduce the uncertainties around the climate effects of
SOA encompasses an interdisciplinary research community.

The recent advance made by the observation of a solid phase of SOA by Virtanen et al.
(2010) was the starting point for this thesis. The solid phase of SOA particles means that
a long-held assumption of a partition equilibrium between the condensed phase and the
gas phase of the semivolatile species may be wrong and produce too low a timescale for
the particle chemical reaction rates and uptake coefficients.

This work consists of new developments in the instrumentation of particle properties as
well as new observations of laboratory-generated secondary organic aerosol. The method
development has two branches, one concentrates on finding more information from the
measurement signal of an electrical low pressure impactor (ELPI) used in a somewhat
unconventional way, whereas the other consists of a new detection method for particle
bounce and response to different humidity and phase hysteresis induced by a carefully
controlled humidity history.

The methods and observations made during this work are by no means the final word on
the subject, but they are being used and further developed by the scientific community.
Study of the particle phase and bounce as well as SOA mechanical properties and kinetics
is well underway, and its results will be used to further refine the understanding of both
aerosol fundamentals as well as the climate system.
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SYMBOLS AND ABBREVIATIONS

α Material coefficient of bouncing
β charge equalization coefficient of bouncing
λ Mean free path of a gas molecule, 66 nm at

NTP
ν Frequency of electromagnetic radiation
η Dynamic viscosity
χ Particle shape factor
ρ Density
ρ0 Reference density, 1000 kg/m3

A Hamaker constant
AMS Aerosol mass spectrometer
AS Ammonium sulfate, (NH4)2SO4
B normalized material coefficient of bouncing
BF Bounced fraction, not to be mixed with bounce

factor
Cc Slip correction factor
CCN Cloud condensation nuclei
CPC Condensation particle counter
CR Coefficient of restitution
d50,n Cut-off size for the impactor stage n
v50,n Impact velocity of the cut-off size.
da Particle aerodynamic diameter
d Particle diameter, for round particles also the

mobility diameter
e elementary charge
ELPI Electrical low pressure impactor
FD Drag force
g Gravitational acceleration
GF Growth factor
h Planck constant
H/C Hydrogen to carbon ratio
HEC Harvard Environmental Chamber
HONO Nitrous acid
I Electric current
kB Boltzmann constant
LG Levoglucosan
LLPS Liquid-liquid phase separation
MFC Mass flow controller
n Charge number
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viii Contents

(NH4)2SO4 Ammonium sulfate
NTP Normal temperature and pressure, 105 Pa,

273.15K
O/C Oxygen to carbon –ratio
O(1D) Free oxygen radical
O3 Ozone
∗OH Hydroxyl radical
OSC Oxidation state
P penetration probability of a particle through

charger
PAM Potential aerosol mass reactor
PTFE Teflon, polytetrafluoroethylene
q0 Particle precharge before contact
qc Charge transfer upon impaction
qtot Total charge transfer
r Effective radius of a diffusing particle
RH Relative humidity
RHI Relative humidity in the impactor
SOA Secondary organic aerosol
SOM Secondary organic material
SMPS Scanning mobility particle sizer
T Temperature
UV Ultraviolet radiation
V Particle velocity
vi Impaction velocity
vi,0 reference impaction velocity, 100m/s
v∗i Critical impaction velocity
vr Rebound velocity
z0 Atomic separation between particle and sub-

strate (0.4 nm)
Z Electrical mobility
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1 Introduction

Aerosol particles formed or released in the atmosphere have different lifespans depending
on their size, composition, temperature, humidity and weather (Hallquist et al., 2009).
Atmospheric aerosols affect the climate and weather as well as the quality of life of a
large fraction of the human population around the world.

Recently, the role of aerosol particles in the climate has been the topic of wide scientific
interest. The effect of aerosol particles on the energy balance of the Earth is still the
greatest source of uncertainty in the current view of the climate system (Myhre et al.,
2013, Ch.8.5). While absorbing particles can induce the melting of snow and ice and local
warming, different types of particles increase the amount and albedo of the cloud cover
and thus reflect radiation thereby cooling the climate.

Secondary organic aerosol (SOA) is used to refer both to the particles formed from gaseous
organic precursors through gas phase chemistry, as well as the particles and the carrier
gas and vapors. Secondary organic matter (SOM) refers to the condensed organic matter
in particles, to distinguish the material from inorganic matter.

The total effect is still somewhat uncertain because the net effect of any given particle on
the energy budget of the planet depends very strongly on local conditions, most critically
whether the particle grows large enough, can exist long enough and can enter suitable
atmospheric conditions to act as a cloud condensation nucleus (CCN). The main factors
affecting the CCN activity are the particle size and composition. A large fraction of the
atmospheric aerosol loading is formed via secondary particle formation mechanisms. These
mechanisms consist of a process whereby new particulate matter is produced as the gas
phase reactions convert gaseous precursors into lower volatility condensable matter. This
matter is condensed as particles and continue to react slowly with the oxidants absorbed
into the condensed matter. The gas phase reactions generally dominate the reactions over
reactions happening in the particulate matter due to the higher concentration of oxidants
and more effective mixing.

The traditional understanding of these processes is based on steady state partitioning of
the secondary material between the gas phase and the condensed phase. This assumption
is based on rapid transport of material in the particle phase, that is, liquid matter. A
new approach to the issue was taken by Virtanen et al. (2010), who identified biogenic
secondary organic aerosol (SOA) particles as having a solid phase state. This state of the
organic matter can significantly change the timescales of chemical processing and water
interaction with particles.

The key method in Virtanen et al. (2010) was particle bounce measurement with electrical
low pressure impactor (ELPI) (Keskinen et al., 1999). The ELPI is traditionally used
such that the bounce of particles is inhibited by suitable substrate material or coating,
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2 Chapter 1. Introduction

while flat substrate can be used for liquid particles. As the SOA particles do bounce,
which is seen in the instrument as strong deviation from the conventional size distribution,
Virtanen et al. (2010) were able qualitatively distinguish bouncing particles.
The finding of the solid SOA particles was based on a known property of the low pressure
impactor measurements, particle bounce. This phenomenon is generally being suppressed
by the choice of substrate material and coating. However, based on the assumption of
liquid particles these measures were not used, which turned out to be useful for observing
the solid phase state.
The fundamental difficulty in aerosol science is the small size of the particles, which
leads to indirect measurement methods for different particle properties. Often the
properties requiring the most sophisticated and convoluted measurements are those that
for macroscopic subjects are trivial, such as size and mass. This thesis describes the
development and application of methods to distinguish solid particles from liquid ones.
The techniques developed are applied to secondary organic aerosol (SOA). Paper 1
applies the method used by Virtanen et al. (2010) but reaches into smaller particle
sizes and thus to the early moments of a particle’s lifetime. With this new approach, a
deeper understanding of phase state measurement is developed with the same electrical
measurement method in Paper 2. In the second part, a new, direct, quantitative method
is developed to measure the bounce and infer the phase state of the particles (Paper
3). Finally, the direct method is used to probe into the water interaction, aging, and
composition effects on the phase state of single- and multicomponent SOA particles
(Paper 4, Paper 5).
This thesis is arranged as a compilation study. The first part compiles the background
and experimental setting of the research, its most important results, and a summary of
the combined results. The scientific achievements are described in detail in five original
articles, reprinted in the appendices.

Aim and scope

The phase state of secondary organic aerosol particles was for long accepted to be low
viscosity liquid, so much so that chemical reactions and water interaction in particles
could be treated such that the transport from the gas phase to the particles were the
limiting factor (Hallquist et al., 2009). This means that the diffusion of compounds
from the surrounding gas is the rate-limiting step in particle chemical aging and water
interaction processes.
With the observation of Virtanen et al. (2010), the chemical aging and the role and
ubiquity of the solid phase in SOA particles had to be reconsidered. The scientific
understanding at the moment – and the lack of it – led to the following seminal questions
justifying this work:

• How can the phase state of very small particles be measured?

• What is the phase state of the pure and mixed SOA particles?

• What is the effect of the oxidation state, humidity and history on the phase state
of particles?

• Do the different phase states require rethinking SOA behavior and interactions in
atmospheric processes?
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The aim of this thesis is to find answers to the first three questions by instrument
development and laboratory studies and to approach the last question through the
answers gained. The first goal of the publications constituting this thesis’ scientific
contribution is to find methods for measuring the physical properties of particles. After
this instrumental step, the developed methods are used to constrain the properties of
laboratory-generated particles.

The scope of the work is limited to experimental work on finding and using new methods
to study the phase state of single and multicomponent particles and their interaction with
the surrounding atmosphere, excluding field work and climate and aerosol interaction
modeling.

The experimental studies consist of applying the bounce measurement method devel-
oped by Virtanen et al. (2010) and finding new ways of using the original method to
extract more information on particle physical and electrical properties from the electrical
measurement technique (Paper 1, Paper 2). An alternative, more direct approach to
bounce measurement is developed in Paper 3.

From the atmospheric point of view, the observation of solid SOA is studied further with
laboratory aerosols to establish whether the observation is a rare instance, or whether the
solid phase is ubiquitous in SOA. The limits of the solid phase are studied with respect to
SOA water content and the chemical composition of the precursors (Paper 4,Paper 5)
and the effect of crystalline seed particles in SOA (Paper 5). The implications of these
studies extend to a better understanding of the climate system and cloud formation, but
they are beyond the scope of this thesis.





2 Secondary organic aerosol:
formation and role in the atmosphere

Atmospheric aerosol can be roughly divided into primary and secondary particles. Primary
particles are formed or released into the air by mechanical or physical processes. These
processes include sea sprays, wind entrainment, and, for example, pollen release. Secondary
particles are formed via gaseous precursor chemical transformation and subsequent
condensation. Aerosol emissions from combustion processes are considered primary
exhaust, since particle formation after the release of the exhaust is not a result of chemical
transformation. The secondary emission, however can be much higher than the currently
regulated primary emission (Robinson et al., 2007; Shrivastava et al., 2008). Atmospheric
aerosol can thus contain both primary and secondary components because secondary
matter can condense on a primary particle, which in this case is called seed.

Secondary organic aerosol is ubiquitous in the atmosphere (Murphy et al., 2006; Jimenez
et al., 2009; Zhang et al., 2007). Despite their small size, SOA particles have a substantial
effect on the hydrological cycle of the atmosphere as a catalyst for water cloud formation.
As the hydrological cycle all but determines the climate of the Earth, the importance
of its effect on the climate is of consequence on a global scale. SOA also has direct
climate effects Myhre et al. (2013).In addition to biogenic SOA and its global effects,
anthropogenic SOA has massive effects on the local scale in the form of air quality and
related health effects. Understanding the processes during the life cycle of SOA particles
enables effective countermeasures against harmful smog events.

2.1 Formation of SOA particles

The first observation of particles forming in the atmosphere were made at the end of the
19th century by J. Aitken, who pushed atmospheric sciences further than perhaps any
other single scientist in the field. The birth of atmospheric aerosol physics is marked by a
treatise on the number of particles in different types of air (Aitken, 1889) and later the
formation of new particles in the atmosphere (Aitken, 1912).

The formation and growth of secondary organic aerosol starts often with nucleation of
small, sulfuric acid containing clusters (Almeida et al., 2013) in the nanometer range,
over which the secondary organic matter condenses. These nucleation mode particles, on
the order of 10 nm then grow into larger sizes into the accumulation mode, which consists
of older particles, over which secondary organic matter is condensed. This accumulation
mode resides around 100 nm in diameter Seinfeld and Pandis (1998).

The sources of the secondary organic aerosol mass in the atmosphere are volatile organic
compounds, VOCs. VOCs are emitted by vegetation, industry, traffic, biomass burning
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6 Chapter 2. Secondary organic aerosol: formation and role in the atmosphere

and use of fossil hydrocarbon reservoirs (Hallquist et al., 2009). Secondary aerosol
formation occurs when gaseous precursors and a source of oxidant meet to react with the
result that carbon – carbon bonds are broken and hydrogen is replaced by hydroxyl or
other oxygenated functional groups. The main and most efficient oxidation pathway starts
with ozone, which in the lower troposphere is produced mainly by solar UV-radiation,
the production driven by the NO–NO2 -cycle (Seinfeld and Pandis, 1998):

NO2 + hν −→ NO + O (2.1)
O + O2 + M −→ O3 + M (2.2)

O3 + NO −→ NO2 + O2 (2.3)

The steady state of the system is dependent on the UV intensity available to dissociate
the nitrogen dioxide.

Hydroxyl radicals are produced by UV-photodissociation reactions of ozone (Seinfeld and
Pandis, 1998):

O3 + hν −→ O(1D) + O2 (2.4)
O(1D) + H2O −→ 2 OH (2.5)

The ·OH radical is the most potent oxidant attacking the VOCs during the daytime,
although ozone (O3) is strongly reactive towards double bonds of hydrocarbons(Hallquist
et al., 2009; Seinfeld and Pandis, 1998). During nighttime the NO2 does not photolyze
(Equation 2.1), which leads to production of nitrate radical with ozone reaction:

NO2 + O3 −→ NO3 + O2 (2.6)

Secondary aerosol can also be formed from inorganic precursors such as iodine, sulfur
dioxide and ammonia. These precursors readily oxidize to form iodine oxides, sulfuric
acid and nitrate (Seinfeld and Pandis, 1998).

First or later generation products from the oxidation reactions are then condensed on
pre-existing particles or molecular clusters, because their saturation vapor pressure is too
low to keep all the products in gaseous form (Sipilä et al., 2010; Ehn et al., 2014). These
precursors may, in addition to being of organic origin, be also of inorganic origin. Most
commonly, they are organic terpene derivatives released by vegetation. Biogenic secondary
organic aerosol formation covers almost all land and some marine areas with SOA forming
up to a half of all submicron non-refractory atmospheric aerosol mass (Jimenez et al.,
2009).

Typical precursors for SOA formation are terpenes, in the order of increasing number
of isoprene units: isoprene, α- and β- pinene and limonene (monoterpenes), longifolene,
α-caryophyllene (sesquiterpenes). Larger terpenes exist, but their high molecular mass
and thus very low saturation vapor pressure preclude them from being emitted into the
gas phase for further atmospheric processing, thus making them unimportant for SOA
formation. Conversely, when smaller terpenes are oxidized into heavier molecules, they are
readily condensed on seed or larger particles. A schematic presentation of the molecular
structures of some relevant terpenes is given in Figure 2.1.

Typical oxidation reactions are the saturation of one of the double bonds of the isoprene
unit and the opening of carbon rings in mono- and sesquiterpenes. The main primary
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Isoprene α-pinene Longifolene

Figure 2.1: Common biogenic terpene precursors for SOA formation. Note the structural
reorganization of cyclic components of the larger compounds.

oxidation reactions and sample oxidation products of α-pinene are given in Figure 2.2.
The preferential reaction target for ozone is the double bond of the terpene unit, whereas
the hydroxyl radical is more ambivalent and can extract hydrogen from an alkane chain
(Calogirou et al., 1999; Seinfeld and Pandis, 1998).

In the case of ozone oxidation, the effect can either increase the molecular mass of
the precursor compounds or decrease it through dissociative oxidation. In this bond
cleavage, ozone oxidation breaks an acyclic molecule in two whereas a cyclic compound
just reorganizes, and the mass of the molecule increases (Hunter et al., 2014).

The level of oxidation of organic matter in particles is usually given as the oxygen to
carbon ratio (O/C), or the oxidation state

(
OSC

)
of the organic matter in particles

(Kroll et al., 2011). Another commonly used metric is the hydrogen to carbon ratio
(H/C), which is a proxy for the saturation state of organic matter. The two ratios are
not independent but occupy a area in the Van Krevelen plot, in which most naturally
occurring SOM resides and moves while aging in the atmosphere (Heald et al., 2010).
The O/C ratio and the OSC are proxies for the aging of organic compounds and are
higher, the older the SOA (Jimenez et al., 2009).

Associative oxidation increases the molar mass of SOM compounds. This decreases the
saturation vapor pressure and diffusion constant of the molecules. At the same time,
increasing polarity, as shown in Figure 2.2, caused by oxygen diminishes the saturation
vapor pressure further, because molecules are bound together more easily through Van
der Waals forces. The effect on the physical phase state of SOM is increasing viscosity
through the increasing interaction between constituent molecules and increasing molecule
size.

The nitrate radical (NO3) can also participate in oxidation, especially during nighttime,
when UV radiation is not available for NO2 dissociation. The oxidation reaction with
NO3 is similar to *OH oxidation. These oxidants can further increase the mass of organic
molecules by funtionalization and oligomerization reactions, or decrease by decomposition
(Calogirou et al., 1999). As oxidation proceeds, the acidity and polarity of the organic
molecule, such as α-pinene oxidation into pinonic acid, increases along with the mass,
which decreases the volatility of the substance. This is the driving mechanism of particle
formation, which happens as the molecules, now in supersaturation, condense upon small
seed particles or clusters and form stable particles. Typical nuclei in atmospheric SOA
formation are sulfuric acid and amine clusters together with extremely low volatility
organic compounds (Sipilä et al., 2010; Almeida et al., 2013; Kirkby et al., 2011; Ehn



8 Chapter 2. Secondary organic aerosol: formation and role in the atmosphere

O

CHO
O

O
OH

O

O

CHO

*OH +

*OH +

O3 +

a) b)

c)

d)

CC

CC

OO

O

CC

O

C *

O

O

C

*

+

OH

*CC

CC OH + *CC

O3

O3

*OH

*OH

Figure 2.2: a) α-pinene and some of its oxygenated reaction products. Note the change from
alkene to more polar as the oxidation is increased. (Calogirou et al., 1999) b) Ozone dissociative
oxidation with an alkene chain. c) Associative oxidation of alkene chain by a hydroxyl radical.
Note the methyl radical left on the product. d) Alkane oxidation by *OH causes dissociation of
acyclic alkanes and ring opening of cyclic alkanes.

et al., 2014). The concentration of sulfuric acid and amines is, however, too small in most
places to explain the growth of the particles (Kulmala et al., 2004). Thus most SOA
particles are secondary organic matter grown onto existing larger particles such as soot
or dust, or small sulfuric acid nucleation mode particles.

The process of α-pinene oxidation and formation of particles is shown schematically
in Figure 2.3, where the precursor molecules lose their volatility upon oxidation. The
saturation vapor pressure drops with increasing oxidation. The vapors are absorbed
into existing particles and when the saturation vapor pressure decreases, the larger the
condensed fraction becomes.

The main biogenic precursors are the isoprene (2-methyl-1,3-butadiene, C5H8), α-pinene
(C10H16) and longifolene (C15H24) shown in Figure 2.1, which belong to the terpene series,
consisting of multiples of the isoprene unit. All the terpenes are emitted into atmosphere
by vegetation, α-pinene typically by pines. Seinfeld and Pandis (1998) n-heptadecane
(C17H36) is a model anthropogenic alkane hydrocarbon precursor. Sulfur dioxide (SO2)
was also used as sulfuric acid precursor.

Test aerosols used in the impactor characterization were ammonium sulfate ((NH4)2SO4),
sodium chloride (NaCl) and levoglucosan (1,6-Anhydro-beta-glucopyranose, C6H10O5), of
which the two first represent crystalline particles, while levoglucosan is used to test amor-
phous material behavior instead of SOA. Comprehensive characterization for ammonium
sulfate and levoglucosan is given in Mikhailov et al. (2009).

2.2 Particle processes in the atmosphere

After the formation of SOA in the atmosphere, the oxidation of organic matter continues.
The compounds are emitted into the gas phase, oxidized and returned to the condensed
phase. At the same time oxidants are formed in the gas phase and transported by diffusion
to the particle surface and even into the bulk. The reaction rates on the surface and in
the bulk are much slower, since the oxidant needs to move first to the surface, where it
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Figure 2.3: Schematic representation of SOA formation and growth through oxidation of
α-pinene. The supersaturation of the compounds increases because of the drop in critical vapor
pressure as the oxidation continues. If there is no condensation surface, such as existing secondary
or primary particles available at the condensation onset, the vapor starts to form new particles
at a higher degree of oxidation. In natural environment the sulfuric acid and amines provide
condensation seeds in the absence of other particles.
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is quickly used and even less is diffused into the bulk of the particle. Even though any
oxidant transported to the particle reacts quickly, the oxidation rate of the particle matter
as a whole is slow. On the contrary, oligomerization reactions may be more probable,
since the likelihood of an organic radical meeting another organic molecule is greatly
enhanced in condensed matter. Organic molecules in a highly viscous or even solid matter
have virtually no access to the oxidizing species.(Shiraiwa et al., 2011)

Aerosol climate effects are complex and have both cooling and warming components
(Myhre et al., 2013, see Figure 8.17). Organic aerosols cool the climate directly by
scattering incoming solar radiation. Larger effect, though is the cloud interaction of the
particles. There is always a rather large amount of water in the air, readily condensable
on a pre-existing particle at a rather modest drop in temperature. This makes the cloud
condensation nucleus (CCN) capability of SOA the primary mechanism for climate effects
(Andreae and Rosenfeld, 2008). The CCN capability strongly correlates with the particle
size, material and water attraction (hygroscopicity) of the particle matter.

A particle forming in the atmosphere has a low probability of acting as a cloud condensation
nucleus. Newly formed particles are in danger of getting trapped onto the surface
of pre-existing larger particles. Particles can also be oxidized away or removed from
the atmosphere by other mechanisms. Even when reaching a suitable size, the cloud
condensation process favors the best CCN particles: water preferably goes into large
rather than small particles. This is due to the increased effective vapor pressure above
a curved surface, the Kelvin effect. The CCN viability of a particle has chemical and
physical factors. The chemical composition of the particles determine the hygroscopicity,
which sets the minimum particle size of deliquescence and initial particle growth. Of
physical factors, particle size determines the early growth rate and threshold through
Raoult and Köhler (Seinfeld and Pandis, 1998) mechanisms, a combination of size and
equilibrium effects. Water diffusion into a high viscosity particle may lead to diluted
surface layer of the particle and thus reduce the particle growth rate. This kinetic effect
is inherent for high viscosity materials, such as highly oxidiced organic material. Finally,
high concentration of particles mean more competition over the available water, meaning
that largest and most hygroscopic particles will act as CCN and once activated keep the
interstitial particles in the cloud from absorbing water.



3 Physical properties of aerosol
particles

3.1 Fundamental mechanical properties of particles

The most important and obvious aerosol particle property is the particle diameter.
Aerosol particles are often too small to measure with contact measurement and usually
the population size statistics are more interesting than single particle size. Indirect
measurement methods are used to measure particle size and size statistics. Since indirect
measurements use different methods, also the particle diameters can differ. The relevant
diameters used in this work are the mobility diameter d and aerodynamic diameter da.
These suffice for treatment of spherical particles. The shape of the particle is taken into
account in the calculation by the shape factor χ (Hinds, 1998). In this work, the particles
are assumed to be round.

Mobility diameter Stokes’ law is derived to describe the response of a rigid sphere
to a continuous fluid flow with zero fluid velocity at the particle surface. In its simplest
form:

FD = 3πηV dm (3.1)

where FD, V , η and dm are the force needed to sustain the velocity V , the dynamic
viscosity of the fluid and the particle mobility diameter, respectively Hinds (1998). At
small particle sizes, the mean free path of gas molecules between collisions 1 is of the same
scale or smaller than the particle size. With small particles, zero fluid surface velocity
(’no-slip’) is not met, and Equation 3.1 needs a correction factor called the slip correction
factor Cc, defined for the use in this thesis as

Cc = 1 + λ

d

[
2.34 + 1.05 · exp

(
−0.39d

λ

)]
(3.2)

where λ is the mean free path of the surrounding gas molecules. The corrected Stokes’
law is

FD = 3πηV d
Cc(d) (3.3)

The mobility diameter can be solved if the force FD is known. FD can be gravitational or
electrostatic force, for example. In this work the particle selection is done based on their
mobility size using electrostatic force of the form

FE = neE (3.4)
166 nm at NTP conditions in air

11
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where the particle is moved by an electrostatic force on the n elementary charges e carried
by the particle in the electric field E. The particle will then accelerate, until the drag
force is equal to the electrostatic force and the velocity is constant. In practice, this is
achieved with a differential mobility analyzer (DMA), which utilizes laminar flow between
two coaxial tubes and an orthogonal electric field set by potential difference between the
tubes. This arrangement can be used to extract particles of known electrical mobility
from the sample. (Hinds, 1998)

Aerodynamic diameter is defined as the diameter of a reference density sphere
falling through a gas at the same terminal velocity as the measured particle. Thus the
viscous drag force of the air and the mass of the particle are used to define the particle
equivalent size. Gas composition, temperature, and pressure affect terminal velocity
and the aerodynamic diameter, but generally equivalent terminal velocities are given at
normal temperature and pressure (293.15K and 101325Pa, before 1982) (IUPAC, 1997).
This size depends on the particle shape and density. The density is important because
the force for falling velocity depends on the mass of the particle.

When the drag force is set equal to the gravitational force, we get

π

6 d
3ρg = 3πηV d

Cc(d) (3.5)

And solving for the velocity V

V = Cc(d)ρd2g

18η (3.6)

To calculate the aerodynamic diameter, the unit density particle size for which the velocity
is equal to the measured particle is solved from Equation 3.5 by substituting the same
velocity for a particle of diameter da and solving for da:

da = d

√
Cc (d) ρ
Cc (da) ρ0

(3.7)

where ρ0 is the reference density. The slip correction factor renders this equation
analytically unsolvable, which calls for iterative solutions and tabulated values for solutions
(Hinds, 1998). Further modification arises from the particle shape, which affects the drag
force.

A complication with electrostatic measurement is the charge state of particles. A particle
needs a charge to be moved for classification, and the amount of the charge must be
known.

Charge state of a particle is denoted by the number of surplus elementary charges the
particle has, n. Because the charge – particle system behaves like a Boltzmann system,
a particle population can be brought into a known charge state distribution by letting
the particles into a well-defined charge environment. An often used system is the bipolar
neutralizer, which produces an almost symmetrical amounts of negative and positive,
weakly charged particles. Increasingly common bipolar charge sources are ultraviolet
or x-ray chargers. Another often used system is the unipolar charger, either a diffusion
charger with thermal positive or negative ions or field charging with electric field -driven
ions. Bipolar chargers typically have much lower mean charge numbers than unipolar
chargers due to the recombination of the ions. Hinds (1998).
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In addition to charging particles with ions or radiation, the particle charge state can
change with mechanical and electrochemical interaction by impacting on a substrate
with a different chemical or electrical potential. Dahneke (1971). This charge transfer at
impaction is used to study particle mechanical and electrical properties in Paper 1 and
Paper 2.

Morphology of a particle, such as its internal structure, is also of interest in addition
to the particle external shape. A particle can have a morphology consisting of different
phases and materials and thereby affect its apparent physical properties as well as the
measured diameter. Particle composition and formation history may dramatically affect
particle shape, composition, and structure; for example, SOA formation often produces
secondary organic material on sulfate-containing seed (Smith et al., 2012, Paper 1),which
can either mix with condensing SOM or produce a shelled structure. Another, extreme,
example is the formation of fractal-like particles via rapid agglomeration of very high
concentration soot particles in a combustion process; the primary particles are well defined
and of narrow size distribution, but the rapid agglomeration process turns the particles
into lightweight material with the density dependent on the particle size (Maricq and Xu,
2004).

Multicomponent particles can form a shelled structure, if the components are non-miscible.
The ordering of he layers can have an effect in the reactivity of the particle, for example a
nonpenetrable barrier layer may isolate the inner layer from the surrounding atmosphere.

The material properties of aerosol particles are dominated by their surface. Any
interaction with the surroundings is necessarily with or through the surface, and as SOA
is generally in the nanometer range, the amount of surface for a given amount of material
is so large that it fully dominates the interaction.

However, if the particle is in a reactive environment, the depth of the reactive layer
is limited by the rate of transport of the reactive precursors from the surroundings.
For liquid particles, this is often not relevant: for example 100 nm liquid particles have
characteristic mixing time less than one second (Shiraiwa et al., 2011) and partitioning
equilibration timescales less than a minute at mass concentrations above 2µg Shiraiwa
and Seinfeld (2012).

Cappa and Wilson (2011) and Perraud et al. (2012) studied the non-equilibrium nature
of the interaction between the gas phase and the condensed phase of secondary organic
aerosol. Their experiments showed that the hindered diffusive transport within the
particles has a real effect on the partitioning of material between particle and surrounding
gas.

Evaporation kinetics experiments of SOA (Vaden et al., 2011) concluded that transport
from condensed to gas phase is two orders of magnitude slower than expected with fast
equilibrium evaporation models. A direct evaporation aging experiment showed that the
flux of material from the particle phase of SOA is constrained by a low diffusion constant
in the bulk of the particulate matter.

The material transport and morphology was further investigated with a multicomponent
system, for which it was shown that secondary organic material from two different
precursors forms at least partially shelled structures and has different evaporation behavior
consistent with at least one of the components forming SOA with a semisolid phase (Loza
et al., 2013). The effect of phase on diffusive transport, particle structure, and reactivity is
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shown schematically in Figure 3.1. There are, however, indications that diffusion limitation
in viscous particles is not significant for low saturation vapor pressure compounds. For
these very low vapor pressure compounds, more relevant is the kinetic limitation of the
gas phase transport (Saleh et al., 2013), however, further heterogeneous processing can
still be slowed down by the low diffusion.
From the mechanical point of view, low viscosity corresponds to a high elastic modulus.
This means that though measuring diffusion and viscosity in nanoparticles is difficult,
mechanical properties may be used as proxies to gain information of the viscosity of
the particle matter. This is the crucial reason in this thesis, why particle bounce was
measured.

SOLIDLIQUID

INTERACTION

STRUCTURE

INTERACTION

STRUCTURE

Figure 3.1: Particle interaction with the surrounding gas with liquid and solid particles. Faster
diffusion and mixing provide near instantaneous exchange with the surroundings, keeping the
particle homogeneous, whereas high viscosity induces lower interaction and structured shells.
Through reaction rates and location, diffusion rates affect also the chemistry. Red denotes
chemical reactivity.

3.2 Elasticity, viscosity, and diffusion

The diffusion of water, ozone and other chemicals from the gas phase to the bulk of
particles is linked to the viscosity of the particles through the Stokes–Einstein equation
(Hinds, 1998):

D = kBT

6πηr (3.8)

where D, kB, T , η and r are the diffusion constant, Boltzmann constant, temperature,
viscosity and the effective radius of the diffusing particle or molecule, respectively.
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Viscosity is also closely related to the mechanical moduli of matter, especially shear
modulus (Vincent, 2012). The shear modulus is defined as the coefficient between a
shear stress and strain, whereas diffusion is defined as the coefficient between shear
stress and shear rate. However, for crystalline material, a constant shear rate cannot
be maintained with a constant stress, and for a liquid, a constant shear strain does not
produce any stress. With a slightly different approach of taking into account the time
evolution of stress and strain, amorphous or liquid materials can exhibit mechanical stress.
This behavior is called viscoelasticity, and it is very common with amorphous materials.
The fundamental cause of viscosity and shear modulus is the same: forces between the
microscopic constituents of the matter. Viscoelasticity is both a name for the general
phenomenon of a mixture of plasticity and elasticity and a specific type time-dependent
material response to a stress.

The extreme ranges of the strain modulus can be used to estimate the relevance of
discussion about diffusion in the oxidation and water uptake of particles. The simplest
form of the idea is that if the particles behave like solids, their diffusion is severely limited
such that only the particle surface is reactive, whereas particles of very low viscosity have
no kinetic limitations with respect to material transport for chemical reactions. For very
large particles there will be kinetic limitations, but these likely stay in the atmosphere for
a very short time due to settling.

The viscosity of an amorphous material can vary over ten orders of magnitude when
moving from a watery to a glassy state (Zobrist et al., 2008; Shiraiwa et al., 2011). Since
the diffusion constant is inversely proportional to viscosity, a similar range in diffusion
constants is to be expected with a change from water-activated cloud droplets to dry,
glassy particles.

It is intuitive that going from watery droplets to glassy particles means also a change
in the mechanical properties of the particles. An explicit connection between elasticity,
viscosity, and other properties is, however, elusive, though being actively researched. The
study of Dahneke (1971) has been used as a starting point for many efforts to understand
the phenomenon of particles bouncing in an impactor.

Bateman et al. (2014) explored the bounce of particles in an impactor apparatus to further
expand the notions Dahneke (1971) established for the bounce of supermicron particles.
The role of surface effects on the bounce in the case of small particles is greater due
to their high surface-to-volume ratio. The adsorption of water on surfaces changes the
surface energy of particles and their substrate, which causes also latex and ammonium
sulfate particles to change their bounce behavior, not because of the change in elasticity
but because of enhanced adhesion. This is a factor that makes calibration between the
bounce characteristics and mechanical properties of particles more difficult and prone
to an artifact. This behavior is, however, less pronounced with amorphous substances
because of water absorption into the bulk matter rather than adsorption.

3.3 Hygroscopicity and hydrophilicity of particles

The interaction between organic compounds in the gaseous and condensed phase affects
the lifetime and chemical evolution of SOA. Another important factor for atmospheric
implications is water interaction with particles.

The humidity of the particle surroundings affects the physical properties of the particles.
When the relative humidity (RH) humidity is increased, water can adsorb on the particle



16 Chapter 3. Physical properties of aerosol particles

surface, such particles are called hydrophilic. Alternatively, the water can absorb into
the particle bulk, such particles are called hygroscopic. Hygroscopic particles can be
dissolved gradually with increasing RH or suddenly at a certain threshold relative humidity,
called deliquescence relative humidity (DRH). When the water content in the particle is
increased, the physical properties, such as viscosity and elasticity, are changed due to the
dissolving and plasticizing effect of the small water molecules.

Crystalline particles usually have a deliquescence–efflorescence hysteresis, while amor-
phous single component particles exhibit no hysteretic behavior. Crystalline material is
typically hydrophilic at low RH and have a distinct DRH at which they deliquesce com-
pletely. When drying, dissolved particles with a distinct deliquescence relative humidity
also have a typical sudden drying point, called efflorescence relative humidity (ERH), at
which the point the particle gives off all the water and forms a crystal again. DRH and
ERH are typically quite far from each other (more than 20%) (Seinfeld and Pandis, 1998).
The hysteresis is a result of an energy barrier between the dissolved and dry state of the
matter and this energy barrier is a result of a high order and associated well defined low
energy configuration, which is difficult to achieve with heterogeneous or large molecule
matter.

The level of oxidative aging in organic matter determines its hygroscopicity along with
the original chemical composition of the precursors. An addition of polar oxygen atoms
increases the polarity and thus the interaction potential between organic molecules and
water. Any acidic groups in the molecules also increases the hygroscopicity of particles.

The standard ways of comparing the hygroscopicity of aerosol particles are to measure
either the CCN activation threshold of the particles (Roberts and Nenes, 2005) or their
growth factor (Rader and McMurry, 1986; Liu et al., 1978). Both methods can be used to
parametrize the CCN behavior, but the choice of the method depends on the application.
In this thesis the experiments are done at subsaturation levels, so growth factor is the
more relevant here.

Bones et al. (2012) studied the uptake and release of water into 3-4µ m organic particles
and concluded that uptake is limited by the slow solubility of SOA material. This is
relevant for the CCN activation of particles: if its water uptake is slow compared to the
supersaturation depletion in the cloud, the particle is less likely to act as a CCN. This
is due to the extreme nonlinearity of the cloud formation process. The first and fastest
nuclei to be activated will take up water ever faster as they increase in size due to their
higher condensation surface area.

The growth factor (GF) of a particle is measured as the ratio of particle diameters
after and before exposure to a humid, usually between 80 and 95 % RH atmosphere.
Soluble particles can take up gases, or water vapor in this case, according to Raoult’s law,
simplified as

p = pox (3.9)
where p is the vapor pressure in the gas phase in case of water and po is the pure
component vapor pressure and x is the component mole fraction in the solution. This
means that if the particle is soluble in water, the effective water partial pressure is lower
in particle, even though it is dissolved in water (Seinfeld and Pandis, 1998). As more
water is absorbed in the particle, the water is diluted and the system equilibrates. This
balance point is measured by the growth factor measurement.

The hygroscopicity tandem DMA (HTDMA) method is often considered the method
of greatest finesse because it allows study of very small differences between particles.
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With the GF method also hysteresis and other subtle properties of particles can be
studied.(Rader and McMurry, 1986; Liu et al., 1978; Mikhailov et al., 2009)

The CCN method aims find the activation supersaturation of the sample particles, and
it gives the percentage of particles that grow into actual cloud droplet size at certain
supersaturation, often in the range of a few micrometers and above. Since the particle
growths beyond the solute effect growth needs condensing water, the condition required
for cloud droplet activation is supersaturation, s. Because the range of supersaturation in
the atmosphere is very limited, information on cloud formation is very relevant and of
direct use for modeling cloud physics (Roberts and Nenes, 2005).

The interaction of water with SOA has the most dramatic effect at the point of water
activation of a SOA particle. When the particle has grown by condensation of SOM into a
relevant size to act as CCN (dry mobility diameter approximately 100 nm) Hammer et al.
(2014), water activation changes the particle from highly concentrated organic matter
into a dilute water droplet. This practically releases the kinetic constraints for oxidant
transport to the bulk material and this is expected to considerably increase the rate of
oxidation. The increased condensation surface and dilute solution also brings additional
vapors from gas phase to the solution.

3.4 Phase state of nanoparticles

well-defined phase states of condensed matter are solid and liquid. This distinction
hold for crystalline materials. Liquid state has no spatial long term order, while solid,
crystalline matter has very high symmetry and order, the crystal structure, which gives the
macroscopic rigidity for the solid matter. For amorphous materials there is a continuum
of states between solid and liquid, and even glasses have no long term structure. The
viscosity of a glass is often defined to be 1012 Pa·s, whereas the viscosity of a common
liquid, water, is 10−3 Pa·s. Semisolid phase state is defined to be in the range of 102 –
1012 Pa·s (Shiraiwa et al., 2011). This gives a glassy substance dissolving in water 15
orders of magnitude range of viscosity.

However, for a matter to have a crystalline form, its molecules, atoms, or ions must have
a conformational energy minimum, and the molecules must have enough time at the
freezing event to move to those locations. Secondary organic material (SOM) is a very
complex material. It is typically formed from a mixture of precursors molecules to of a
mixture of molecules; each of which can be converted to tens or hundreds of different
compounds by the oxidation process. Even though a crystal structure would exist for a
large oxidized molecule, the time needed for the arrangement of the sample is not enough,
and even a single -component SOM is likely to form amorphous solid. In the case of
mixtures, the minimum energy structure is more complex, so it is even more unlikely
to form crystals. The analogous solid phase in for amorphous substance is the glassy
phase. Glass is often defined by the glass transition, which has characteristic exponential
viscosity increase and freezing of the molecular diffusion Zobrist et al. (2008).

Atmospheric SOA particles are usually a mixture of compounds and these mixtures
may have mixed or separate phases. SOM condensing over a crystalline seed particle
has separate phases, but when deliquesced, the phases can become miscible and upon
efflorescence either separate again or remain mixed (Smith et al., 2011, 2012; Bertram
et al., 2011). The particle morphology in mixed cases can be a shelled structure, with
the surface energies between the (liquid) phases determining the shell order. SOM
condensation on dry seed results in a SOM shell, but deliquescence and possible phase
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mixing can lose at least part of the formation history. It is also possible to have solid
shell over liquid core, or vice versa. This can be achieved by, for example, deliquesced
ammonium sulfate seed, and solid alpha-pinene SOA (Paper 4.

Amorphous matter has no distinct solidification or melting point but continua of property
changes and glass transition temperatures. At a glass transition point, amorphous matter
changes from glassy to something softer, yet the transformation does not mean melting
of the matter.

The same gradual softening that can happen through a change in temperature can also
happen through water uptake and dissolution. Because studying the phase state of
nanosized material is rather challenging with traditional methods of materials science, a
novel quantitative approach was needed to study SOA.



4 Experimental methods and
development work

The main instrumental approaches applied in this work to study the phase state of
SOA were different low pressure impactor setups, where either optical (Paper 3,Paper
4,Paper 5) or electrical (Paper 1,Paper 2) methods were used to detect high viscosity
SOA particles using a proxy of particle bounce from a polished impaction substrate. In
this thesis, two main approaches were taken to develop the above. The first was an
algorithmic method based on a theoretically and experimentally sound background to
discern particle bounce and charge transfer based on their behavior in a commercial
measurement instrument. The second approach was a direct measurement method to
detect particle bounce and use carefully controlled humidity pretreatment of particles to
study their phase transitions in detail.

The governing principles of an impactor are shown in Figure 4.1. A two-stage humidity
control system was used to study the effect of the humidity and humidity history of the
aerosol. With the system the effective humidity of particles at the moment of bounce
could be adjusted between 0 and 65% RH and the maximum humidity up to 95% RH.

The difference in particle mechanical properties is not as abrupt as the difference in the
concepts of solid and liquid, which also causes particle bounce upon impaction to be a
process of distributed bouncing and sticking particles. The causes for different bounce
probabilities are the distribution of impaction speeds, particle sizes and morphologies,
and distributions in the composition and history of temperature and relative humidity.
As a consequence, two terms regarding particle bounce probability are defined as bounced
fraction – particle bounce probability minus the losses of particles caused by their
recapture by the impaction substrate (Paper 3) and bounce factor – the difference in
the electrical response of the electrical low pressure impactor compared with a modeled
response based on a known particle size distribution measured with the impactor (Paper
1).

4.1 Particle impaction

A low pressure impactor is an instrument to separate particles from the aerosol gas phase
by aerodynamic separation. This is achieved by highly accelerating the carrier gas of
the aerosol with a large pressure difference. The common method is to let the aerosol
through a nearly critical orifice, give it near sonic velocity, and provide a perpendicular
impaction plate close to the orifice so that the flow turns sharply at the impaction plate.
This sharp turn gives the carrier gas a very high acceleration, while particles continue
nearly straight line and hit the impaction plate (see e.g. Hinds (1998)) (arrangement is
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shown in Figure 4.1). When using a lower pressure, the aerodynamic force is also smaller,
which means that at lower pressure it is easier to decrease the cutoff aerodynamic particle
size of the impactor. The finite dimensions of the flow and non-ideal flow behavior, such
as a turbulence and radial velocity profile within the jet (Arffman et al., 2011, Paper
2) cause some particles with the same aerodynamic diameter to reach the substrate and
others to avoid it. This causes finite slopes in the collection efficiency curves (see Figure
4.4 for an example of a typical collection efficiency curve).

Figure 4.1: A simplified schematic of an impactor. Particles larger than the cutpoint cannot
follow the airstream and hit the substrate. Large particles can escape from the impactor if they
bounce off the substrate.

4.2 Particle bounce

As the phase state of very small particles of the order of 100 nm is difficult to determine
by traditional methods such as optical observation of shape transformation upon stress
and differential scanning calorimetry (Höhne et al., 2003), a conceptually simple bounce
test is used. The underlying idea is that particles with a high enough elastic modulus
compared with viscous losses are able to store the impact energy as elastic deformation
and release it into kinetic energy instead of viscous losses (Dahneke, 1971, Paper 2). If
the stored energy is high enough to overcome the adhesion between particle and substrate,
the particle is able to bounce. The term describing the velocity change after adhesion
and viscous losses at rebound is defined as the coefficient of restitution:

CR = vr

vi
(4.1)

where vr and vi are the rebound and impaction velocities, respectively.
The theoretical work by Dahneke (1971) defines the critical velocity, perpendicular to the
surface, v∗i at which the particle is just able to bounce

v∗i = α

d
(4.2)

The particle size here re The critical velocity is dependent on the particle mass, size and
material constants, which can be formulated in the material coefficient of bouncing (α)
(Dahneke, 1971):

α =
(
A
(
1− C2

R

)
πz0ρpC2

R

)1/2

(4.3)
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where A is the Hamaker constant (Bergström, 1997), z0 is the atomic separation between
particle and substrate1, and ρp is the particle density. More detailed analysis is given in
Paper 2.

Empirical study by Cheng and Yeh (1979) gives a simplified experimental form of

α =
√
ρ0

ρp
B × 10−6m

2

s
(4.4)

Where ρ0 is the reference density of 1000 kg
m3 , and B varies from 2.5 to 9.2 depending on

the particle and surface materials and the type of impactor. In this form, the experimental
coefficient B contains all the material mechanical effects, such as elasticity, viscosity and
the particle – substrate interaction for bouncing, whereas the density is normalized out of
B.

4.3 Charge transfer

During a brief contact with substrate, particles transfer charge to or from the substrate.
The charge transfer during a bounce event can be divided into two independent processes:
contact charge separation, depending only on the material properties of particle and
substrate, and charge equalization, depending on the previous charge of the particle. The
charge on a particle after an impact is given as (John et al., 1980):

qtot = qc + βq0 (4.5)

Where qtot is the total charge transfer, qc the contact charge, q0 the precharge of the
particle before contact and β is precharge sensitivity constant. Charge equalization, βq0
is assumed, and also shown in Paper 2 for a good approximation, to be zero.

Contact charge depends on the contact surface area and a change in the dipole moment
of the material during compression, in addition to the impact velocity and material
properties of the particle and substrate. For dielectric materials, the change in the dipole
moment is linearly proportional to size, thus contact charge is proportional to the third
power of particle size. Contact charge is also experimentally shown to be proportional to
the first power of velocity (John et al., 1980):

qc (d, vi) = qc,0
d3

d3
0

vi

vi,0
(4.6)

where the reference particle size d0=100 nm has the impaction velocity vi,0 =100m/s. For
further elaboration, see Paper 2 and John et al. (1980).

4.4 Electrical low pressure impactor

The electrical low pressure impactor (ELPI) (Keskinen et al., 1999) is a cascaded impactor,
which measures the electrical current brought to the impactor stages by unipolarly charged
particles. The current is used to count the particles deposited in each stage and corrected
with the charge state of the particles. When the particles are liquid or sticky, or when
the substrates have a bounce – inhibiting vacuum grease layer, the particles are deposited

1usually 0.4 nm
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on the stages according to their aerodynamic size. The electric charge deposited by the
particles onto the impactor is measured in typical applications with sensitive electrometers
in the femto- or picoampere range.

Because the particle number is calculated based on the charge they carry, it is of vital
importance to bring the aerosol into a well defined, non-net-neutral state. This is done
with a corona charger that is characterized for the particle size range of the cascaded
impactor. The characteristic curve is called the Pn -curve (Marjamäki et al., 2000). P
is the particle penetration through the charger, while n is the mean charge number per
particle of a given size. The Pn -curve is the product of the two terms.

The current is measured for each of the stages, and for a backup filter. Each current
represents a size bin between the stage’s cutpoint and the cutpoint of the previous size
(with larger cutoff). The particle size distribution can be calculated from the known
charger Pn -curve and the impactor currents when the cut-off sizes are known.

With the simplified form in Equation 4.4, it is possible to have qualitative information
about the particle bounce process with the electrical low pressure impactor with particle
bounce. When a particle bounces from the impaction substrate at any impaction stage of
the ELPI, the impaction velocity is much higher at a subsequent stage. Based on the
critical velocity concept, bounce probability at lower stages is thus much higher. The
critical velocity is a strict measure, but the distribution in impaction velocities give it
a more probabilistic nature in practical impactor applications. Consequently, bouncing
particles continue bouncing to the backup filter of the ELPI. When compared to simulated
ELPI currents based on the mobility size distribution measured by different methods not
susceptible to bounce, a number describing the distortion of the currents, the bounce
factor (BF), can be defined as (Paper 1):

BF =
Ifilter − Iid

filter∑
Iid

n

(4.7)

where Ifilter is the measured current on the backup filter, Iid
filter is the simulated current

based on the known size distribution and
∑
Iid

n is the total current to normalize the
bounce factor.

This approach is sensitive to any bouncing of particles and can be used to compare
different particle materials, but it cannot distinguish differences in particle bounce and
charge transfer effects. Thus a low particle bounce probability with a high charge transfer
can result in the same bounce factor as a high bounce but a low charge transfer. In theory,
particles which give their charge to the first impactor stage and have no further charge
transfer upon bounce can be hidden from the method. The sensitivity of the method to
bounce is good, however, because large particles have much higher Pn values, leading
to very distinct signal at the lower stages and especially at the filter stage. The bounce
factor method was first described in Virtanen et al. (2010) and also used in Paper 1.
It is possible to address the interference from charge transfer on bounce measurements
by combining two measurements with different charging state of the aerosol and an
independent measurement of the particle size distribution. This has been done in Paper
2.

The ELPI is used as the method to impact particles on a substrate in a controlled manner.
Impaction velocity in the impactor was calculated by extensive modeling by Arffman
et al. (2011), and the results were used to get the last missing piece for the bounce model,
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the impaction velocity vi,n of a particle with a size da

vi,n = vj,n −
d50,n (vj,n − v50,n)

da
(4.8)

where vj,n is the jet velocity, d50,n is the cut-off size of the impactor stage n and v50,n is
the impact velocity of the cut-off size.

Calculated impaction velocity distributions can be used to calculate bounce probabilities
for given particles entering the impactor. The necessary key parameters are the particle
aerodynamic size da, particle density ρp, and the α coefficient. The charge transfer qc

can then be calculated from Equation 4.6. In addition to the theoretical model, some
experimental adjustments were made to increase the agreement between the model and
empirical collection curves also given by Arffman et al. (2011).

For inversion of the parameters (α, ρp and qc,0), it is necessary to know the particle mobility
size, bounce probability, the total current, and the current carried to the impactor by the
particles with no charge transfer (the bounce current). The mobility size distribution can
be measured, for example, with a scanning mobility particle sizer (SMPS). The charge
transfer can be obtained by measuring the aerosol at two known charge states, from which
the charge transfer effect can be eliminated. In practice this is achieved by measuring the
same aerosol with a corona charger on and off. From the measured currents on all the
stages and the backup filter, the charge transfer can be eliminated (see Equation 4.5),
provided that the charge equalization factor β is zero:

Ib,n = Ich,on,n − Ich,off,n (4.9)

After this, the simulated bounce current is fitted by iteration with the particle density
and the α coefficient:

• computation of the aerodynamic particle size distribution from the mobility size
distribution (Figure 4.2 d) with a density estimate

• computation of bounce probabilities for each particle size with aerodynamic sizes,
ρp and α

• computation of the simulated Ib,n (Figure 4.2 c) for the aerodynamic particle size
distribution, using bounce probability calculated in previous steps and the Pn curve.
Note that for the computation of Ib,n, the Ich,on,n can be used if the charge transfer
is assumed zero and the aerosol is net neutral when charger is off.

This computation produces the density ρp and the coefficient alpha, which are independent
of the charge transfer qc,0. Using alpha and the particle aerodynamic size distribution
obtained from the density and the measured mobility size distribution, Ich,off,n is then
simulated and iterated until optimal charge transfer is found.

The result is iterated with a suitable multivariable search algorithm until a minimum
square root difference between the currents is found. The particle density is assumed
independent of the particle size and most importantly the β factor is assumed zero
such that the charge transfer is not dependent on the charge of the particle. If the size
distribution is externally mixed or have strongly size-dependent properties, the results will
be averaged over the population and some error in for example in the particle impaction
velocity is expected, which results in errors for the charge transfer and α parameters.
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Increasing the density moves the peak of the non-filter stage currents to larger sizes.
Increasing the material coefficient of bouncing (α) decreases the filter current in Ib,n.
Finally, adjusting the contact charge set Ich,on,n and Ich,off,n. The resulting three
parameters give the mechanical and electrical bounce characteristics as well as the density.
The density is a suitable validation parameter with known test aerosols. The fitting
process result is given in Figure 4.2.

6. Results and discussion

The experimental data was analyzed by the fitting process based on the bounce and charge transfer model. An example of
the fitting is seen in Fig. 6. The example shows three different current bar plots, including Ich,on, Ich,off and normalized Ib, and a
mobility size distribution measured with the SMPS. All these are linked to the same sodium chloride distribution. In the current
plots, gray bars represent the measured currents and violet bars with a line pattern are the result of the model and the fitting
process. Regarding the first two subfigures (Fig. 6(a) and (b)), it is clearly seen that the measured currents Ich,on and Ich,off have
some irregularities which probably arise from the sensitivity of the charge transfer process. However, those changes seem to be
similar in both the currents and they are no more seen in the bounce current (Fig. 6(a)). In fact, this remark is consistent with
the theoretical assumption of the model, which states that b� 0 and the charge transfer do not have any effect on bounce
current. In addition, there are practically no current in the gap between the mode of impacted particles and the filter stage
(compare to the simulated bounce currents in Fig. 4), which supports the assumption of b being close to zero.

The agreement between the measured and modeled currents in Fig. 6(a)–(c) is good. Especially in Fig. 6(c), which shows the
result of the first part of the fitting defining the values of reff and a, the agreement is even astonishingly good. Also the ideal
current without bouncing and charge transfer is shown in Fig. 6(c). It is calculated from the mobility size distribution using the
effective density value, the charging efficiency function, i.e. Eq. (14), and the collection efficiency curves of the ELPI impactor.
Here, it could also be possible to use the bounce factor analysis, which can be performed only for the ELPI data. The advantage
compared to the former bounce analyses by Virtanen et al. (2010, 2011) would be the concept of bounce current. In this case,
where charge transfer is considerable, the usage of the general ELPI current Ich,on would lead to a negative value of bounce
factor. In contrast, the bounce factor analysis together with the bounce current is a good estimation of bounce behavior.
However, in this study, the more accurate analysis connected to the theoretical parameters of bouncing and charge transfer is
preferred. Comparing the ideal current and the bounce current in Fig. 6(c), it can be seen that bouncing occurs almost in all the
particle sizes and most of the bouncing particles finally end up to the filter stage. Practically, this allows one to see the original
shape of the distribution in the bounce current and find a good estimate for the effective density in the fitting method.

In the main analysis of the experimental data, the fitting process was performed for six sodium chloride distributions and
for four levoglucosan distributions. Parameter values from the fittings are seen in Table 1, which shows the average values of
three parameters for each material and standard deviations as approximate error limits. Even though the amount of data is
not very large and the deviations are notable especially for levoglucosan, the difference between two different materials can
be seen in all parameter values. Nevertheless, the contact charge values may not be comparable with each other because of
the uncertainties in the surface conditions of these measurements. This subject will be discussed more below. The most

Fig. 6. An example of fitting the bounce and charge transfer model to a measured sodium chloride distribution. The currents measured by the ELPI

(a) with the charger Ich,on and (b) without the charger Ich,off as well as (c) the normalized bounce current Ib are drawn in gray. Bars with a line pattern

represent the modeled currents and the solid line the ideal current Iid, which are calculated from (d) the mobility size distribution measured by the SMPS.

H. Kuuluvainen et al. / Journal of Aerosol Science 55 (2013) 104–115112

Figure 4.2: a) Measured and modeled ELPI currents with a charger on, based on the mobility
size distribution in panel d. b) Measured and modeled current distributions for measurement
with net-neutral particles. c) The bounce current, modeled bounce current and an ideal response
of non-bouncing particles. Figure from Paper 2

The method has some drawbacks, which need to be acknowledged in the experiment
design and data analysis. Low pressure inside the instrument precludes experimentation at
ambient humidity level. This may be overcome by adapting the method to higher pressure
system. The system measures the bounced fraction of the particles, which means that
external mixtures can hide minority behavior in the particle population. Furthermore,
behavior of internally mixed particles with separate phases can be dominated by the
lowest viscosity phase in the particles.
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Figure 4.3: The optical detection bounce measurement setup, with a humidity control unit
prior to the bounce measurement unit. Figure from Paper 3

4.5 Low pressure impactor with optical detection

To overcome the effect of charge transfer, a measurement setup was developed, based on a
single impactor stage of the ELPI (Paper 3). In this setup, particles were counted using
a condensation particle counter (CPC), which instead of electrical charge measurement
detects particles optically.

Since the particle size range for SOA is often limited to the order of 100 nm, direct optical
detection is very difficult. To secure single particle detection efficiency also for small
particles, a condensation particle counter can be used (instrument shown in Figure 4.3).
The system is a batch process measurement, in which after mobility size selection aerosol
is passed through the impactor. After the flows have been stabilized, a sample is captured
in a low pressure sampling cell, which is then brought up to the operating pressure of the
CPC and measured for count of bounced particles.

The collection efficiency curve of the impactor is given in Figure 4.4. The aerodynamic
sizes of the test particles used are marked in the figure, where it can be seen that the
collection efficiencies for the ammonium sulfate and levoglucosan particles are different.
This deviation from the collection efficiency must be taken into account when calculating
the bounced fraction of the particles. As some of the particles get through the impactor
without a bounce test, the corrected bounced fraction is given as:

B = B′ − (1− CE(da))
CE(da) (4.10)

where B′ is the measured, uncorrected bounced fraction and CE(da) is the calibrated
collection efficiency at the aerodynamic particle diameter da that was used.

4.6 Humidity control and hysteresis

Additional phenomenon related to SOA is the liquid– liquid phase separation (LLPS),
which is relevant to multicomponent particles that have chemically very distinct fractions,
such as secondary organic matter and inorganic salts. Even though both of the chemical
phases are miscible with water, the phases separate if, for example the other phase is
prone to efflorescence while the other is not (Bertram et al., 2011).
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Figure 4.4: Collection efficiency curve of a single-stage optical detection impactor as measured
with di-octyl sebacate (DOS). Aerodynamic sizes of the phase change test substances (ammonium
sulfate (AS) and levoglucosan(LG)) are marked in the figure. Figure adapted from Paper 3.

To study the effect of humidity on the particle physical properties, a modular system
was used to set the relative humidity at a desired value and also to have control over its
relative humidity history. The possibility to control the history of the particles, enables
the study of hysteresis on the humidity effects.

A recent study by Bateman et al. (2014) describes the fundamentals of particle bounce in
impactors and the effect of humidity. They concluded, in agreement with Paper 3 and
Paper 4, that increasing humidity lowers the bounced fraction even for solid particles.
This decreased bounce is due increased adhesion between particle and substrate caused by
the surface energy modification by adsorbed water. The magnitude of this effect depends
on the hygroscopicity of the substrate and the particle. For SOA particles, the effect
is not very large. The SOA, which has no deliquescence energy barrier is less likely to
have a surface layer of water, which explains the less pronounced gradual drop at low
humidities. For example, ammonium sulfate and latex particles exhibit a large drop in
the bounced fraction during a humidity increase from 20 to 70% RH (Bateman et al.,
2014, Paper 3).

Crystalline and mixed particles with phase separation behavior exhibit a memory in
their physical phase state. This phase state is affected by their formation and humidity
history. These hysteresis effects can be studied by exposing particles to carefully controlled
humidity cycles. The hydration of particles can be studied simply by exposing them to
an increasing humidity and by recording their bounce or water uptake. Hysteresis is
measured by similar measurement but at a high-RH prehydration stage followed by a
controlled drying stage.

A schematic of the humidity history cycles used in the phase hysteresis studies is shown
in Figure 4.5. The left panel describes the phase state of a crystalline hydrophilic particle
(red), which upon increasing relative humidity deliquesces when reaching the deliquescence
relative humidity. The deliquesced particle remains deliquesced even after the RH drops
below the DRH when the sample enters the impactor and pressure drop of ∆p reduces the
RH. Amorphous particle (green) gradually absorbs water and releases it, following the
RH of the sample and exhibiting no hysteresis. This is why for particles with hysteresis
the relevant humidity for the deliquescence is the maximum humidity of the system and
for amorphous substances the actual RH at the measurement moment.

The system schematic is presented in Figure 4.6. The sample humidity is adjusted with
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Figure 4.5: Humidity history with a hydration control setup and a deliquescence – dehydration
cycle setup for hysteretic and amorphous particles. The green band describes the deliquescence
range of amorphous matter and the magenta lines the efflorescence and deliquescence limits of a
crystalline particle. Figure from Paper 5

two Nafion humidity exchangers, the first one filled with liquid water and heating provided
either with a circulating water sheath or electrical heating. The heating is required to
compensate for the enthalpy of vaporization, when water is transferred from the liquid
phase to the gas phase. Adequate heating is used to keep the dew point of the system
high enough to provide slightly over 90% RH. The second humidity exchanger is a
counter-current gas phase exchanger, which can dry the sample in the dehydration mode
and increase the humidity in the hydration mode. The gas flow (10 lpm) providing the
set RH is mixed from close to saturated air from a heated water-filled Nafion exchanger
and dried air mixture. Humid air flows through a condensation trap and a restriction to
maintain minimum water leakage from the high capacity humidifier. A second function
for the flow restriction is to provide a small pressure drop to produce a similar drop
in RH to prevent further condensation. By adjusting the mixing ratio of humid and
dry air, the sample humidity can be quickly and accurately adjusted. After both of the
sample conditioners there is a three second residence time tube to allow some time for
the particles to equilibrate. When running in the hydration mode, only the latter (gray)
humidity exchanger is used.

The particle behavior in the dehydration more is depicted in Figure 4.5b. The crystalline
particles (red) deliquesced by the first humidifier and dried with the second one until the
efflorescence relative humidity is reached. The impactor RH after the pressure drop ∆p is
the relevant humidity in the dehydration mode for both the amorphous and crystalline
cases. From the point of view of the end state of the amorphous particle the dehydration
and hydration modes are the same, since there is no hysteresis.

The system RH response was tested with two notably different but atmospherically
relevant materials: ammonium sulfate and levoglucosan, the latter being an amorphous
material commonly released into air during biomass burning (Mikhailov et al., 2009). The
phase transition of an amorphous material is expected to be gradual upon increasing
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Figure 4.6: Schematic representation of a two-stage humidity setup with a stable first-stage,
water-filled, high-RH humidifier and a fast counter-current, gas exchange second-stage humidifier.

relative humidity. Conversely, the sharp deliquescence and efflorescence distinctive to
hydrophilic crystalline compounds are due to an energy barrier in the water absorption
free energy (Seinfeld and Pandis, 1998).

The bounced fraction of ammonium sulfate is shown in Figure 4.7. The bounced fraction
drops steadily due to the water adsorption on the ammonium sulfate, which increases
the capillary force between the particle and the substrate (Romakkaniemi et al., 2001;
Biskos et al., 2006; Mikhailov et al., 2009). Between 82 and 84% humidifier RH the
bounced fraction drops sharply, corresponding to deliquescence RH of the ammonium
sulfate (Mikhailov et al., 2009). As explained previously, the maximum RH determines
the deliquescence RH, as long as the subsequent RH does not drop below efflorescence
limit.

The efflorescence RH is determined with the dehydration branch, where the lowest RH
after deliquescence sets the efflorescence. Bounced fraction increases at 30% impactor
RH during the dehydration branch for ammonium sulfate, in agreement with Mikhailov
et al. (2009). The grey symbols in Figure 4.7 denote downscan points after measured RH
upscan. These show the loading effect of the substrate to be minimal.

Furthermore, as the particles deliquesce, their size increases by factors of 1.2 and 1.3
(Mikhailov et al., 2009). This size increase changes the aerodynamic particle size, but
not very much, since the density of the particle decreases as the density of water is much
lower than that of the seed particle. When the particles are hydrated, the new diameter
is dp ·GF and the effective density, assuming a volume additivity of the mixture:

ρp =
ρp + ρ0

(
GF 3 − 1

)
GF 3 (4.11)

When the deliquesced density and mobility diameter is substituted to Equation 3.7, the
deliquesced aerodynamic diameters are 162 nm and 188 nm, respectively. This results in
a maximum error of 3.2 % of the collection efficiency. From the slope of the collection
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efficiency curve the maximum error on corrected bounce to be:

∆B = 1−B′

CE
∆CE (4.12)

At the maximum condition i.e. lowest used collection efficiency and lowest bounce fraction
(zero), the error is 3.8%, which is within experimental noise.
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Figure 4.7: Bounce fractions of ammonium sulfate aerosol at hydration and dehydration
experiments. The GF-corrected points denote hydration points corrected for water uptake
induced change in aerodynamic particle size as discussed previously. The first humidifier was
kept at 90% RH for the ERH run. The arrows point at the efflorescence and deliquescence
relative humidities reported in Mikhailov et al. (2009). Bounced fraction is corrected according
to 4.10. The gray symbols denote downscan points, to show the effect of loading of the substrate.
Figure from Paper 3

The bounced fraction of levoglucosan is shown in Figure 4.8. The bounced fraction reduces
gradually upon increasing humidity from 30% RH to 60% corresponding very well to
the HTDMA results by Mikhailov et al. (2009). There is very little hysteresis, and from
theoretical standpoint, the amorphous matter should only exhibit hysteresis by kinetic
limitations of the water absorption and desorption. Some hysteresis effects can also be
cause by the morphology change due to the deliquescence in the first stage humidifier in
the dehydration mode.

The remainder of the 10 lpm is mixed with the humid flow, and the flow is directed counter
to the aerosol sample in a secondary, Nafion multitube humidifier. This arrangement
provides a very fast setting and a stable and predictable sample humidity. The parameter
for humidity adjustment is the ratio of the humid and dry air flows. The RH is nearly
linear with the set ratio from almost dry to more than 90%.

After both humidifiers, residence time of 3 s is provided by two coils of tubing enclosed
in the same insulated enclosure as the impactor system. The residence time is chosen
to provide some time for any humidity-induced phase changes. Three second settling
provides total equilibrium for particles with viscosity less than approximately 1Pa·s,
viscosity of about thousand times that of pure water at room temperature. This phase
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Figure 4.8: The bounced fraction of levoglucosan, measured with both the hydration and
dehydration branches of the optical detection impactor setup. The humidity axes denote the
RH in the adjustable humidifier, and the corresponding lower RH at the reduced pressure in the
upstream of the impactor. Figure from Paper 3

change may have equilibration time scale up to one year for extremely highly viscous
materials (Shiraiwa et al., 2011). The temperature and RH are measured and logged after
each residence time tube.

4.7 SOA generation

To study the phase state of SOA, laboratory generated aerosol was used. The production
of SOA calls for oxidation of volatile organic compounds, which are oxidized with ozone or
hydroxyl radical to turn into less volatile species, which condense to form particles. The
tools used for test SOA generation were two different smog chambers and a photochemical
flow tube reactor. The oxidation condition in smog chambers are closer to ambient
conditions than small flow tube reactors, but flow tube reactors can achieve oxidation
ages comparable to up to ten days of atmospheric aging (Lambe et al., 2011a).

4.7.1 Smog chambers

The general idea of a smog chamber is to mimic atmospheric oxidation in well controlled
conditions. The relevant issues are the particle losses, since atmosphere has no walls, so
wall losses must be compensated or taken into account. The radiation, NOx and other
oxidant levels in addition to humidity and temperature must be carefully controlled to
produce SOA with repeatable properties and known conditions. A characterization of
a typical chamber design is given in Takekawa et al. (2007). Smog chambers have been
used for atmospheric research for decades, e.g. Leone et al. (1985).

The chamber used for α-pinene and pine SOA production in Paper 1 was the smog cham-
ber of the Aerosol Research Group of the University of Eastern Finland, soft fluorinated
ethylene propylene (FEP) film chamber, operated in a batch mode for experiments lasting
typically for 4-6 hours. The particles produced in Paper 1 were formed by nucleation, no
seeds were used, although sulfur dioxide (SO2) was used to enhance the nucleation with
the hydroxyl radical oxidation case. The air in the chamber was humidified to 25-35% RH,
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and ozone was injected as the oxidant for ozonolysis experiment and tetramethylethylene
(TME) was added to produce additional hydroxyl radicals.
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Figure 4.9: A simplified schematic of the Aerosol Physics Group smog chamber at the University
of Eastern Finland with a separate plant VOC collection chamber. Plant VOCs can be flushed
from the VOC collection chamber into the actual oxidation chamber.

The smog chamber used in the multicomponent particle studies (Paper 5) was the
Harvard Environmental Chamber (HEC), a 5m3 PTFE film chamber with 254 nm UV
lighting and an RH and temperature control. The chamber has a mean residence time
for an air parcel of 4 hours and a typical experiment lasts for a day or more. The inlet
gas flows are used to mix the chamber. Ozone was injected as the oxidant for dark
ozonolysis experiment, while hydrogen peroxide (H2O2) was injected and dissociated with
UV lights for *OH experiments. The seeds used in the experiments were ammonium
sulfate generated with a Collison atomizer.

4.7.2 Potential aerosol mass reactor

The Potential aerosol mass (PAM) concept and a method to approximately measure it
was introduced by Kang et al. (2007). The PAM is defined as the maximum aerosol
particle mass that can be produced with oxidation of an aerosol, containing both primary
particles and gaseous precursors. Reactors used for PAM studies are developed especially
to produce SOA formation and aging at much higher oxidative aging on much shorter
timescales than can be achieved with large smog chambers. The PAM reactor of the
Davidovits Group at Boston College was used for SOA studies in Paper 4. The reactor is
shown in Fig 4.11 and thoroughly characterized (Lambe et al., 2011a). A PAM chamber
is considerably smaller than a smog chamber, but significantly higher oxidant levels and
thus oxidation exposure can be achieved on much shorter timescales. (Lambe et al.,
2011a)

The core components of a PAM reactor are the oxidant production system, the flow tube
itself, and typically an ozone scrubber before aerosol measurement instrumentation (a
schematic of a PAM setup is shown in Figure 4.10). The oxidants used are usually ozone
and/or hydroxyl radicals. Ozone was produced in a separate UV production unit and
mixed with a humidified carrier gas. The considerably more reactive hydroxyl radical is
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produced via photo-dissociation of O3 with in-chamber UVC lights of wavelength 254 nm,
according to Equations 2.4 and 2.5.

Figure 4.10: A schematic of a typical PAM reactor setup with measurement instrumentation.
Adapted from (Lambe et al., 2011a)

OH* production rate in the reaction was variable and very high, giving OH* exposures of
between 2·1010 molec·cm−3s and 1.8·1012 molec·cm−3s. The residence time in the chamber
was approximately 1min 45 s which compared to an atmospheric OH* concentration of
1.5 · 106 molec·cm−3, corresponds to an atmospheric aging of 0.2 to 14 days (Lambe et al.,
2011a; Mao et al., 2009).

Figure 4.11: The Boston College PAM, photochemistry UV lights active and a bomb of
α-pinene in use.

The correspondence of SOA produced with smog chambers and PAM reactors with natural
SOA has been thoroughly probed with extensive measurements. Though it is impossible
to get full molecular information of the SOA, and while there are some differences, the
similarities are more striking than the differences, especially in properties that are most
commonly used to describe the state of natural aerosols, though the much higher oxidant
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concentrations and faster reaction rates may lead to chemistry not found in the atmosphere
(Kroll and Seinfeld, 2008). With respect to, for example, O/C and H/C ratios, PAM
SOA falls within the natural deviation of natural aerosols (Lambe et al., 2011b; Ng et al.,
2010; Heald et al., 2010). The biggest unknown territory lies in the molar masses of the
compounds making up SOA.





5 Factors affecting the phase state of
secondary organic aerosol particles

In this chapter the results from the SOA experiments are presented mixed with the
interpretation and discussion. Since most the measurements included response to humidity
and oxidation level, the results are divided between pure SOA particles and seeded and
multicomponent particles. The single precursor SOA experiments studied in Paper 4
with different precursors answer to the question whether the solid phase of SOA is common
or only seen in unrealistic atmospheric conditions. These experiments were performed
with a range of RH up to 63% RH with oxidation levels corresponding 2 to 17 days of
aging.

To find out the effect of humidity cycling on the particle phase state, the effect of
ammonium sulfate seed for SOA phase and the effect of RH, ammonium sulfate seeded
SOA was studied in Paper 5. Sulfuric acid – SOA mixed particles were also studied in
Paper 4 and in dry impaction conditions in Paper 1.

5.1 Pure SOA particles

The starting point for the precursor study was the set of experiments by Virtanen et al.
(2010), where pine-VOCs and α-pinene produced solid SOA, when measured in dry
conditions. The phase state of SOA produced from different precursors was probed with
the impactor with optical detection, up to RH of 63%. The flow tube (PAM) reactor
described in previous chapter was used to provide different oxidation levels for various
precursors.

Even though the precursor molecules of biogenic SOA are typically of the terpene group,
significant differences occur in the phase state of SOA, as well as the oxidation response.
Depending on the structure of the precursor, varying ·OH exposure gives different O/C
response, as seen in Figure 5.1. The exact oxidant exposures are given in Paper 4. The
simplest terpene, isoprene, yields a solid SOA, but the bounced fraction drops steeply when
the relative humidity increases above 55%RH as shown in the top panel of Figure 5.1.

The bounce measurement of SOA produced by n-heptadecane (C17H36) oxidation shows
a very clear progression of oxidative hardening of SOA particles (Paper 4) as seen in
Figure 5.2. The precursor is a liquid in normal conditions with high enough vapor pressure
to be evaporated if formed into particles in concentrations used in the experiment. The
highest bounced fractions are higher than that of levoglucosan, which is considered to be
glass at relative humidity of 30%, indicating viscosity change at least several orders of
magnitude.

35
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Figure 5.1: Bounced fractions biogenic SOA produced from isoprene, α-pinene and longifolene.
The ·OH exposures were between 2 and 17 days (0 for O/C of 0.34 α-pinene ozonolysis case).
Figure adopted from Paper 4

The alkane structure of n-heptadecane is prone to *OH oxidation, which leads at first
to an increased bounced fraction at all RH levels. At the highest oxidation level, the
hygroscopicity of molecules is increased due to increased polarity, which can be seen in the
decreasing bounced fraction when RH is increased (the red points and curve). This effect
can be quantified and separated from the oxidative hardening of SOM by measuring the
slope of the decrease of bounce with respect to increasing humidity (shown in Figure 5.3).
This slope is affected by the oxidation. The structure of the precursor molecule, however,
plays a more significant role since the differences in the slope were more dependent on
the precursor than, for example, on the O/C ratio of the measured SOA.
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Figure 5.2: Bounced fraction of n-heptadecane SOA versus RH, oxidized to various O/C levels
between 0.1 to 0.3, corresponding to photochemical ages between 2 and 9 days. Note the low
slope with respect to RH compared to the high response to O/C change. Figure adopted from
(Paper 4)
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Figure 5.3: The slope of the bounced fraction with respect to increasing humidity. Note the
correlation between the inverse molecular mass and the slope for non-alkane precursors. Figure
adopted from Paper 4

As the oxidation of SOA continues, double bonds and cyclic structures become dissociated,
and molecules start losing their mass as hydroxyl radical oxidation breaks the single
bonds between the carbon atoms. This breaks up the molecule, and the saturation vapor
pressure rises again, releasing the hydrocarbons again to the gas phase (Kroll et al., 2011;
Seinfeld and Pandis, 1998). The viscosity of the particulate matter affects the oxidation
rate in cases, where the material is reacting in or is transported from the particle bulk.
SOA ages also with gas phase chemistry, as material is evaporated from the particle to the
gas phase, where it is more likely to oxidize, and then condense back on on the particle. In
case of high viscosity material, new condensation can hinder the transport of inner layers
on the surface, as well as the transport of oxidants into the bulk Shiraiwa et al. (2011).
The rate of oxidation sets a time range during which hydrocarbon products can exist in
a condensed phase. Thus solid particles are expected to be more resistant to oxidative
aging than low viscosity and liquid particles. Chemical half-life can be expected to range
from hours to days for liquid and solid particles, respectively Shiraiwa et al. (2011). This
kinetic barrier is lifted when particles are deliquesced, which allows for efficient mixing
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between the surface and bulk of the particle.

The change in the chemical half-life of the aerosol in the atmosphere due to the solid phase
and the diffusion limitations with the ubiquity of the solid phase can have an effect on
some of the assumptions now used in atmospheric models for SOA. The role of the phase
state of particles regarding the climate effects of SOA should be investigated further.

Water is so abundant in the atmosphere that it constantly interacts with the aerosol
particles present. The interaction of water with SOA particles can be of physical or
chemical nature. Physical interactions include absorption and adsorption processes, of
which the absorption can change decrease the material viscosity and change density
considerably.

As free water molecules meet a particle, they can be adsorbed on the surface or absorbed
into the condensed matter bulk. The amount of absorptions depends strongly on the
amount of available water and the properties of the substrate matter. Because hygroscop-
icity strongly depends on the polarity of the substrate material, more oxidized and thus
more polar molecules are expected to be more water soluble. For the phase of the particle,
hygroscopicity thus sets a compensating effects with increased viscosity brought on by
oxidation: increased oxidation induces higher viscosity, but at the same time if water
is available, higher oxidation induces a higher affinity to the water-induced softening
and solubility of the material. This effect is clearly seen in Figure 5.2, where the overall
bounced fraction increases with oxidation but the slope of bounced fraction is steeper.
The effect of adsorption cannot be ruled out here, but since there is no energy barrier
for absorption in amorphous matter, the role of adsorption is expected to be minimal
compared to absorption. The ammonium sulfate is an exception, but for the coated
particles the adsorption is likely not relevant for the bounce.

In addition to the phase change induced by changing relative humidity after the formation
and growth of SOA, the phase is also dependent on the relative humidity during the
formation of SOA, as the higher RH changes the oxidation chemistry to favor lower
molecular mass products (Kidd et al., 2014).

5.2 Seeded and multicomponent particles

Because SOM is usually amorphous in form no energy barrier exists, its phase hysteresis
for water uptake is caused by kinetic limitations of water evaporation (Bones et al., 2012;
Mikhailov et al., 2009; Koop et al., 2011). If, however, a SOA particle is a mixture of
SOM and a seed particle of crystalline material, such as most salts, the humidity response
changes. Crystalline materials exhibit hysteresis due to the different minimum energy
configuration of the crystal structure so that both the deliquesced and dry forms can
exist at the same RH. When amorphous and crystalline material are mixed, hysteresis
becomes a combination of both time-dependent and independent, but thermodynamic
hysteresis effects.

The bounced fraction hysteresis behavior of mixed ammonium sulfate – SOA particles
was studied in Paper 5, SOA was produced in a smog chamber separately by dark
ozonolysis of α-pinene and by photo-oxidation of both α-pinene and isoprene, all with
ammonium sulfate particles as seeds. The organic fraction in all experiments involving
SOA was in the range of 0.77–0.89. The two-branch humidity control setup described
in section 4.6 was used along with the low pressure impactor described in section 4.5 to
obtain bounced fraction response to different humidity as well as the hysteresis behavior
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Table 5.1: O/C ratio and organic volume fraction for singly charged seed and total particle.

Experiment O/C ratio ε dm / Seed dm (nm) Coat (nm)
α-pinene *OH 0.31±0.01 0.89±0.03 145±15 / 70±6 38±16
α-pinene *OH 0.31±0.01 0.82±0.05 125±13 / 70±6 28±14
α-pinene O3 N/A 0.82±0.05 125±13 / 70±6 28±14
α-pinene O3 0.33±0.01 0.86±0.04 135±14 / 70±6 33±15
Isoprene *OH 0.70±0.01 0.82±0.05 125±13 / 70±6 28±14
Isoprene *OH 0.71±0.01 0.77±0.06 115±12 / 70±6 22±13

of the bounced fraction. The results are shown in Figure 5.4 and the experimental details
in Table 5.1.

The exact behavior of the hysteresis of SOA, compared with that of pure AS and pure
SOM, can be used to deduce phase and mixing information about the particles. In Figure
5.4a), the deliquescence and efflorescence of ammonium sulfate seed is seen at a relative
humidity of 80 %RH and 30 %RH, respectively. The drop in bounced fraction before
the deliquescence at 80% is explained by the strong adsorption effect of the ammonium
sulfate Bateman et al. (2014).

When photo-oxidized α-pinene SOM (Figure 5.4b)) is condensed on particles, their
behavior changes significantly. The bounced fraction (BF) remains above 0.7 until
the deliquescence RH of the seed is reached. The amorphous material is expected to
exhibit much lower adsorption effect compared to ammonium sulfate, since there is no
thermodynamic barrier for absorption shown by for example Smith et al. (2011), by
the growth factors of SOA particles at 50% RH. An offset in the bounced fractions of
approximately 0.2 is retained after deliquescence.

At the dehydration branch, however, the bounced fraction starts to increase immediately
upon decreasing RH, and the final efflorescence step of the seed is less than 0.2. This
shows that the water interaction of the seed is independent of the SOM, while the SOM
behavior is very similar to that shown for pure α-pinene SOA particles in Figure 5.1. In
other words, the two compounds do not mix, even after deliquescence. The mixing of
the two phases would also change the prominent deliquescence and efflorescence relative
humidities, as shown by Smith et al. (2012). This agrees with Bertram et al. (2011), who
give an O/C limit of 0.7 for liquid-liquid phase separation (LLPS), whereas the α-pinene
experiments in Figure 5.4 is 0.30 (further details are presented in Paper 5).

The offset in the bounced fraction can indicate either particle bounce despite deliquesced
seed or an almost impermeable SOM coating on some of the particles, which inhibits the
deliquescence of the seed. In the case of impermeable coating, most particles have an
incomplete SOM coating over the seed, while the 20 % that do bounce have a complete
shell. Particle bounce with even with the seed deliquesced is more likely explanation,
since the pure SOA results in Figure 5.1 show that SOA does bounce even at impactor
RH higher than the corresponding DRH of the ammonium sulfate.

A similar experiment but hydroxyl radical as oxidant is shown in Figure 5.4d). The
behavior is similar to the photo-oxidation experiment, except for the efflorescence branch,
where an efflorescence step typical of ammonium sulfate seed is not seen. One explanation
may be the mixing of the two phases while deliquesced. This is, however, contradicted by
Bertram et al. (2011), where the 0.7 O/C limit for LLPC is much higher than the O/C
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Figure 5.4: Bounced fraction and hysteresis results for a) pure ammonium sulfate particles,
b) AS seed coated with photo-oxidized α-pinene SOM, c) AS seed coated with photo-oxidized
isoprene SOM, and d) AS seed coated with α-pinene SOM produced via dark ozonolysis. Inferred
particle morphologies are represented as drawings close to the data points. The green part
in the drawing is the SOM and the red the AS core. The green becoming lighter denotes
decreasing viscosity for both SOM and mixed cases. In the case of AS, light color denotes the
deliquesced phase. For the data points, the open symbols denote the hydration cycle of the
experiment whereas closed symbols denote the hydration-dehydration cycle. Different symbols
denote different particle sizes (exact parameters are given in Paper 5).

achieved (0.33) with dark ozonolysis in the experiment. Another, more likely explanation
is the low susceptibility of SOM to water, as shown in Paper 4.

The seeded experiment with isoprene (O/C of 0.7) is at the limit of LLPS (0.7) given by
Bertram et al. (2011), and the data shown in Figure 5.4 is in agreement. The deliquescence
of the AS seed is, however, masked under the deliquescence of isoprene SOM. In the pure
SOM experiment in Figure 5.1 the bounced fraction of isoprene SOA drops much earlier
than that of α-pinene SOA, while having lower O/C ratio. The efflorescence branch shows
some hysteresis, possibly influenced by the mixing of the phases.

In Paper 1 SOA produced from pine-emitted VOCs and SO2 was studied with the
electrical low pressure impactor (ELPI) cascade. The particles are composed of the
organic matter and sulfuric acid produced from the sulfur dioxide. Figure 5.5 shows the
bounce factor measured with an ELPI during the SOM condensation growth. The 17 nm
and 30 nm limits are the cutoff sizes of the impactor for the two bounce factor calculations
and provide some sensitivity limits for the result. The ammonium sulfate test points
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Figure 5.5: Normalized bounce factor during particle growth by pine VOC and SO2 oxidation
by ∗OH. Figure from Paper 1.

indicate the bounce factor for pure ammonium sulfate test particles, which have lowest
bounce factor at 50 nm size than the SOA, but the anomaly is explained by the charge
transfer properties of the different materials. The mixed SOA-sulfuric acid particles start
off with very low bounce factor at around 23 nm and start increasing immediately with
increasing particle size. Because of the low pressure, this is the bounce factor of dry
particles and it is seen that as the SOM is condensing on the particles, the bounce factor
increases sharply until 40 nm, after which the bounced fraction fluctuates. The slight
fluctuation can be caused by the different impact velocities of the different stages and
thus different charge transfer of the particles.

When the particles are small, a higher fraction of the particle is amines, sulfuric acid,
and also water because sulfuric acid is highly hygroscopic. As particles grow, the seed no
longer dominates their behavior, and the SOM causes the particles to bounce.

In addition to the change in composition, the oxidation of the SOM changes during
the experiment. The particle diameter increase during the growth from 30 nm to 90 nm
corresponds to an O/C ratio increase from 0.21±0.01 to 0.35±0.01, as calculated using
the parametrization by Ng et al. (2010). In this experiment the oxidation and the particle
size have an effect on the composition. The size change matters due to particles having
a higher sulfuric acid concentration when fresh, in addition to the different oxidation
state of the SOM, as discussed in Section 5.1. The present experiment cannot distinguish
whether the sulfuric acid concentration or the oxidation of the SOM causes the change in
bounce factor. The change in the O/C-ratio is, however, less radical than the composition
change.

Figure 5.6 shows the measured bounced fraction of mixed particles consisting of sulfuric
acid and longifolene SOM with an O/C ratio of 0.7–0.8. The high O/C ratio is above the
LLPS threshold of 0.7, which indicates completely mixed system. The addition of sulfuric
acid clearly drops the bounced fraction of the SOA even at RH below 30% impactor RH;
a 20% SO4 content in the particles induces a gradual phase change at 50±10[%], and a
further increase to a 36% SO4 content drops particle bounce below 0.1 at all measured
humidities. Based on this, the bounce behavior seen with the pine-derived SOA in Paper
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1 is accounted for with high sulfur content at particle sizes below 35 nm.
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Figure 5.6: Bounced fraction of mixed SOM – sulfuric acid particles with different sulfate mass
fractions. The SOM is longifolene SOM with an O/C ratio of 0.70–0.80. Figure from Paper 4.



6 Summary

The phase of secondary organic aerosol has consequences for the lifetime of particles in
the atmosphere and for their cloud condensation probability. The effect of SOA on the
climate depends on many factors. One is presumably the phase state of particles. A need
for methods to measure the phase state was the driving force behind the development of
instruments and method. A new method was thus devised to study particle mechanical and
electrical properties from the measurement signal of an electrical low pressure impactor
designed to measure particle size distribution.

With a different approach, a new instrument was developed to measure the phase state
of particles with well defined relative humidity and relative humidity history. The
instrument was characterized for response on crystalline and amorphous test materials.
The instrument was applied to measuring pure and seeded SOA generated with an aerosol
smog chamber and a continuous flow tube reactor. In addition to new measurement
methods, important new findings emerged to indicate that the solid phase is very common
to biogenic SOA.

Experiments with laboratory-generated single component SOA revealed that the phase
state of SOA depends on the precursor material, the oxidation state of the organic
material, and the relative humidity. The SOA produced was amorphous and was found to
bounce in most cases at higher than 50% RH. The generated SOA had a solid state for
all systems studied though the anthropogenic alkane precursor solidified only at a high
oxidation level. Increasing oxidation increased particle bounce as the organic material
viscosity increased upon oxidation. At the same time, however, hygroscopicity increased
with an increasing O/C ratio, as seen also with atmospheric SOA by Jimenez et al. (2009).
This indicates that at least a local viscosity maximum exists on the humidity scale. An
additional complexity arises from the effect of precursors, which in general is larger than
the oxidation effect.

When SOA is internally mixed with sulfuric acid, the sulfuric acid fraction dominates
the particle phase state even at low concentrations. Relative humidity history also plays
a role since the sulfate seed of a particle dominates its bounce behavior after the seed
deliquescence threshold humidity has been reached. These results only shown that the
water is able to deliquesce the ammonium sulfate, but the actual state of the SOM is
unknown. Thus another dimension to the phase state map is introduced by the seed. In
conclusion, the solid phase state of SOA particles is expected to be very common and to
depend on the precursors, ambient relative humidity and aging. The phase state has an
impact on the interaction of SOA with the atmosphere, especially where atmospheric age
is of importance, and should be taken into account when atmospheric models containing
SOA effects are improved.

The technique and methods developed in this work are a step towards a better charac-
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terization of particle physical properties. The levels, however, do not yet reach those
where the measurement signal could be directly linked, for example, with the viscosity or
elastic modulus of the particle to facilitate kinetic chemical and fluid dynamic modeling
of particle interaction with the surrounding atmosphere. Substrate effects need to be
studied more carefully, along with theoretical and computational effort.

The need for methods to determine the phase and ultimately the viscosity and diffusion
constants of particulate matter has inspired many new methods after the work published in
Paper 2 and Paper 3. The current branches of study also borrow from other disciplines,
the most important being improvements in optical measurement of the bounced fraction,
the particle coalescence studies of Pajunoja et al. (2014); Renbaum-Wolff et al. (2013);
Power et al. (2013), probe particle flow within a SOM sample by Renbaum-Wolff et al.
(2013), ozone uptake and reactivity measurements(Shiraiwa et al., 2011) and advances in
computation (Miyakawa et al., 2013). The research is active, and further improvements
in instrument, theoretical, and computational studies are to be expected.

Review of the original articles

Paper 1: The method described in Virtanen et al. (2010) was extended to smaller
particle sizes and different particle compositions of secondary organic aerosol (SOA).
The main finding of the article was the solid phase of SOA particles, already at
particle sizes below 40 nm indicating that the solid phase is ubiquitous in at least
dry conditions.

Paper 2: A new data analysis method was developed to extract bonce and charge transfer
coefficinets of particles from the measurement signal of an electrical low pressure
impactor (ELPI).

Paper 3: A new instrument was developed to quantitatively measure the bounce of
nanoparticles also at elevated relative humidity. The instrument could distinguish
between a solid and deliquesced phase but also between crystalline and amorphous
phases.

Paper 4: The method developed in Paper 3 was applied to measuring aged SOA,
produced in a potential aerosol mass (PAM) reactor. The ubiquity of the solid
phase was demonstrated at a relative humidity of below 60%. The bounced fraction
and the humidity response was shown to depend on the precursor material and
oxidation state.

Paper 5: The method developed in Paper 3 was applied to ammonium sulfate seeded
isoprene and α-pinene SOA. The seed dominated the particle bounce behavior,
independently confirming the findings of earlier research by Bertram et al. (2011).
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Abstract. The assessment of the climatic impacts and
adverse health effects of atmospheric aerosol particles re-
quires detailed information on particle properties. However,
very limited information is available on the morphology and
phase state of secondary organic aerosol (SOA) particles.
The physical state of particles greatly affects particulate-
phase chemical reactions, and thus the growth rates of newly
formed atmospheric aerosol. Thus verifying the physical
phase state of SOA particles gives new and important in-
sight into their formation, subsequent growth, and conse-
quently potential atmospheric impacts. According to our re-
cent study, biogenic SOA particles produced in laboratory
chambers from the oxidation of real plant emissions as well
as in ambient boreal forest atmospheres can exist in a solid
phase in size range>30 nm. In this paper, we extend pre-
viously published results to diameters in the range of 17–
30 nm. The physical phase of the particles is studied by
investigating particle bounce properties utilizing electrical
low pressure impactor (ELPI). We also investigate the ef-
fect of estimates of particle density on the interpretation of
our bounce observations. According to the results presented
in this paper, particle bounce clearly decreases with decreas-
ing particle size in sub 30 nm size range. The comparison
measurements by ammonium sulphate and investigation of
the particle impaction velocities strongly suggest that the de-

Correspondence to:A. Virtanen
(annele.virtanen@tut.fi)

creasing bounce is caused by the differences in composition
and phase of large (diameters greater than 30 nm) and smaller
(diameters between 17 and 30 nm) particles.

1 Introduction

Secondary aerosol formation via nucleation of precursor va-
pors and subsequent condensational growth has been re-
ported to produce atmospheric aerosol in a variety of envi-
ronments (e.g., Kulmala et al., 2004; Laaksonen et al., 2005).
Numerous modelling studies (e.g., Spracklen et al., 2006)
suggest that these particles are likely to have a significant
impact on climate. The assessment of the climatic impacts
and adverse health effects of atmospheric aerosol particles
require detailed information on particle properties. Oxida-
tion products of volatile organic compounds (VOC) emitted
by sources such as vegetation participate in the formation and
growth process of the newly formed atmospheric particles
(Laaksonen et al., 2008, Kanakidou et al., 2005, Jimenez et
al., 2009; Claeys et al., 2004). These are called secondary or-
ganic aerosols (SOA). Recent estimates on the importance of
SOA formation show that it may be as significant as primary
organic aerosol emissions, comprising about 60-70 % of the
organic aerosol mass on the global scale and regionally even
higher (Hallquist et al., 2009, Kanakidou et al., 2005). Fur-
thermore, substantial formation of biogenic SOA takes place
over the boreal forest in northern Europe, indicating that the
forest is a major source of climate-relevant aerosol particles
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Table 1. Summary of plant chamber experiments. Values are determined at the beginning of trials (density during experiments± standard
deviation).

# Experiment VOC O3 SO2 TME RH T density

(ppb) (ppb) (ppb) (ppb) (%) (◦C) g cm−3

1 Pine + O3 16.8 35 – – 34 22 1.00±0.06
2 Pine + OH + SO2 107.6 35 22 35.2 31 22 1.10±0.07

(Tunved et al., 2006). SOA formation and properties are
widely studied to clarify the role of SOA in radiative forcing
and climate. In spite of their importance, the exact species
and mechanisms that are responsible for the formation and
growth of SOA is still not known. This is especially true
for sub-30 nm diameter particles, for which the Kelvin ef-
fect predicts that a relatively small subset of available aerosol
precursors participate in gas-particle partitioning due to their
volatility.

It is well known that inorganic salts such as NH4(SO4)2
and NaCl can be found in liquid droplets or solid crystals in
the atmosphere depending on the surrounding humidity and
temperature (e.g., Martin, 2000). However, very limited in-
formation is available on the morphology and phase state of
SOA particles. According to our recent study, biogenic SOA
particles produced in laboratory chambers from the oxidation
of real plant emissions as well as in ambient boreal forest at-
mospheres can exist in a solid phase (Virtanen et al., 2010).
In addition, the results of Cappa and Wilson (2011) indicate
that the SOA particles formed throughα-pinene ozonolysis
might be in a solid amorphous state rather than liquid. The
physical state of particles greatly affects chemical reactions
in the particles, and thus the growth rates of newly formed
atmospheric aerosol. For highly viscous and solid particles,
chemical reactions are typically surface-limited (i.e., hetero-
geneous reaction on particle surfaces). Zobrist et al. (2008)
and others (Murray 2008; Mikhailkov et al., 2009) also sug-
gested that the water uptake of the particles is diminished or
even fully inhibited for highly viscous or glassy aerosols. In
gas-to-particle partitioning models developed for SOA parti-
cles, it is generally assumed that particles are in liquid state
(Pankow, 1994; Odum et al., 1996). Thus verifying the phys-
ical phase state of SOA particles gives new and important
insight into their formation and growth process and essential
information on their atmospheric impacts.

The physical phase of the particles can be studied by in-
vestigating particle bounce properties (Virtanen et al., 2010).
When an aerosol particle collides with an impaction surface,
one part of its kinetic energy is dissipated in the deforma-
tion process, and another part is converted elastically into
kinetic energy of rebound. If the rebound energy exceeds
the adhesion energy, the particle will bounce from the sur-
face. Thus both the elastic properties and surface proper-
ties of particles affect their bounce probability (Rogers and
Reed, 1984). Relative humidity (RH) also affects the bounce

probability as RH influences the viscoelastic properties of
hygroscopic aerosol particles (Stein et al., 1994). Generally,
harder materials, larger particles or greater impact velocity
will lead to a higher bounce probability, although the rough-
ness of the collecting surface also plays a significant role
(Dahneke, 1971, Chang et al., 1991). In our recent paper
(Virtanen et al., 2010) we showed that biogenic SOA parti-
cles bounce in impactor stages, indicating that the particles
are solid in their physical phase. Based on electron diffrac-
tion analysis and bounce measurements of liquid, crystalline
and amorphous solid laboratory-generated aerosol, we con-
cluded that biogenic SOA particles larger than 30 nm in di-
ameter are amorphous solids. In this paper, we extend these
results to diameters in the range of 17–30 nm. Furthermore,
we investigate the effect of estimates of particle density on
the interpretation of our bounce observations.

2 Methods

2.1 Chamber experiments

The SOA experiments were performed at the Kuopio aerosol
research chamber using living Scots pine trees as a natu-
ral source of VOCs. The experimental setup has been de-
scribed in detail by Hao et al. (2009). Briefly, the system
consists of a plant enclosure (fluorinated ethylene propylene
(FEP) bag), a reaction chamber (made also of FEP film with
a volume of 6 m3), and gas and particle measurement sys-
tems that are described in greater detail below. All branches
with green needles on a 10-yr-old Scots pine seedling were
enclosed in an FEP bag, which was sealed on the stem bark.
Plant-emitted VOCs were transported by purified and dried
air into the separate reaction chamber in order to achieve
the desired concentration of VOCs. To simulate herbivore
attack on tree bark and to activate the chemical defence of
seedlings, thereby enhancing VOC emissions, 1 cm long and
1 mm deep cuts were made on the base of the main stem by
a knife.

Table 1 summarizes the experiments conducted in this re-
search. The experiments are the same described in Virtanen
et al. (2010). In experiment (#1) ozone-initiated chemistry
was explored, whereas in experiment (#2) tetramethylethy-
lene (TME) was added to the chamber to produce additional
hydroxyl radicals (OH) and increase the OH:O3 ratio (i.e.,
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oxidation conditions) in the reaction chamber (Lambe et al.,
2007). In experiment (#2) 1 ppm of SO2 in nitrogen was
also added to the chamber. After injecting the plant-derived
VOCs, 700 ppb of ozone generated by a UV lamp O3 gen-
erator was added to the chamber at a flow rate of 40 lpm
for approximately 8 min. In all experiments, the temperature
(T ) was 22±1◦C and relative humidity (RH) was controlled
in the range of 30±5 % (measured with Vaisala Humidity
and Temperature Probe HMP50). Ozone (DASIBI 1008-RS
O3 analyzers, Dasibi Environmental Corporation), NOx (AC
30M NOx analyzer Environment s.a.), SO2 (AF21M SO2 an-
alyzer Environment s.a.) and VOC concentrations were mea-
sured inside the chamber during experiments. VOC samples
were collected on Tenax-TA adsorbent and the samples were
analyzed by gas chromatography-mass spectrometry (Vuori-
nen et al., 2004). The initial VOC concentrations inside the
chamber before ozone addition were 18.8 ppb and 107.6 ppb
for the ozone O3 (exp. #1) and OH+SO2 (exp. #2) experi-
ments, respectively. To increase aerosol mass loading in the
experiment (#1), two extra ozone injections were made at
two hours after the first ozone addition.

The particle size distributions were measured by two scan-
ning mobility particle sizers (SMPS) comprised of a Differ-
ential Mobility Analyzer (DMA; model 3081, TSI, Inc.) cou-
pled to a condensation particle counter (CPC; model 3022,
TSI, Inc.) and a nano DMA (model 3085, TSI, Inc.) cou-
pled to a ultrafine CPC (model 3027, TSI, Inc.) with mobil-
ity diameter ranges of 10–700 nm and 3–60 nm, respectively.
Furthermore, chemical composition and mass size distribu-
tions of aerosol particles formed during the experiments were
measured with a quadrupole-based Aerosol Mass Spectrom-
eter (AMS, Aerodyne Inc.). The average density of particles
was determined by comparing the SMPS volume and AMS
mass size distributions (De Carlo et al., 2004).

The size distributions and bounce behaviour of particles,
which are related to particle physical phase state, were de-
termined with an electrical low pressure impactor (ELPI).
In ELPI, particles are charged by a unipolar corona charger
and after the charger, the particles enter a twelve stage cas-
cade impactor (Keskinen et al., 1992), where the particles
are classified according to their aerodynamic size, depending
on both the physical size and the density of the particle. In
a conventional ELPI set-up, the cut size of the lowest stage
is approximately 30 nm, however for these investigations the
ELPI was equipped with an additional impactor stage with a
cut-off size of 17 nm. In addition, a back-up filter was used
to measure particles smaller than the lowest impactor cut-off
size.

2.2 Particle bounce analysis

In the normal operation of a cascade impactor, particle
bounce perturbs the measurement as larger particles are
transferred to lower stages following bounce thus biasing the
inferred size distribution towards smaller sizes. When par-

ticle bounce occurs in an ELPI, a significant excess current
is measured in the lowest impactor stages resulting from the
charges carried by the bounced particles.

Hence, particle bounce can be quantified by analyzing the
difference in bounce-affected measured currents with ideal
non-affected currents. To calculate the ideal currents the
measured SMPS number distribution as a function of particle
diameter,nSMPS(dp), is converted to ELPI current response
i id(dp) by first multiplying the measured SMPS distribution
by the ELPI charger efficiency curve,Ech(dp) (Ristimäki et
al., 2002)

i id(dp) = nSMPS(dp)Ech(dp) (1)

Next, the resulting current distributioni id is passed
through the ELPI impactor kernel functions kj to mimic
the particle collection within the impactor (Ristimäki et al.,
2002). The kernel functions are carefully calibrated for cho-
sen impactor units and substrate types. The current in the jth
impactor stage can be calculated from the following equa-
tion:

I id
j =

∞∫
0

kj (dp,ρ)i id(dp)ddp (2)

Such calculations result in idealized ELPI currents. In the
above calculations, the average particle density (ρ) is re-
quired. For pine derived SOA particles measured in the smog
chamber we use densities obtained from AMS – SMPS mea-
surements (density value of 1.1 g cm−3). Note that the parti-
cle density was determined for particle diameters larger than
100 nm due to low mass loadings in the chamber and the
low particle transmission efficiency of the AMS for particles
smaller than 40 nm. In the following section we shall ex-
plore relationship between particle bounce observations and
density for particles smaller than 100 nm in diameter.

When the measured and ideal currents are compared, the
fraction of excess current in the back-up filter can be esti-
mated. This fraction is called the bounce factor (Virtanen
et al., 2010). In the measurements reported by Virtanen et
al. (2010), the bounce factor was determined reliably only for
particles having GMD larger than 30 nm. This was due to the
fact that the lowest cut size of the impactor set-up used in at-
mospheric measurements was 30 nm. If the ELPI is equipped
with additional impactor stage having cut-size 17 nm (Yli-
Ojanper̈a et al., 2010), it is possible to extend the bounce
characteristic investigations down to 17 nm according to (see
also Fig. 1)

bounce factor≡
Ifilter −I id

filter∑
I id
impactor stages≥17 nm

, (3)

where Ifilter is the current measured in back-up filter,
I id
filter is the simulated ideal current in back up filter, and

6I id
impactor stages≥17 nm is the sum of the ideal currents calcu-

lated from the impactor stages (excluding the back-up filter).
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Fig. 1. Comparison of normalized bounce factors for measurements
having 17 nm (open circles) and 30 nm (black dots) size limitations.
In addition, reference measurements by ammonium sulphate parti-
cles are shown (blue diamonds).

Here the cut size of the last impactor stage is 17 nm. We
would like to point out that the bounce factor defined by
Eq. (3) does not depend only on particle bounce properties
but also on the charge transfer properties of the particles.

In the following section, we present the results calculated
by the Eq. (3), and compare them to the results published
in Virtanen et al. (2010) where the bounce factors were cal-
culated by utilizing the same data but using the 30 nm size
limitations.

3 Results and discussion

For comparison, the normalized bounce factors for 17 and
30 nm size limits are shown in Fig. 1 for particles produced
by the OH dominated oxidation of pine emitted VOCs (in
presence of added SO2 in the chamber). In Fig. 1, the bounce
factors are calculated using the same data with two different
size limitations, The results shown in Fig. 1 are calculated
using particle density of 1.1 g cm−3 derived from the AMS-
SMPS measurements and they are shown as a function geo-
metric mean mobility diameter (GMD) of SMPS size distri-
butions. It should be noted, that the absolute value of bounce
factors for size limits 17 nm and 30 nm differs because in
the 30 nm case, the bounce factor is calculated according to
the equation presented in Virtanen et al. (2010) instead of
Eq. (3). The size limits of 17 nm and 30 nm are marked with
grey vertical lines in the figure. As can be seen, the particle
bounce factor clearly decreases in size range below 30 nm.

The particle bounce data can be used to constrain the den-
sity of sub-30 nm diameter particles, for which little exper-
imental data is available (Kannosto et al., 2008). In Fig. 2
we show the calculated bounce factor for data obtained with
the 17 nm diameter size limit using density values varying

from 0.8 g cm−3 to 2 g cm−3. The results indicate that in
spite of possible uncertainties in the density, the bounce of
the sub 30 nm particles clearly decreases with decreasing par-
ticle size. In addition, the bounce factor for particles>40 nm
is insensitive to the chosen density.

In the upper right corner of Fig. 2a and b, the results of
the details in bounce factor values for the smallest particle
sizes are shown. The zero value for bounce factor is marked
with dashed line in the figure. As can be seen, the bounce
factor gets clearly negative values when low density values
are used in calculations. Underestimating the density in the
calculations results in unrealistically high simulated current
values in the back up filter compared to the measured cur-
rents (i.e., unrealistic high values ofI id

filter in Eq. 3), thus the
numerator in Eq. (3) gets negative values. The closer the
investigated size is to the cut size of lowest impactor stage
(in this case 17 nm) the more sensitive the calculated bounce
factor is for the chosen density values. The estimated maxi-
mum uncertainty in the calculated bounce factor is ca. 10 %
including the noise in current measurement and the uncer-
tainty in current simulations (but excluding the effect of the
density values used in calculations which is shown in Fig. 2a
and b). It is clear that for all used density values the changes
in bounce factor in sub 30 nm size range in Fig. 2a and b are
significant compared to the uncertainty in the bounce factor
calculations.

In the case of particles formed by ozonolysis of pine de-
rived VOC in the absence of SO2 (henceforth referred to as
the “O3 case”), the bounce factor achieved positive values
for the smallest measured mobility diameter (18 nm) when
the density used in calculations are greater than 1.3 g cm−3

(Fig. 2a). In the case of OH initiated oxidation in the pres-
ence of SO2 (referred to as the “OH+SO2 case”), the corre-
sponding density value is 1.6 g cm−3 (Fig. 2b). This indicates
that in the experiments with SO2 (OH+SO2 case), the density
of the smallest particles is higher than in the absence of SO2
(O3 case). In Fig. 4a the ratio of SO2−

4 to organics mea-
sured by the AMS is shown for OH+SO2 case. It can be seen
that smaller particles contained higher amount of SO2−

4 than
larger particles. On the other hand, particles formed through
ozonolysis in absence of SO2 contained no SO2−

4 . Densi-
ties of inorganic compounds containing SO2−

4 are typically
higher compared to organic compounds, e.g., 1.84 g cm−3 for
sulphuric acid and ca. 1.77 g cm−3 for ammonium sulphate
(Lide, 1996). This can explain the differences in densities of
the smallest particles in these two cases. When the density
values analyzed for larger particles (50–100 nm) from AMS
and SMPS distributions shown in Table 1, no clear differ-
ences are observed. As Fig. 4a shows, at these larger sizes
the ratio of SO2−

4 to organic decreases and particles become
more similar to pure SOA.

The higher density values needed to gain the positive
bounce factor (calculated from Eq. 3) for the OH+SO2 case
could be explained also by the lower bounced fraction of
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Fig. 2. Calculated bounce factors for the 17 nm size limit measured for(a) O3 initiated oxidation in absence of SO2 and(b) OH dominated
oxidation in presence of SO2. Density values varying from 0.8 g cm−3 to 2 g cm−3 were used in calculations. Insets in the upper right
corners of(a) and(b) show details in bounce factor values for the smallest particles.

  
a) b) 

Fig. 3. (a)Calculated impaction velocities and(b) impaction energies for the 20 nm particles impacting for the first time on the stage having
17 nm cut size (red dots) and 40 nm particles (blue stars) impacting on the 30 nm stage and 17 nm stage.

these particles (i.e., the lower measured current value in the
filter stage (Ifilter) in Eq. 3) when compared to O3 case. In
fact, when the bounce factors in Fig. 2a and b are compared,
it can be seen that the overall bounce factor for OH+SO2
case is lower than for the O3. According to our earlier work
(Virtanen et al., 2010) the bounce factor measured for ammo-
nium sulphate particles is clearly lower than for amorphous
polystyrene or SOA particles. This could be due to the differ-
ence in elastic properties of crystalline and amorphous ma-
terials or in charge transfer characteristics of these materials.
One conclusion that one may draw from our observations that
the differences in bounce behaviour of the smallest (around
20 nm) particles in these two investigated cases are related to
the SO2−

4 concentration in particles. The higher SO2−

4 frac-
tion in smallest particles can result in higher density value
of the particles or the lower bounce probability of the parti-
cles (or both of these). The effect of these differences can be

seen in calculated bounce factors. The decrease of the SO2−

4
fraction in particles in OH+SO2 case (Fig. 4a) with increas-
ing particle size indicates also that the sulphate compounds
play a key role in initial particle formation and the organics
participate strongly on particle growth.

According to the results presented here, particle bounce
clearly decreases with decreasing particle size. The decreas-
ing bounce can be caused by two reasons. Firstly the de-
creasing bounce can be caused by the differences in com-
position and phase of larger (GMD>30 nm) and smaller
(GMD 17–30 nm) particles. In Fig. 4a and b the ratio of
mass of m44 to mass of total organics analyzed from AMS
data, which is a measure of the oxidation state of the particu-
late organics, is shown as a function of the GMD of num-
ber distribution for the O3 and OH+SO2 experiments, re-
spectively. It should be noted that the AMS composition
data shown in Fig. 4 is presented as a function of GMD of
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Fig. 4. m44/total organics ratio of particles derived from(a) OH initiated oxidation of the pine emitted VOCs, in the presence of SO2, and
(b) ozonolysis of the pine-emitted VOCs.

number distribution measured by SMPS. In the O3 case, no
SO2−

4 was detected in the AMS signal, as can be expected,
but the particle oxidation degree of the smallest particles, as
represented by the fraction of them/z 44 fragment of the to-
tal organic mass concentration, is clearly lower than of the
larger particles (Fig. 4b). A decreasing trend off 44 with
decreasing particle size can be seen in Fig. 4b indicating
strong possibility of similar trend also in the sub 30 nm size
range. Hence we can assume that the fresher sub 30 nm par-
ticles are less oxidized than the larger particles. As a matter
of fact, the lower oxidation degree of the smallest particles
might be related to the “less solid” nature of the particles:
it is known that the oligomers or other organic compounds
with high molar mass are more prone to glass formation than
smaller molecules (Zobrist et al., 2008). Hydrogen bond-
ing between oxygenated compounds and functional groups
may also favor the formation of solid phases (Mikhailov et
al., 2009). According to Fig. 2, the fresher particles hav-
ing GMD of 18 nm have clearly lower bounce factor than
more aged particles having GMD of 30 nm. The time differ-
ence between these two measurements was approximately 15
minutes and the GMD 30 nm was measured approximately
25 min after the first particles were detected in the cham-
ber. Thus, in these experimental conditions, we can make
a rough approximation according to which the solidification
takes place 10–25 min after the beginning of the nucleation
process. The potential influence of oxidation and the age
on the phase state of organic aerosol particles should be ex-
plored in future studies.

In the OH + SO2 case, the measured fraction of partic-
ulate SO2−

4 increases with decreasing particles size but no
clear changes in particle oxidation degree (f44) can be ob-
served (Fig. 4a). As mentioned above, the bounce factor
for OH+SO2 case particles containing fraction of SO2−

4 is
generally lower than bounce factor for O3 case (no SO2−

4 in
particles). According to our earlier laboratory experiments
(Virtanen et al., 2010) the bounce factor measured for ammo-
nium sulphate particles is clearly lower than for amorphous
polystyrene or SOA particles. This could be due to the differ-

ence in elastic properties of crystalline and amorphous ma-
terials or in charge transfer characteristics of these materials.
Hence the increasing fraction of SO2−

4 in smallest particles
might also result in lowering bounce factor.

Secondly, it is important to note that with decreasing par-
ticle size the velocity needed for bounce to occur increases,
since the required velocity is inversely proportional to par-
ticle size (Dahneke et al., 1971). On the other hand, 17–
30 nm particles impact on the lowest impactor stage where
the impactor jet velocities are generally higher than the jet
velocities in the upper stage where, e.g., the 40 nm particle
impacts for the first time. In addition, the contact velocities
of particles impacting onto specific impactor stage depend on
particle size: particles clearly larger than the cut point of the
impaction stage have higher velocities than particles having
size close to the cut point. We estimated the impaction veloc-
ities for 20 nm particles impacting the first time on the lowest
impactor stage (having cut size 17 nm) and 40 nm particles
impacting the first time on the upper stage (having cut size of
30nm) by using the modeling method presented by Arffman
et al. (2011). As can be seen in Fig. 3a, where the impaction
velocities of the particles are presented as a function of the
radial distance from the center of the jet, the impaction ve-
locities for 20 nm particles in the lowest impactor stage are
higher on the average than impaction velocities of 40 nm par-
ticles on the upper stage. Impaction velocities of the 40 nm
particles are higher at the edges of the jet, because the slip
correction factor increases rapidly towards edges of the jet
as discussed by Arffman et al. (2011). Most of the particles
flow through the center parts of the impactor jet where the
impaction velocities of the 20 nm particles are much higher
than the impaction velocities of 40 nm particles at the upper
stage. In addition, Fig. 3a shows the impaction velocity of
40 nm particles bouncing from the upper stage to the lowest
stage. The impaction velocity increases as 40 nm particles
travel from upper stage to the lowest stage resulting in higher
bounce probability. We also calculated the kinetic energy of
the particles by assuming density 1 g cm−3. As can be seen
in Fig. 3b, the kinetic energy of 20 nm particles at the lowest
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stage (cut size 17 nm) is higher than the kinetic energy of the
40 nm particles impacting the upper stage (cut size 30 nm).
These results indicate that the decreasing particle size does
not explain the observed decrease in bounce factor in the sub
40 nm size range.

To further clarify the effect of particle size on bounce,
reference measurements using solid 25 nm and 45 nm
ammonium sulphate particles were performed. The
measured bounce for 25 nm particles was higher than
for 45 nm particles resulting the ratio of 1.4 for the
bounce(25nm)/bounce(45 nm). We assume that the increase
of bounce factor with decreasing particle size is due to both
the increase in impaction energy (ref. Fig. 3) and the changes
in charge transfer properties with particle size. The corre-
sponding ratio for pine derived SOA particles is 0.53 (for the
O3 case) and 0.4 (for the OH+SO2 case). Thus the behav-
ior of bounce as a function of particle size is clearly differ-
ent for solid ammonium sulphate particles and freshly nu-
cleated pine derived SOA in sub 30 nm size range support-
ing the conclusion that the phase of newly formed sub 30 nm
SOA particles is more liquid like than the phase of more aged
larger particles.

4 Conclusions

The results reported here give information on the bounce
characteristics (i.e., physical phase state) of smallest SOA
particles produced by O3 initiated oxidation and by OH dom-
inated oxidation with SO2 added in the chamber. Results
strongly suggest that the decrease of bounce is caused by the
differences in particle chemistry and their phase: the smaller
(diameters between 17 and 30 nm) particles having lower ox-
idation degree or containing higher amount of SO2−

4 bounced
less than larger (diameters greater than 30 nm) particles indi-
cating different material characteristics in the case of fresher
sub 30 nm size particles. The result might indicate that the
initial nucleation process and growth of the newly formed
particle is driven by mass transfer of molecules from gas
phase to liquid phase. When particles are more aged, the so-
lidification takes place and the partitioning process changes.
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a b s t r a c t

Bouncing and charge transfer between a particle and a surface are fundamental

phenomena in aerosol physics. In this study, a new method is presented for characteriz-

ing these phenomena in the nanometer size range. The method is based on electrical

detection of particles and on a new manner to exploit an electrical low pressure impactor

(ELPI). By measuring particles with and without the charger, bouncing and charge

transfer can be distinguished. To connect the measurement with the existing theoretical

knowledge, a new model describing the bouncing and charge transfer behavior in a

cascade impactor is presented. The model is linked to measurements through a fitting

process which provides theoretical parameters for polydisperse nanoparticles. With this

method, the bouncing and charge transfer of nanoparticles can be described by the

existing theory of micrometer-sized particles. To demonstrate the performance of the

method in practice, measurements were carried out to define the parameters for sodium

chloride and levoglucosan particles.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Nanoparticles are of interest in many fields of aerosol physics. Present research of aerosol synthesis, atmospheric
aerosols, traffic related aerosols and their health effects is focused on ultrafine particles, i.e. particles below 100 nm
(Kittelson et al., 2004; Kruis et al., 1998; Kulmala et al., 2004). It is well known that the properties of nanoparticles can
differ significantly from those of larger aerosol particles and, in general, all the knowledge should be confirmed before
applying it to nanoscale. In that sense, the interaction between a nanoparticle and a surface is rather poorly understood,
especially considering the phenomena of particle bouncing and charge transfer.

Motivation to study the bouncing of aerosol particles has often been in means to prevent or reduce it. There are several
studies focused on impactors and filters where particle bouncing is an undesirable phenomenon (e.g. Chang et al., 1999;
Fujitani et al., 2006; Mullins et al., 2003). Charge transfer is a side effect of bouncing when a particle is in a contact with
different surface material. Charge transfer has been studied as a fundamental phenomenon (John, 1995; John et al., 1980)
and within some medical inhalator applications, in which the role of contact charging is significant (Matsusaka et al., 2010;
Watanabe et al., 2007). Common for both bouncing and charge transfer is that experimental studies are practically
restricted to particle sizes over one micrometer. In spite of the experimental challenges and the lack of interest from
the perspective of medical inhalators in the nanometer size range, a few studies have recently been published related to
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the bouncing and charge transfer of nanometer-sized particles. Weber & Wu (2009) defined yield points for particle
materials by measuring the charge transfer of spherical metal nanoparticles. Furthermore, recent fragmentation studies of
nanoparticle agglomerates are closely related to particle bouncing (Froeschke et al., 2003; Seipenbusch et al., 2007).

Recently, an electrical low pressure impactor (ELPI) was used in a totally new manner to indicate an amorphous solid
state of secondary organic aerosol particles (Virtanen et al., 2010). The method was based on particle bouncing in the
impactor. The ELPI, originally developed by Keskinen et al. (1992), is a commercially available measuring device, in which
particles are charged in a corona charger and led to a cascade impactor. The device is capable of measuring an aerosol size
distribution in the size range of 7 nm to 10 mm. In the normal operation of an ELPI, particles are collected on impactor
substrates and a current signal is measured at each impactor stage connected to an electrometer. However, if particles are
bouncing in the impactor, apparent changes can be observed in the measured current distribution compared to the ideal
case of non-bouncing particles.

A concept of bounce factor was defined to quantify the amount of bounce in an ELPI (Virtanen et al., 2010, 2011). The
factor is calculated simply from the extra current measured at the lowest impactor stage or filter stage, and it should
represent the ratio of the current transferred by bounced particles to the ideal current of non-bouncing particles. However,
the problem is that the factor does not take into account possible charge transfer nor the precise characteristics of a
low pressure cascade impactor. More recently, Kannosto et al. (accepted) were able to define a lower limit for the bouncing
probability of particles by taking into account possible charge transfer in a simplified manner. Although the procedure was
based only on the measurements of secondary organic aerosol particles with an ELPI equipped with greased substrates, the
bounce probability represented the real fraction of bounced particles at a single impactor stage. However, in this respect, it
is more accurate and more applicable to use a single stage impactor and an optical measurement of particle concentration.
Saukko et al. (2012) introduced a method of this kind, naming the corresponding bounce probability as bounced fraction.
Principally, this method is a very good means to measure particle bounce with similar conditions for all particles, but it
practically requires a monodisperse aerosol sample. In this work, the analysis of bouncing and charge transfer rests upon
previous theoretical knowledge. The theoretical knowledge of particles over one micrometer is applied in the nanometer
size range. The contact charge in charge transfer and the capture limit velocity of bouncing are even more profound
concepts than bounce probability in the case of a single stage impactor. Through a new model and a principle of
measurement introduced in this work, the measurement of a polydisperse aerosol sample with an ELPI can be connected
to these concepts.

Using an ELPI or another instrument based on electrical measurement of particles in bouncing and charge transfer
measurements, there is especially one question that should be settled. That is how to distinguish the phenomena of
bouncing and charge transfer from each other. In this work, the key to the solution is that particles are measured with two
different preliminary states of charge. Simply by calculating the difference of the two measured currents, the fraction
of bounced particles can be seen. This simple principle of measurement is the basis of this study but it will also be
accompanied with a fundamental theoretical analysis and modeling of the instrument behavior.

For the further analysis, a new model for bouncing particles and charge transfer in an ELPI is presented. The model is
based on previous theories of bouncing and charge transfer (Dahneke, 1971; John et al., 1980) and on a recent flow field
model of a low pressure impactor (Arffman et al., 2011). The aim of the bouncing and charge transfer model is to calculate
the theoretical output of the instrument starting from an aerosol size distribution and parameters describing the bounce
and charge transfer properties of particles. Finally, when measurements with an ELPI and with a scanning mobility particle
sizer (SMPS) are performed simultaneously, the bounce and charge transfer properties of nanoparticles can be defined by
fitting the modeled currents to the measured ELPI currents.

2. Theoretical background

2.1. Bouncing

There are three elements that affect the process when an aerosol particle collides with a surface. Those three elements
are adhesion, the initial velocity of the particle and energy loss mechanisms in the collision. Assuming a spherical particle
and an infinite smooth surface, the adhesion energy between the particle and the surface can be written as (Dahneke,
1971)

Eadh ¼
Adp

12z0
, ð1Þ

where dp is the particle diameter, A is Hamaker constant and z0 is the separation distance usually assumed to be 0.4 nm.
Hamaker constant is dependent on both particle and surface materials. It arises from the van der Waals interaction of
molecules and can be calculated theoretically using Lifshitz theory (Bergström, 1997).

The relation between the initial velocity of the particle vi, perpendicular to the surface, and the rebound velocity of the
particle vr is called coefficient of restitution,

CR ¼
vr

vi
, ð2Þ
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and it represents the amount of energy losses in the collision. The smaller the value of CR, the more energy is lost during
the impaction and rebound. In practice, there are several different energy loss mechanisms in the case of an aerosol
particle and a firm surface, but the most important is the plastic deformation of the particle. Particle bouncing was studied
in more detail from the aspect of plastic and elastic deformation by Rogers & Reed (1984).

Because of the energy losses and relatively large adhesion energies arising from the area-to-mass ratio, aerosol particles
do not usually bounce after a contact to a surface but they tend to adhere. According to Hinds (1999), this is one of the
characteristics that distinguishes aerosol particles from gas molecules. However, if the initial velocity of a particle is large
enough, its kinetic energy after the contact may suffice to overcome the adhesion energy resulting particle bounce. For the
initial velocity, there is a certain capture limit vn

i , which can be derived from the Eqs. (1) and (2) by setting the rebound
kinetic energy equal to the adhesion energy. This was done by Dahneke (1971) and the result is

vn

i ¼
a
dp

, ð3Þ

where the material coefficient of bouncing

a¼ Að1�C2
RÞ

pz0rpC2
R

 !1=2

, ð4Þ

is dependent on the coefficient of restitution, Hamaker constant and particle density rp. Thus, according to the theory, the
capture limit is inversely proportional to particle diameter. Note also the dependency on particle density: ap1=

ffiffiffiffiffiffirp

p
. John

(1995) collected results from several experimental studies in the micrometer size range showing that the value of the
product vn

i dp spanned approximately an order of magnitude for different particle and surface materials, corresponding a
values between 10�6 and 10�5 m2/s. Cheng & Yeh (1979) introduced a semi-empirical relationship for the capture limit in
an impactor,

vn

i dp

ffiffiffiffiffiffi
rp

r0

s
¼ B� 10�6 m2=s, ð5Þ

where r0 is the unit density and B ranges from 2.5 to 9.2 depending on the particle and surface materials and the type of
the impactor. In this representation, material coefficient a¼ ðB� 10�6 m2=sÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rp=r0

q
.

2.2. Charge transfer

Charge transfer between a particle and a surface is a triboelectric phenomenon, in which electrons are transferred due
to the properties of different materials. From the point of view of a particle, the process can also be called as contact
charging or triboelectrification. The difference between these two terms may not always be recognized but, for example,
Bailey (1984) considered the triboelectrification as more general than contact charging, because it includes sliding/
frictional contact. A theoretical approach to the phenomenon, supported by extensive experimental data in the micrometer
size range, was introduced by John et al. (1980). Starting from the elasticity theory of Hertz, they derived theoretical
equations for a spherical particle and a smooth surface. The charge transfer process was divided into two parts, one
depending on the material properties and particle size, and another depending on the particle precharge. As a result, the
total charge transferred in the contact could be written as

qtot ¼ qcþbq0, ð6Þ

where qc is the contact charge, q0 is the precharge and b is a constant describing precharge sensitivity of the process. All
the details of the theory are not presented here, but one equation is important related to this work. That is the final form of
the equation of contact charge for insulating particle materials. According to John et al. (1980),

qc ¼
0:3675pVc

z0KR
5

4
p2rpðkpþksÞ

� �4=5

v3=5
i d3

p, ð7Þ

where Vc is the contact potential between the particle and surface materials, K is the dielectric constant, R is the resistivity,
kp is the elasticity parameter of particle material, ks is the elasticity parameter of surface material and vi is the impact
velocity. Note that qc is proportional to r4=5

p .
The theoretical dependencies were confirmed and parameter values for different materials were defined in the

experiments also performed by John et al. (1980). In the measurements, a single stage impactor and aerosol particles from
3 to 7 mm were used. They found that contact charge was dependent on substrate material but the substrate did not
significantly affect the value of b. For methylene blue particles the average value of b was 0.04370.009, for potassium
biphthalate 0.03670.016 and for sodium chloride 0.4270.05. Theoretically, contact charge is proportional to particle
diameter raised to the power of two for conducting materials and raised to the power of three for insulating materials.
As an example, John et al. (1980) measured for sodium chloride particles on a steel substrate a size dependency of
qc ¼ 124� d2:45

p , where dp is in micrometers and the unit of the result is elementary charge. They used an impact velocity
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of 50 m/s. In this work, the size dependency of contact charge is formulated as

qcðdpÞ ¼
qc,0

dbc

p,0

� dbc

p , ð8Þ

where bc is the power of the dependency and qc,0 is the contact charge for a certain particle size dp,0. In addition to size
dependency, contact charge is also dependent on impact velocity vi. John et al. (1980) noticed in the experiments that
contact charge is directly proportional to impact velocity, although the theory would predict qc being proportional to v3=5

i .
In this work, for a certain particle size, the dependency is formulated as

qcðviÞ ¼
qc,0

vi,0
vi, ð9Þ

where qc,0 is the contact charge for a certain impact velocity vi,0.

2.3. Impaction velocities

In an experimental analysis of particle bouncing, it is essential to quantify the impaction velocities of particles. There
are some methods based on direct measurement such as laser doppler velocimetry, which was used for example by Wall
et al. (1990) for particles over one micrometer, and high speed cameras which can be used for macroscopic spheres.
Nevertheless, none of these methods are directly applicable for nanometer-sized particles. First steps in applying optical
velocity measurement for nanoparticles were taken by Reuter-Hack et al. (2007). They used ‘‘transparent’’ agglomerates of
low fractal dimension, which have optical size adequate for optical detection but are aerodynamically much smaller.

Besides the challenging experimental methods, another means is to use flow field modeling. Impaction velocities can be
defined by modeling the flow field in impactors and calculating the trajectories of particles. Recently, Arffman et al. (2011)
published a flow field model of a low pressure impactor, in which the flow field was solved with a commercial CDF
modeling software and particle trajectories were defined using Lagrangian methods. The study was focused on calculating
the collection efficiency curves but the model is applicable also in predicting impaction velocities. When calculating
collection efficiency curves, particles are considered to impact when they have a velocity component perpendicular to the
surface close to the impaction plate.

In this work, the model of Arffman et al. (2011) for ELPI is exploited in quantifying impaction velocities with a semi-
empirical approach. First of all, the impaction velocities were calculated with the model for several impactor stages and for
several particle sizes. This information was combined with the known impactor pressures and the impaction velocity
profiles, i.e. impaction velocities as a function of radial distance from the center of the jet, were defined for the cut-off
particle sizes of all the impactor stages. The results of the model were also used to generate a functional form for the size
dependency of impaction velocity. The final form is

vi,nðdaÞ ¼ vj,n�
d50,nðvj,n�v50,nÞ

da
, ð10Þ

where da is the aerodynamic particle diameter, vj,n is the jet velocity, d50,n is the cut-off size and v50,n is the velocity from
the velocity profile of the cut-off size, all of which are defined for a stage n. The impaction velocities are seen in Fig. 1 as a
function of radial distance from the center of the jet, r, and as a function of particle diameter for the 2nd impactor stage of
an ELPI.

Fig. 1. Impaction velocities vi,2 (a) for different particle sizes as a function of radial distance from the center of the impactor jet, r and (b) for three

different radial distance as a function of particle size at the 2nd stage of an ELPI. The cut-off size of the stage is 55 nm, the radius of the jet 120 mm and the

flow velocity in the jet 239 m/s.
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The semi-empirical approach means that the impaction velocities were adjusted to correspond with the experimental
collection efficiency curves by determining a certain cut-off size for each impactor stage and adding random noise to the
velocities. The latter can also be justified physically because the pure model does not take account the effect of turbulent
diffusion on impact velocities. Fig. 2 shows an example of this adjusting for the 1st impactor stage of an ELPI. The collection
efficiency calculated by the model of Arffman et al. (2011) is sharper than the measured collection efficiency and the
cut-off size is slightly different. In the semi-empirical approach, calculated impaction velocity profiles are moved either
towards smaller or towards larger particle size, so that the cut-off size d50 matches with the experimental collection
efficiency curve. Finally, random noise of 15% is added to the impaction velocity profiles in order to achieve more realistic
shape for the collection efficiency curve. Because of the variation caused by the randomness, a set of 100 different cases
and averaging are used.

3. Method description

Electrical detection of particles is problematic in measuring particle bouncing and charge transfer. For example, by
measuring a current signal from a single impactor stage, it is practically impossible to distinguish the current caused
by impacted particles from the current caused by bounced particles and charge transfer. In addition, if the amount of
transferred charge is not known, the state of charge of bounced particles continuing to further measurements remains
unknown. In this work, this problem is solved with a new approach, which includes a theoretical assumption and a
principle of measurement. The theoretical assumption is that the parameter b can be approximated as zero, i.e. the amount
of transferred charge is not dependent on the precharge of a particle. And further, the principle of measurement states that
by measuring particles with two different preliminary states of charge, the fraction of bounced particles can be seen from
the difference of the measured currents.

In practice, the experimental part of the method introduced in this work consists of two current distribution
measurements with an ELPI. The first Ich,on is measured with the charger and the other Ich,off is measured without the
charger. Thus, the initial charge distribution of the particles is described either by the charging efficiency curve of the ELPI
charger or by the equilibrium charge distribution of net neutral particles. In both cases, it is enough to use the average
number of charges per particle as an estimate of the charge distribution, which in the latter case is simply zero. Assuming
b� 0, it is possible to eliminate the effect of charge transfer on the current distribution by calculating the difference of the
two measured currents. In this study, so-called bounce current is defined

Ib ¼ Ich,on�Ich,off , ð11Þ

which now represents the fraction of bounced particles, i.e. the current distribution in the case no charge transfer occurs.
Only by measuring Ich,on and Ich,off with an ELPI, the bounce current can be defined and analyzed further. For instance,

the bounce factor analysis used by Virtanen et al. (2010, 2011) is now exploitable for a current distribution that is not
disturbed by charge transfer. However, the bounce factor analysis still includes some problems such as changes in the
particle size and density, which can affect the final bounce factor value even if the ability to bounce would stay unchanged.
Another weakness of the bounce factor analysis is that it does not provide any absolute information comparable to
fundamental theories or other studies. Consequently, this study focuses on a more profound method, but it is good to
remember that the bounce factor analysis together with the defined bounce current provides a simple and approximate

Fig. 2. Collection efficiency w of the 1st stage of an ELPI as a function of aerodynamic particle size. The semi-empirical approach of adjusting the

impaction velocities of the model provides a more realistic cut-off curve than the pure model.

H. Kuuluvainen et al. / Journal of Aerosol Science 55 (2013) 104–115108



on-line method for bouncing measurement. The more profound method introduced in this work is based on a size
distribution measurement with an SMPS together with the ELPI measurement and calculation of bounce current. The idea
is to simulate the measured ELPI current distributions starting from a size distribution by modeling the bounce and charge
transfer behavior of incoming particles in an ELPI. The simulated current distributions are dependent on the theoretical
parameters of bouncing and charge transfer and through a fitting process the values of these parameters can be defined.

4. Model

A new model describing the bounce and charge transfer behavior of nanoparticles in an ELPI is presented here. As an
input for the model, there are incoming aerosol distribution in the form of mobility size distribution, effective density
of the incoming particles and parameters of bouncing and charge transfer describing the particle–surface interaction.
Effective density is required to convert particle mobility size to aerodynamic size and vice versa. The relation between
these two size metrics is

reff CCðdbÞd
2
b ¼ r0CCðdaÞd

2
a , ð12Þ

where db is the mobility diameter, da the aerodynamic diameter, CC the slip correction factor and reff the effective density.
In this work, the mobility diameter db is identified with the particle diameter dp used in the bouncing and charge transfer
model. The output of the model is the same as the output of the instrument in measurements including current
distributions with and without the charger, Ich,on and Ich,off , respectively. In addition, the bounce current derived from
these by Eq. (11) plays an important role in comparing the model and measurements.

To obtain an idea of the model and its operation, it is reasonable to explain the process at a single impactor stage in
detail. There are a few factors that play an important role in the process. Those are the collection efficiency curve of the
impactor stage, bouncing probability and the charge distribution of the incoming particles. As an example, the collection
efficiency w of the second stage of an ELPI and the corresponding bouncing probability Pb,2, calculated with the help of
impaction velocities and Eq. (3), are illustrated in Fig. 3. When a particle distribution f nðdb,reff Þ with a certain particle
density enters the stage n, it is straightforward to calculate the part of the distribution f i,n that impacts and another part
f b,n that bounces after the impact, i.e. f i,n ¼ wnðdaÞf nðdb,reff Þ and f b,n ¼ Pb,2ðdbÞf i,n (or f b,n ¼ Pb,2ðdpÞf i,n). Finally, the part that
remains at the impactor stage is

f f ,n ¼ f i,n�f b,n, ð13Þ

and the part that continues to the next stage, f n�1, is the complement of the latter.
The last procedure at a single stage is to calculate the output of the model, i.e. current signal caused by the impacted

and bounced particles. The charge distribution of the incoming particles is an essential part of the preliminary information
required in the procedure. As mentioned earlier, the charge distribution gnðdbÞ entering the stage n is initially either zero or
equal to the charging efficiency curve of the ELPI charger. Charging efficiency of the ELPI charger is often presented as a
function of particle mobility size in the form (Marjamäki et al., 2002)

Pn¼
222:49� d1:3637

b , dbr0:023 mm,

68:12� d1:32
b , db40:023 mm,

8<
: ð14Þ

Fig. 3. Measured collection efficiency wmeas, modeled collection efficiency wmod without diffusion losses and bounce probability Pb,2 as a function of

particle size for the 2nd stage of an ELPI. In this figure, effective density is assumed to be one and thus da ¼ db. In addition, collection efficiency wbounce

when bouncing occurs and the illustrated bounce probability are shown.
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where P is the particle penetration through the charger and n is the average number of charges per particle. Because the
losses of the charger are mainly caused by the electric field in the charger, it is technically correct to include the
penetration function to the initial charge distribution (i.e. gn ¼ Pn) when the charger is considered to be on but not when
the charger is considered to be off. In the latter case, the charge distribution is initially zero.

At the stage n, the final current signal is caused by the particles f f ,n and by the particles f b,n through charge transfer. The
first part is calculated as

I0n ¼ eQ

Z 1
0

gnðdbÞf f ,nðdbÞd log db, ð15Þ

where e is the elementary charge and Q is the flow rate through the impactor. The current induced by the bounced
particles and charge transfer can be calculated by integrating Eq. (6) over the distribution f b,n and multiplying it with the
term eQ. The result is

I00n ¼ eQ

Z 1
0
ðqcðdbÞf b,nðdbÞþbgnðdbÞf b,nðdbÞÞd log db: ð16Þ

Summing up the currents from Eqs. (15) and (16), the total current for the stage n and a part of the model output is
obtained

In ¼ I0nþ I00n: ð17Þ

One of the main elements of the charge transfer process in a cascade impactor is that the charges of the particles may
change after bouncing several times. In the model, this is taken into account by calculating the charge distribution over
again after each impactor stage. The change is defined recursively as

gn�1 ¼ gnþ

Z 1
0

f b,nðdbÞ

f f ,nðdbÞ
ðqcðdbÞþbgnðdbÞÞd log db: ð18Þ

So far, it is shown how the output current In is calculated at the stage n and how the particle size distribution f n�1 and
the charge distribution gn�1 continuing to the next stage are determined. Next step is to repeat the procedures for the
stage n�1.

Not only the model but also the manner it is connected to measurements is a crucial part of this work. If there are
measured current distributions with and without the charger, the modeled currents can be fitted into the measured
currents by searching optimum values for fitting parameters. The three fitting parameters are the effective density reff , the
material coefficient of bouncing a and the contact charge qc,0, the latter corresponding particle size dp,0 and impaction
velocity vi,0. According to Eqs. (4) and (7), material coefficient and contact charge are dependent on particle density.
Therefore, they are also theoretically dependent on effective density. However, in the fitting process, all these three
parameters are equally free and the dependencies do not have any effect on the fitting. The other parameters of charge
transfer are kept invariable: dp,0 ¼ 100 nm, vi,0 ¼ 100 m=s, bc ¼ 3 and b¼ 0. Because the example materials used in this
work are insulators, the value of bc is chosen to be 3, which is supported by the theory and experiments of John et al.
(1980). Assuming b to be zero is not as straightforward, but most of the values of b measured by John et al. (1980) and
presented earlier in this work are smaller than 0.1. In addition, Fig. 4 shows an example of modeling the effect of b on
bounce current, defined by Eq. (11), with a simulated lognormal size distribution. It reveals that growing b can be observed

Fig. 4. Modeling the effect of b on bounce current Ib with a simulated lognormal size distribution. Also the ideal current Iid without bouncing and charge

transfer is shown. Growing b fills the gap between the mode of impacted particles and the filter stage collecting the majority of bounced particles.
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in the bounce current distribution. Due to the change in b, the relation of transferred charges in different stages changes,
and the change fills the gap between the mode of impacted particles and the filter stage collecting the majority of the
bounced particles. Thus, by observing measured bounce current, it is possible to see if b differs significantly from zero.
Finally, the success of the fitting method in practice shows the validity of all the parameters.

In the fitting process, the difference between the measured and modeled current distributions is minimized by the
method of least squares. Searching of the optimum parameter values is performed with an algorithm called Nelder–Mead
simplex algorithm, which is a popular tool for multidimensional unconstrained minimization (Lagarias et al., 1999). The
fitting process is divided into two separate parts. In the first part, the values of effective density and material coefficient are
defined by fitting the bounce current Ib. The second part consists of fitting the current Ich,off and defining the value of
contact charge.

5. Experiment

The experimental section of this work was carried out in a laboratory by measuring bounce and charge transfer
behavior of nanoparticles. An ELPI, equipped with a filter stage (Marjamäki et al., 2002) and with an extra stage
(Yli-Ojanperä et al., 2010) was used in these experiments. Normally, the substrates of the cascade impactor are coated with
grease, which is an efficient means to prevent particle bounce in most cases. However, in this work, particle bounce was
desirable. Thus, no grease was spread on the impactor plates and, along with standard steel substrates, also polished steel
substrates were used. All the substrates were cleaned in an ultrasonic washing device and dried before assembling them to
the impactor. The solution used in the washing device consisted of a 2% (v/v) solution of RBS 25 detergent dissolved in
water. In few cases, isopropyl alcohol (IPA) was used instead of the detergent.

A schematic diagram of the experimental setup is seen in Fig. 5. The setup includes nanoparticle generation, an ELPI and
a scanning mobility particle sizer (SMPS). The SMPS measures the mobility size distribution of generated particles and it
consists of a DMA (TSI model 3081) and a CPC (TSI model 3025). The DMA was run with a sheath flow of 6 lpm and with a
sample flow of 0.6 lpm. In the particle generation, an atomizer was used to produce approximately lognormal size
distributions for the measurements. After the atomizer, the sample flow was dried either in a silica gel dryer or by diluting
it with dry filtered air. Materials used in the watery solution of the atomizer were sodium chloride and levoglucosan. These
two materials represent two different forms of solid phase as sodium chloride particles are crystalline and levoglucosan
particles have been shown to be in an amorphous phase state (Mikhailov et al., 2009; Saukko et al., 2012). The
concentration and the mean particle size of the aerosol led to the instruments could be varied by changing the liquid
concentration in the atomizer, the flow rate through the atomizer and the optional dilution after the atomizer.

For each particle distribution, both the currents Ich,on and Ich,off were measured. Although the time resolution of the ELPI
is only one second, the currents were averaged over 120 s to correspond the size distribution measured by the SMPS. Each
particle size distribution was measured two times because the currents Ich,on and Ich,off could not be measured
simultaneously. The currents for a representative analysis were finally measured for six sodium chloride distributions
and four levoglucosan distributions. Using polished steel substrates in some cases, the effect of surface could be evaluated.
Furthermore, the time dependency of the currents and the effect of substrate loading were observed by monitoring the
ELPI currents.

Fig. 5. A schematic diagram of the experimental setup. The dilution by pressurized air after the atomizer was optional as well as the by-passing of the

silica gel dryer.
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6. Results and discussion

The experimental data was analyzed by the fitting process based on the bounce and charge transfer model. An example of
the fitting is seen in Fig. 6. The example shows three different current bar plots, including Ich,on, Ich,off and normalized Ib, and a
mobility size distribution measured with the SMPS. All these are linked to the same sodium chloride distribution. In the current
plots, gray bars represent the measured currents and violet bars with a line pattern are the result of the model and the fitting
process. Regarding the first two subfigures (Fig. 6(a) and (b)), it is clearly seen that the measured currents Ich,on and Ich,off have
some irregularities which probably arise from the sensitivity of the charge transfer process. However, those changes seem to be
similar in both the currents and they are no more seen in the bounce current (Fig. 6(a)). In fact, this remark is consistent with
the theoretical assumption of the model, which states that b� 0 and the charge transfer do not have any effect on bounce
current. In addition, there are practically no current in the gap between the mode of impacted particles and the filter stage
(compare to the simulated bounce currents in Fig. 4), which supports the assumption of b being close to zero.

The agreement between the measured and modeled currents in Fig. 6(a)–(c) is good. Especially in Fig. 6(c), which shows the
result of the first part of the fitting defining the values of reff and a, the agreement is even astonishingly good. Also the ideal
current without bouncing and charge transfer is shown in Fig. 6(c). It is calculated from the mobility size distribution using the
effective density value, the charging efficiency function, i.e. Eq. (14), and the collection efficiency curves of the ELPI impactor.
Here, it could also be possible to use the bounce factor analysis, which can be performed only for the ELPI data. The advantage
compared to the former bounce analyses by Virtanen et al. (2010, 2011) would be the concept of bounce current. In this case,
where charge transfer is considerable, the usage of the general ELPI current Ich,on would lead to a negative value of bounce
factor. In contrast, the bounce factor analysis together with the bounce current is a good estimation of bounce behavior.
However, in this study, the more accurate analysis connected to the theoretical parameters of bouncing and charge transfer is
preferred. Comparing the ideal current and the bounce current in Fig. 6(c), it can be seen that bouncing occurs almost in all the
particle sizes and most of the bouncing particles finally end up to the filter stage. Practically, this allows one to see the original
shape of the distribution in the bounce current and find a good estimate for the effective density in the fitting method.

In the main analysis of the experimental data, the fitting process was performed for six sodium chloride distributions and
for four levoglucosan distributions. Parameter values from the fittings are seen in Table 1, which shows the average values of
three parameters for each material and standard deviations as approximate error limits. Even though the amount of data is
not very large and the deviations are notable especially for levoglucosan, the difference between two different materials can
be seen in all parameter values. Nevertheless, the contact charge values may not be comparable with each other because of
the uncertainties in the surface conditions of these measurements. This subject will be discussed more below. The most

Fig. 6. An example of fitting the bounce and charge transfer model to a measured sodium chloride distribution. The currents measured by the ELPI

(a) with the charger Ich,on and (b) without the charger Ich,off as well as (c) the normalized bounce current Ib are drawn in gray. Bars with a line pattern

represent the modeled currents and the solid line the ideal current Iid, which are calculated from (d) the mobility size distribution measured by the SMPS.
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promising results are the effective density values which are comparable to the bulk density values also shown in Table 1. Of
course, there are more useful methods for defining the effective density such as the general use of an ELPI and the method
introduced by Ristimäki et al. (2002), but these good results strongly support the fitting method and the significance of the
other parameter values a and qc,0. Surface conditions and particle size may affect these parameters, as discussed more below,
but in a single measurement these parameters characterize well the bounce and charge properties of particles.

Looking in detail Table 1, the values of a indicate that sodium chloride particles are more inclined to bounce than
levoglucosan particles. The values are of the same magnitude as the previously presented material coefficient values
measured in the micrometer size range (Cheng & Yeh, 1979; John, 1995). As presented earlier in Eq. (4), a is dependent on
particle density. Taking account this dependency, it is seen that the density partly accounts for the difference between
sodium chloride and levoglucosan. According to the values of qc,0, sodium chloride would also be more inclined to transfer
charge with a steel surface than levoglucosan. However, in this respect, it is reasonable to discuss only about the
magnitudes of the results. The contact charge of sodium chloride can be compared to the results of John et al. (1980)
by extrapolating the size dependency and impact velocity equations presented earlier. In 100 nm and 100 m/s, the
extrapolated value is 0.88. This is of the same magnitude as the result of the fitting method 0.49.

To analyse the possible size dependency of the results given by the fitting method, the parameter values are drawn in
Fig. 7 as a function of particle mode GMD. Because of relatively high deviations and small amount of data, it is difficult to
analyze the possible size dependency of levoglucosan particles. However, if only the violet circles, representing sodium
chloride particles measured with conventional steel substrates, are considered, rather clear size dependency is seen for the
parameter a but not for reff and qc. It means that, for effective density and contact charge, the fitting method works and
most of the theoretical assumptions behind the model are relevant at least in this size range. On the other hand, the size
dependency of material coefficient probably refers to a disagreement with the theoretical size dependency of the capture
limit shown in Eq. (3). The real size dependency of nanoparticles should be studied experimentally in detail in the future to
be able to modify the theory and the model. However, the results of the fitting method are still relevant and comparable
also for material coefficient, if particle modes are in the same size range.

The parameter values were also viewed as a function of particle concentration but no clear correlation was observed.
However, the effect of the substrate roughness, loading and cleaning process are discussed in more detail. In Fig. 7, the
triangle markers represent parameter values that are calculated for the measurements with polished steel substrates.
Intuitively, a polished steel surface could be seen more efficient and more stable a tool for bouncing and charge transfer
measurements compared to a rougher steel surface. In practice, Fig. 7 shows that there is no significant difference in the
parameter values between conventional and polished steel substrates except the case of the contact charge of sodium
chloride. In that case, higher contact charge values are related to the substrate loading and the time dependency of charge
transfer. This will be discussed more below but, altogether, the results measured with both substrates are mostly
comparable and there are no advantages in using polished substrates.

Substrate loading and changes in the surface can affect considerably the charge transfer. John et al. (1980) noticed that
it took from 20 to 60 min for contact charge to achieve an asymptotic value after starting the measurement with a cleaned
substrate. In the experiments of this work, surface exposure times and measured particle concentrations varied. Actually,
clearly asymptotic behavior was not observed but changes as a function of time were always seen to some extent in the
measured currents. However, the only situation, where it notably affected the final parameter values given by the fitting
method, is the case of polished steel substrates and sodium chloride. In Fig. 7(c), the two triangle markers above the others
represent this case. These points were measured with fresh cleaned substrates. For some reason, the charge transfer was
very intensive at the beginning but it also decreased rather quickly reaching the normal level compared to the other
measurements in about 20 min. This example could be regarded as an unsuccessful measurement of contact charge, but
interesting is, that it is not unsuccessful in the sense of measuring effective density or material coefficient. As seen in Fig. 7,
those parameter values compare well to the other measurements.

Fig. 7 also shows two measurements for levoglucosan, in which the substrates were cleaned with isopropyl alcohol
(IPA) instead of RBS. Once again, the difference between these two cleaning procedures is most clearly seen in the contact
charge values. According to these measurements, cleaning the steel substrates with RBS seems to result in higher contact
charge values and more intense charge transfer than cleaning the substrates with isopropyl alcohol. Other parameter
values are not as sensitive to different cleaning procedures. Altogether, obtaining a meaningful contact charge parameter

Table 1
Parameter values from the fittings. The average values and standard deviations describing the error limits are calculated

for six sodium chloride distributions and for four levoglucosan distribution. Bulk densities are shown as a reference to the

effective density values.

Particle material rbulk (g/cm3) reff (g/cm3) a (m2/s) qc,0

Sodium chloride 2.17a 2.2370.14 ð5:270:7Þ � 10�6 0:4970:15

Levoglucosan 1.618b 1.570.4 ð7:671:3Þ � 10�6 0:2270:14

a CRC Handbook (2007).
b Rosenørn et al. (2006).
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experimentally seems to be problematic because of the effect of substrate roughness, substrate loading and cleaning
procedures. In a single measurement, the contact charge value provided by the fitting method describes well the charge
transfer behavior, but, in order to compare the results of several measurements, the effect of different substrates and
surface conditions should be studied in more detail. Even though the contact charge values of sodium chloride in Table 1
were close to the values measured by John et al. (1980) for micrometer-sized sodium chloride particles and a steel
substrate, it cannot be said that these values reliably represent the contact charge between a sodium chloride nanoparticle
and a steel substrate. To reach the fundamental contact charge values between nanoparticles and different surface
materials, extensive measurements for different cleaning procedures and substrate materials are required in the future, for
example, using the method introduced in this study.

7. Conclusions

Bouncing of nanoparticles has recently become an important tool in studying the phase state of atmospheric aerosols.
Bouncing and its common side effect charge transfer can be considered as fundamental phenomena in aerosol physics.
However, these phenomena are not fully understood and there are practically no previous experimental studies or
systematic methods presented for bouncing and charge transfer of nanometer-sized particles. This work shows that both
bouncing and charge transfer of nanoparticles can be characterized with a new method. The method is based on an ELPI
measurement with and without the charger, which enables the separation of the two phenomena. Further analysis relies
on a new bouncing and charge transfer model constructed for the ELPI and on a simultaneous measurement with an ELPI
and an SMPS. By fitting the modeled ELPI currents to the measured currents, bouncing and charge transfer of nanoparticles
can be described by the existing theory of micrometer-sized particles.

The method presented here is a unique tool for defining the theoretical parameters of bouncing and charge transfer
from an experimental analysis of nanoparticles. To authors’ knowledge, there are no other methods that are capable of this.
Although the method is a pioneering one, it is still exceptionally ready for use in different environments and applications.
From the point of view of experiments, the straightforward utilization of commercially available measuring devices is a
great advantage and no special modifications are required. The method is designed for a polydisperse aerosol distribution
which is advantageous in many cases as well. In the fitting process, especially the effective density as a fitting parameter,
along with the parameters of bouncing and charge transfer, provides a possibility to evaluate the results given by the
fitting method and, in some cases, compare the results with reference data.

Fig. 7. The parameter values (reff , a and qc,0) as a function of particle mode GMD. Representative values are marked with circles and the average values

for each material with a solid line. Dashed lines represent the bulk densities and colored bars the standard deviations. For the contact charge parameter,

the effect of different cleaning methods (RBS and IPA) and polished substrates can be seen. (For interpretation of the references to color in this figure

caption, the reader is referred to the web version of this article.)
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This work has been able to emerge the theories of bouncing and charge transfer to the experiments for nanometer-sized
particles. There are still some experimental challenges, such as the effect of substrate roughness, substrate loading and
cleaning procedures on charge transfer, and theoretical problems, such as the size dependency of bouncing. However, it is
important that the tool now exists. In the future, more experiments should be performed for different particle and
substrate materials, and the method could be developed further for different applications. To understand the fundamental
phenomena of bouncing and charge transfer, totally new approaches may be required, but after this study, the task seems
to be more conceivable.
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Abstract. The phase state of atmospheric aerosols has an
impact on their chemical aging and their deliquescence and
thus their ability to act as cloud condensation nuclei (CCN).
The phase change of particles can be induced by the deli-
quescence or efflorescence of water or by chemical aging.
Existing methods, such as tandem differential mobility anal-
ysis rely on the size change of particles related to the water
uptake or release.

To address the need to study the phase change induced by
mass-preserving and nearly mass-preserving processes a new
method has been developed. The method relies on the phys-
ical impaction of particles on a smooth substrate and subse-
quent counting of bounced particles by a condensation parti-
cle counter (CPC). The connection between the bounce prob-
ability and physical properties of particles is so far qualita-
tive.

To evaluate the performance of this method, the phase
state of ammonium sulfate and levoglucosan, crystalline and
amorphous solid, in the presence of water vapor was studied.
The results show a marked difference in particle bouncing
properties between substances – not only at the critical rel-
ative humidity level, but also on the slope of the bouncing
probability with respect to humidity. This suggests that the
method can be used to differentiate between amorphous and
crystalline substances as well as to differentiate between liq-
uid and solid phases.

1 Introduction

Particle deliquescence plays an important role in cloud con-
densation dynamics and is thus studied widely. Common
methods to investigate particle-water interaction are the use
of hygroscopicity tandem DMA, (HTDMA) (Rader and Mc-

Murry, 1986; Liu et al., 1978) and cloud condensation nu-
cleus counter (CCN-counter) (Hudson, 1993; Roberts and
Nenes, 2005). These methods rely on detecting the size
change of particles as they are deliquesced in HDTMA ac-
cording to the Köhler theory, or activated to larger droplets
in CCN-counter. The notable size change steps in the HT-
DMA spectrum is used to determine the efflorescence and
deliquescence relative humidity (ERH and DRH) (Seinfeld
et al., 1998). These methods, nevertheless, can not distin-
guish the phase state of the particles.

The electrodynamic balance technique is also used to
study particle-water interaction (Marcolli and Krieger, 2006;
Pope et al., 2010) and this gives ample information about the
particle size and water uptake kinetics, and also of its phase.
The method is, however, constrained to large particles, typi-
cally 2–50 µm.

In case of water uptake induced phase change, the connec-
tion between the phase change from solid to liquid upon ma-
jor change in particle size is evident, but for example the pos-
sible oxidation induced phase change – when the size stays
constant – can not be detected by these methods apart from
possible changes in the kinetics of the particle growth.

The phase state is an important factor for the lifetime con-
sideration of the particles since the chemical reactions in the
particle become diffusion limited surface reactions in solid
particles. This may increase the lifetime of organic aerosols
markedly, as the oxidation caused by atmospheric ozone, ni-
trous oxides and hydroxyl radicals is confined only to the
surface. The water activation of particles can also be strongly
affected by its phase (Hori et al., 2003; Bilde and Svennings-
son, 2004). Solid crystalline particles activate faster than
amorphous solid particles as the diffusion of water to the bulk
is much slower for the latter (Zahardis and Petrucci, 2007;
Zobrist et al., 2008)
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According to the recently published research, the physical
phase of the particles can be studied by investigating particle
bounce properties (Virtanen et al., 2010). When an aerosol
particle collides with an impaction surface, one part of its
kinetic energy is dissipated in the deformation process, and
another part is converted elastically into the kinetic energy
of rebound (Dahneke, 1971). If the rebound energy exceeds
the adhesion energy, the particle will bounce from the sur-
face. Thus both the elastic properties and surface properties
of particles affect their bounce probability (Rogers and Reed,
1984).

In the method utilized byVirtanen et al.(2010) the bounce
is determined by using electrical low pressure impactor
(ELPI). In a cascade impactor, the aerosol particle bounce
perturbs the measurement as larger particles are transferred
to lower stages upon bounce, thus tilting the inferred size
distribution to smaller particles. This phenomenon is usu-
ally considered unwanted and is suppressed by different sub-
strates and coatings. When particle bounce occurs in an
ELPI, a significant excess current is measured in the low-
est impactor stages and the back-up filter resulting from the
charges carried by the bounced particles.Virtanen et al.
(2010) defined theBounce factorby calculating the fraction
of excess current measured in the lowest impactor stages.
The method is a fast way to detect the bounce, but the Bounce
factor, defined from ELPI measurement, depends not only on
the bounce properties of the particles, but also on the charge
transfer properties of the particles and the substrate. Thus
quantitative information on bounce characteristics of parti-
cles is not currently possible to get by utilizing the electrical
detection method

Here we present a bounce measurement method based on
single stage impactor with optical, instead of electrical, de-
tection. The fraction of bounced particles is defined by a
direct measurement of particle concentration in the inlet and
outlet of the impactor. We test the method with crystalline
and amorphous laboratory aerosols and present the bounce
results related to the humidity induced phase transitions of
crystalline and amorphous solid materials.

2 Experimental methods and materials

The measurement setup is described schematically in Fig.1.
The aerosol was generated from de-ionized water (DI-water,
Milli-Q) solutions of 1 to 2 g l−1 using a Collison atom-
izer. After generation, 1.5 lpm of the aerosol was con-
ducted through Topas silica gel diffusion dryer, or in the
case of ammonium sulfate, diluted, to reach the efflores-
cence relative humidity of the nebulized material and the rest
vented. The aerosol was then charged and classified with a
Vienna type DMA. The classified aerosol was diluted and
conducted through a Permapure nafion tube which humidi-
fied the aerosol to a controlled RH.

CPCNeutralizer

Humidity 
control 

unit

DMA

Impactor

Sample 
cell

Filter

Vacuum 
pump

Sample

Fig. 1. Measurement setup used in the DRH experiments. The dark
route through valves denote the sampling period and white route the
measurement period.

After the humidifier there was a residence time of 3 s af-
ter which the flow was separated to the impactor and to the
ultrafine water condensation particle counter (UWCPC, TSI
3786) to measure the number concentration entering into the
impactor. The flow to the impactor was constricted using a
pinhole orifice and a needle valve to achieve desired upper
pressure for the impactor. The flow leaving the impactor is
guided to a vacuum pump through a sampling cell of a vol-
ume of 0.4 l and a needle valve. This is referred to as the
sampling mode, and denoted in dark in the valves in Fig.1.

The sampling is continued until the impactor pressures
have stabilized and the sampling cell has been flushed several
times. Next the valves are turned such that the cell is repres-
surized with particle free air and the CPC is measuring the
decreasing concentration of particles in the cell. This is the
measurement mode, and is denoted in white in the valves in
Fig.1. The measurement is continued until sufficient number
of particles are measured, after which the system is returned
to the sampling mode.

The bounced fraction can be computed from the UWCPC
data record by comparing the concentration from upstream
of the impactor and the sample from the repressurised sam-
ple cell. To take in to account the decrease in concentration
caused by dilution and the different losses at separate routes
and residence times for the reference sample and the bounced
sample, a baseline sample calibration was done with the col-
lection plate removed. The bounced fraction of the particles
can be thus calculated as the relation of the passed particles
to the entering particles, divided by the same relation for the
baseline sample.

The collection plate for the impactor was polished steel
plate, thoroughly cleaned and finally rinsed with de-ionized
water. The operational conditions for the ELPI-type impactor
used in the study are presented in Table1.
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Table 1. The operational parameters for the impactor, pu and pl are the pressures above and below the jet stage, respectively andd50 is the
50 % collection efficiency cutpoint of the impactor as calibrated.

NTP Air flow d50 Jet diameter Jet number pu pl

2.3 lpm 120 nm 0.3 mm 5 68.56 kPa 38.72 kPa
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Fig. 2. The collection efficiency curve and sigmoid fit for the im-
pactor stage used. Marked are the aerodynamic sizes and corre-
sponding collection efficiencies for levoglucosan (LG) and ammo-
nium sulfate (AS).

The chosen mobility sizes of the levoglucosan and am-
monium sulphate particles were 105 and 115 nm, respec-
tively. When taking into account the densities of the sub-
stances (1.618 g cm−3 Rosenørn et al., 2006and 1.77 g cm−3

Lide, 2008, respectively) and assuming spherical particles,
the aerodynamic size for levoglucosan particles is 155 nm
and for ammonium sulfate particles 181 nm.

The impactor collection efficiency curve was measured us-
ing dioctyl sebacate (DOS), in a similar setup described for
electrical low pressure cascade impactor inKeskinen et al.
(1999). The collection efficiency curve for the impactor used
is shown in Fig.2.

When efflorescence relative humidity measurements were
done, an extra nafion tube humidifier was set to 80 % and
after a minimum of 3 s residence time, the second nafion tube
was used to dry the sample and further 3 s residence time was
allowed before measurement step.

2.1 Data analysis

When operating with particle sizes where the calibrated col-
lection efficiency shown in Fig.2 is below unity, a further
correction is needed to get the bounced fraction of the parti-
cles separated from the particles which do not impact to the

substrate. This corrected bounced fraction is calculated as:

B =
B ′

−(1−CE(da))

CE(da)
(1)

whereB′ is the measured, uncorrected bounced fraction and
CE(da) is the calibrated collection efficiency at the aerody-
namic particle sizeda that was used. The use of correction
allows for the use of smaller particle sizes where the collec-
tion efficiency has not reached unity. The downside is the re-
duced dynamics; using correction means scaling up the real
data, but at the same time scaling up the noise. Thus it is not
advisable to operate the impactor at the lower portion of the
collection efficiency curve. The use of the steepest portion
of the curve may also induce larger errors due to the errors in
the calculated aerodynamic diameter discussed below; error
in the diameter, shape or density causes large error in col-
lection efficiency if the slope is very steep. It should be also
noted, that the particle aerodynamic size needs to be known
to make the correction.

The aerodynamic particle size can be calculated with
(Kelly and McMurry, 1992):

da = dp

(
CC(dp)

CC(da)

)1/2(
ρe

ρ0

)1/2

, (2)

wheredp is the mobility diameter,CC is the Cunningham
slip correction factor, andρe andρ0 are the effective densities
of the particle matter and water, respectively. The aerody-
namic particle sizes for dry particles are 155 nm and 181 nm
for levoglucosan and ammonium sulfate.

The growth factors for the aerosols were not measured,
but based onMikhailov et al. (2009), the growth factor at
the maximum attainable humidity conditions system, 60 %
RH (see Figs.5 and4) for levoglucosan is 1.2 and about 1.3
for deliquesced ammonium sulfate. While this is a notable
increase in the mobility diameter, the aerodynamic diame-
ter, for which the collection efficiency is calibrated, does not
change very much. When the particles are hydrated, the new
diameter isdp· GF and the effective density, assuming a vol-
ume additivity of the mixture:

ρp =
ρp +ρ0

(
GF3

−1
)

GF3
(3)

When the deliquesced density and mobility diameter is sub-
stituted to Eq. (2), the deliquesced aerodynamic diameters
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Fig. 3. A schematic figure of the relation of the fraction of the
bounced particles and growth factor during hydration and dehydra-
tion of, (a) a crystalline solid sample and(b) an amorphous solid
sample. Growth factor curve schematics adapted fromMikhailov
et al.(2009).

are 162 nm and 188 nm, respectively. This results in a maxi-
mum error of 3.2 % of the collection efficiency. Further error
analysis gives the maximum error on corrected bounce to be:

1B =
1−B ′

CE

1CE (4)

At the maximum condition i.e. lowest used collection effi-
ciency and lowest bounce fraction (zero), the error is 3.8 %,
which is within experimental noise.

2.2 Hydration and dehydration induced phase
transitions

The humidity induced phase transitions of crystalline and
amorphous solids are explained thoroughly byMikhailov
et al. (2009) and experimental data for ammonium sulfate
and levoglucosan are presented. Briefly, crystalline sub-
stances exhibit hysteresis upon the phase change very clearly
in step-function like manner and amorphous solids have a
wide, continuous regime of hydration induced water uptake.
Figure 3 shows schematic representations of the effect of
phase change to growth factor and to bounce probability.
When relating the measured bounce data with the sample hu-
midity, the pressure reduction in the impactor must be taken
into account. As the pressure decreases, the concentration of
water molecules reduces in the ratio of the pressure drop. We
denote this RH inside the impactorImpactor RH, RHI .

RHI = RHH
pu

pamb
(5)

where RHH is the relative humidity in the humidifier andpu
andpamb are the impactor upper pressure and the ambient
pressure, respectively. The impactor upper pressure for the
present study is 68.56 kPa. This limits the operational RH
range in the impactor to less than 65 % RHI .

The particles have sufficient time (0.9 s) to equilibrate to
the Impactor RH. This means that in practice, we are drying
the particles in the impactor. In the results section figures,
also the relative humidity before the impactor,Humidifier
RH, is shown on a separate axis.

The particle experiences a short time in the lower-pressure
acceleration region before there is a section of stagnation
pressure before the impaction. The timescale of the accel-
eration and the impaction are in the order of microseconds.
Based on this we assume that the conditions above the stage
define the state of the particles at the moment of impaction.
This assumption is verified by the results from ammonium
sulfate aerosol and is further discussed in the results section.

When the sample RH in the inlet of the impactor is higher
than the deliquescence RH of the substance (point A in
Fig. 3a) particle remain liquid in the impactor conditions
if the Impactor RH is higher than the ERH of the material
(point B in the Fig.3a). In that case, the DRH point can be
determined by bounce measurement. If the Impactor RH is
lower than the ERH, particles are solid at the moment of the
impaction and no clear changes in the bounce of the parti-
cles can be seen even if the sample RH is increased to values
corresponding DRH. To avoid the latter case, the operation
point should be chosen for high enough pressure.

When the efflorescence behavior of the particle is investi-
gated, the sample is first humidified (RH values larger than
DRH). After the humidification, the sample is dried by drier
and then lead to the impactor. The sample is further dried due
to the pressure drop in the impactor. The sample humidity is
altered by altering the dryer conditions until the Impactor RH
achieves ERH values and bounce increases again (point B in
Fig. 3a).

For the amorphous particles the deliquescence is contin-
uous in a wide range and there is no sharp hysteresis and
thus no sharp phase transition on either the growth factor
(Mikhailov et al., 2009) or the bounce probability. This is
represented by area D in Fig.3b.

3 Results

The method is demonstrated with ammonium sulfate as the
crystalline test substance and levoglucosan as the amorphous
test substance. Both of these substances are easy to ob-
tain and their phase state when in aerosol form, with respect
to relative humidity, is well documented (Mikhailov et al.,
2009)

3.1 Crystalline solid

The change of phase can be clearly seen in the bounce dia-
gram of 115 nm (mobility size), ammonium sulfate (Fig.4),
where the fraction of the bounced particles reduce almost
with a step-like manner at the deliquescence relative humid-
ity of around 81 % (Humidifier RH) when going up in the
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Fig. 4. Bounce fractions of ammonium sulfate aerosol at hydration
and dehydration experiments. TheGF-correctedpoints denote hy-
dration points corrected for water uptake induced change in aerody-
namic particle size as discussed previously. The first humidifier was
kept at 90 % RH for the ERH run. The arrows point at the efflores-
cence and deliquescence relative humidities reported inMikhailov
et al.(2009). Bounced fraction is corrected according to Eq.1. The
gray symbols denotedownscan points, to show the effect of loading
of the substrate.

humidity. Although the actual humidity the particle is ex-
posed is lower than DRH, the hysteresis of the deliquescence
ensures wetted phase state, once the particles have reached
the DRH. The DRH for ammonium sulfate particles defined
by Mikhailov et al. (2009) is marked by the gray arrow in
Fig. 4.

As can be seen in Fig.4 the bounce of AS particles de-
creases from value of approximately 0.75 to 0.3 already at
the sample RH values lower than DRH. We relate this behav-
ior to adsorption of water molecules on ammonium sulfate
particles (Romakkaniemi et al., 2001; Biskos et al., 2006;
Mikhailov et al., 2009) as well as possibly on the surface of
the collection substrate.

When measuring the efflorescence point, deliquesced par-
ticles are dried from their DRH, until at around 30 % Im-
pactor RH the particles start to bounce again. This ERH
value measured by the bounce method is comparable to ERH
values measured for ammonium sulfate particles by the HT-
DMA method (Mikhailov et al., 2009; Onasch et al., 1999;
Brooks et al., 2002). The results are well in line with the
assumption that the humidity inside the impactor is reduced
by the ratio of the pressure above the impactor stage to the
ambient pressure and that the particles do equilibrate to the
humidity conditions in the impactor.

The particle bounce does not go up all the way to unity, but
at about 20 % Impactor RH, stays at 0.8. This indicates either
that when the impactor plate is in place, the changes in flow
pattern induce more losses to the walls and the roof of the im-
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Fig. 5. Bounce fractions of levoglucosan aerosol at hydration and
dehydration experiments. The first humidifier was kept above 75 %
RH for the ERH run. The gray patch indicates the transitional area
from solid to liquid, reported byMikhailov et al.(2009). Bounced
fraction is corrected according to Eq. (1). The gray open symbols
denotedownscan points, to show the effect of loading of the sub-
strate.

pactor stage, compared to the baseline setup, or that some of
the particles still stick to the impactor plate on impact. With
the Humidifier RH above deliquescence, the bounced frac-
tion, when corrected for collection efficiency, is at, or slightly
below zero. When the estimated effect of water absorption
on aerodynamic size is included, as discussed in Sect.2.1,
the corrected bounce fraction rises slightly to, or above the
zero level (filled circles in Fig.4).

The effect of loading of the impactor substrate during the
experiments was studied by measuring additional points at
low humidity values∼30 % RH, after measuring the com-
plete range from low humidity to high humidity. These
downscan pointsare marked with gray edges in Fig.4. There
is no difference in bounce to the level measured in the up-
stepping part of the data. The magnitude of the loading ef-
fect is expected to be loading-dependent; at this experiment
at number concentration of 1.7 to 2.6×103 cm−3 it is neg-
liglible.

3.2 Amorphous solid

The bounce diagram for 105 nm levoglucosan particles is
shown in Fig.5. There is no hysteresis visible, but a steady
decline of bounce starting from about 35 % Impactor RH.
According toZobrist et al.(2008), the glass transition tem-
perature of levoglucosan is 283.6 K. According to the defi-
nition, the viscosity of material defined as glass is 1012 Pas
Debenedetti and Stillinger(2001). Thus at dry conditions
at room temperature, the levoglucosan particles are ultra-
viscous, solid-like or rubbery particles rather than glass.
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(Sperling, 2006; Franks, 1993). This, however does not in-
hibit the bounce, as solid-like or rubbery substance still resti-
tute enough impaction energy for the bounce.

The bounce continues to decrease as the relative humidity
increases and achieves minimum value around Impactor RH
60 %. Mikhailov et al. (2009) report that at the relative hu-
midity of 60 % the particles are fully deliquesced, while par-
tially deliquesced starting from 30 % RH, which corresponds
well with our observation.

Amorphous particles with extremely high viscosity may
exhibit large time constants in diffusive water uptake (Shi-
raiwa et al., 2011). The effect of increasing residence time,
both in the ambient pressure and in the lowered pressure of
the impactor was tested, but no effect was seen.

In general, the levoglucosan particle bounce curves be-
have as expected for an amorphous solids; the water uptake
softens the particles and reduces the bounce steadily as the
humidity is increased. This gradual softening is caused by
the ability of water to function as a plasticizer for the lev-
oglucosan particles (Sperling, 2006; Franks, 1993). This dif-
ference between the bounce behavior of ammonium sulfate
and levoglucosan suggests that the distinction between crys-
talline and amorphous particles can be achieved with a rather
simple measurement.

With levoglucosan the particle concentration was higher
than with ammonium sulfate experiment,∼104 cm−3. The
effect of loading for the hydration run of the experiment
seems larger, as the downscan point is lower than the previ-
ous points, but on the efflorescence part, with multiple points
the effect seems to be minor, and the downscan points are
close to within noise limits on average.

4 Conclusions

We presented a new method for studying the phase state
of aerosol particles in atmospherically relevant particle size
range. The reported method decouples any change in the
charge transfer properties of the particles from the measure-
ment signal, so the effect of particle phase changes on bounce
alone can be investigated.

Two chosen test substances show expected behavior; am-
monium sulfate has sharp phase changes and hysteresis at
relative humidities reported previously. Likewise, amor-
phous levoglucosan particles have more continuous and re-
versible phase change in a wide humidity range. The re-
ported method can be also used to study the phase changes
caused by changes not visible on the particle size, for exam-
ple by atmospheric chemical aging of the particles.

The current shortcomings of the method are drop in vapor
pressure associated with the pressure drop when introducing
the sample to the impactor, and the lack of a quantitative con-
nection of the bounce probability and the physical properties
of the particles, such as elastic properties or viscosity. These
issues are being investigated and are topics for future studies.

The substrate loading effects can be managed with monitor-
ing of the bounce with additional measurement points and
proper concentration control and cleaning of the substrate.

The sensitivity of the method to the surface of the impact-
ing particles is also of interest (see Fig.4). The decrease of
bounced fraction with ammonium sulfate suggests that the
method can be used to test partial water uptake observed
also on some other crystalline solids such as sodium chloride
(Wise et al., 2008). The knowledge of the degree of deliques-
cence corresponding to the drop in bounce probability could
allow for particle coating specific measurements and more
thorough studies of impaction dynamics.

Another suitable use for the method is the differentiation
between amorphous and crystalline forms of different mate-
rials. This measurement could be done not only with deli-
quescence with water but with for example temperature in-
duced phase change, where similar behavior is present.
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Abstract. The physical phase state (solid, semi-solid, or liq-
uid) of secondary organic aerosol (SOA) particles has impor-
tant implications for a number of atmospheric processes. We
report the phase state of SOA particles spanning a wide range
of oxygen to carbon ratios (O / C), used here as a surrogate
for SOA oxidation level, produced in a flow tube reactor by
photo-oxidation of various atmospherically relevant surro-
gate anthropogenic and biogenic volatile organic compounds
(VOCs). The phase state of laboratory-generated SOA was
determined by the particle bounce behavior after inertial im-
paction on a polished steel substrate. The measured bounce
fraction was evaluated as a function of relative humidity and
SOA oxidation level (O / C) measured by an Aerodyne high
resolution time of flight aerosol mass spectrometer (HR-ToF
AMS).

The main findings of the study are: (1) biogenic and an-
thropogenic SOA particles are found to be amorphous solid
or semi-solid based on the measured bounced fraction (BF),
which was typically higher than 0.6 on a 0 to 1 scale. A de-
crease in the BF is observed for most systems after the SOA
is exposed to relative humidity of at least 80 % RH, corre-
sponding to a RH at impaction of 55 %. (2) Long-chain alka-
nes have a low BF (indicating a “liquid-like”, less viscous
phase) particles at low oxidation levels (BF< 0.2± 0.05 for
O / C = 0.1). However, BF increases substantially upon in-

creasing oxidation. (3) Increasing the concentration of sul-
phuric acid (H2SO4) in solid SOA particles (here tested
for longifolene SOA) causes a decrease in BF levels. (4)
In the majority of cases the bounce behavior of the vari-
ous SOA systems did not show correlation with the particle
O / C. Rather, the molar mass of the gas-phase VOC precur-
sor showed a positive correlation with the resistance to the
RH-induced phase change of the formed SOA particles.

1 Introduction

The direct and indirect effects of aerosol particles on the
Earth’s radiative budget remain the largest source of uncer-
tainty in climate change modeling (IPCC, 2007, ch. 2). In
many locations, organic matter (OM) forms up to 90 % of
observed submicron aerosol particulate mass, and secondary
organic aerosol (SOA) represents up to half of the organic
fine fraction (Jimenez et al., 2009; Hallquist et al., 2009).

SOA particles are formed from oxidation of gas-phase
organic precursors. The volatility of the VOCs decreases
as their functionalization and thus binding ability increases
(Donahue et al., 2012), causing their vapor pressure to de-
crease until the gaseous compounds either condense on ex-
isting particles or nucleate to form new particles. The SOA
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formation process under natural conditions is complicated
and it involves a multitude of gaseous precursors and a
greater number of particle product compounds. Up to now,
the modeling of formation and aging of SOA has been mostly
based on gas-particle equilibrium partitioning of volatile and
semivolatile species (Pankow, 1994; Kanakidou et al., 2005).
This implies fast enough condensed phase diffusion rates to
keep the condensed phase in equilibrium with the gas phase
as the particles’ size increases and the concentration of VOCs
decreases.

However, several recent studies show that at least under
some conditions natural and laboratory-produced SOA par-
ticles have an amorphous solid state (Virtanen et al., 2010;
Cappa and Wilson, 2011; Vaden et al., 2011). The solid amor-
phous state of SOA particles has important implications for
a number of atmospheric processes. First, a solid phase im-
plies surface-confined chemistry and kinetic limitations to
achieve equilibrium partitioning between the gas phase and
the particle phase. More importantly, chemical reactions are
impeded in viscous aerosol particles (Zahardis and Petrucci,
2007; Shiraiwa et al., 2011; Pfrang et al., 2011; Ziemann,
2010), because mass transport (diffusion) of reactants within
the aerosol particle bulk may become the rate limiting step.
Shiraiwa et al.(2011) showed that these kinetic limitations
can increase the chemical lifetime of (semi-)solid particles
by more than an order of magnitude. The water uptake of
highly viscous SOA particles may also be diminished or even
fully inhibited, in particular at low temperatures, with impli-
cations for the particles’ size and scattering properties and
their direct effect on climate (Zobrist et al., 2008; Murray,
2008; Mikhailov et al., 2009; Koop et al., 2011). The par-
ticles in a glassy state can also catalyse ice formation in
cirrus conditions and thus have significant implications on
the water-particle interactions at upper atmosphere (Murray
et al., 2010).

All recent studies reporting a solid phase of SOA parti-
cles (Virtanen et al., 2010; Cappa and Wilson, 2011; Vaden
et al., 2011) have focused on studying the properties of lab-
oratory or ambient SOA in dry conditions (RH< 40 %). In
order to assess how general is the occurrence of the amor-
phous solid state of the SOA, and how other factors might
affect particle phase state, we report a systematic characteri-
zation of the phase of laboratory SOA as a function of O / C
and relative humidity (RH). The SOA particles were gener-
ated from the∗OH oxidation of several atmospherically rele-
vant anthropogenic and biogenic precursors. A low pressure
impactor (LPI) equipped with an optical counting arrange-
ment provided a measurement of the phase of the SOA par-
ticles, based on the idea that “liquid-like” particles are col-
lected on the impactor stage with minimal bounce, whereas
detection of particles downstream of the impactor indicates
that particles are bouncing off of the impactor stage and sug-
gests the presence of an amorphous semi-solid or solid state.
Other chemical and microphysical properties of the SOA par-
ticles were characterized with a Scanning Mobility Particle

Sizer (SMPS) (TSI), Cloud Condensation Nuclei Counter
(CCNC), and High-Resolution Time-of-Flight Aerosol Mass
Spectrometer (HR-ToF-AMS).

2 Experimental

2.1 SOA particle generation

SOA particles were generated with a Potential Aerosol Mass
(PAM) flow tube reactor, which is a horizontal 15 l glass
cylindrical chamber 46 cm long× 22 cm ID. The details
of the reactor used are described inLambe et al.(2011a).
The reactor is capable of simulating atmospheric oxidation
timescales of days to weeks with actual residence times
of minutes. Previous studies have shown that the PAM
reactor can produce SOA at a level of oxidation that is
atmospherically-relevant (Massoli et al., 2010; Lambe et al.,
2011b, 2012) but unattainable by conventional smog cham-
ber techniques that are limited to∼ 1 day of equivalent at-
mospheric oxidation (e.g.Ng et al., 2010).

SOA was generated via gas-phase oxidation of precur-
sors (shown in Fig.1), followed by homogeneous nucle-
ation. Volatile organic compound (VOC) precursors used in
this study were isoprene andα-pinene. VOC precursors were
prepared in compressed gas cylinders or in glass bubblers
and introduced into the PAM reactor with N2 carrier gas
at controlled rates using a mass-flow controller. Intermedi-
ate volatility organic compound (IVOC) precursors used in
this study weren-heptadecane, longifolene, and naphthalene.
With the exception of naphthalene, IVOCs were introduced
into the carrier gas flow using a permeation tube placed in
a temperature-controlled oven. Naphthalene vapor was in-
troduced by flowing N2 over solid naphthalene placed in a
Teflon tube.

Organic species were transported through the PAM reactor
by a carrier gas consisting of 8.5 lpm N2 and 0.5 lpm O2. The
average species residence time in the PAM reactor was typi-
cally 100 s. Four mercury lamps (BHK Inc.) with peak emis-
sion intensity atλ = 254 nm were mounted in teflon-coated
quartz cylindrical sleeves inside the chamber, and were con-
tinually purged with N2.

OH radicals (∗OH) were produced via the reaction O3 +
hν →O2 + O(1D) followed by the reaction O(1D) + H2O
→ 2∗OH. O3 was generated by irradiating O2 with a mer-
cury lamp (λ = 185 nm) outside the PAM reactor. Oxygen
(O(1D)) radicals were produced by UV photolysis of O3 in-
side the PAM reactor. The radical O(1D) then reacted with
water vapor (introduced using a heated Nafion membrane
humidifier; Perma Pure LLC) to produce∗OH inside the
PAM reactor. Most experiments were conducted at RH val-
ues ranging from 30 % to 40 %, depending on the tempera-
ture in the PAM reactor (22-32◦C) at different UV lamp set-
tings. At a given measured relative humidity, this parameter
remained constant to within±5 %.
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Fig. 1.Molecular structures of the VOC and IVOC gaseous precur-
sors used to generate SOA for the experiment: biogenic precursors
are in the top row, anthropogenic model precursors are on the bot-
tom.

The∗OH exposure, which is the product of the∗OH con-
centration and the average residence time in the PAM reac-
tor, was varied by changing the UV light intensity through
stepping the voltage applied to the lamps between 0 and
110 V. The ∗OH exposure was determined indirectly by
measuring the decay of SO2 due to reaction with∗OH in
the PAM reactor. SO2 calibration measurements were con-
ducted as a function of UV lamp intensity and O3 con-
centration (Lambe et al., 2011a). Typical ∗OH exposures
ranged from 2.7× 1011 to 2.2× 1012 molec cm−3 s. These
values are equivalent to 2 to 17 days of atmospheric oxida-
tion assuming an average atmospheric∗OH concentration of
1.5× 106 molec cm−3 (Mao et al., 2009). However, we note
that this equivalent “atmospheric age” may be a factor of 2
or more uncertain depending on the assumed ambient∗OH
concentration.

While ∗OH concentrations in these experiments (approxi-
mately 2.7× 109 to 2.2× 1010 molec cm−3) are higher than
ambient∗OH concentrations, the integrated∗OH exposures
are similar. Previous work suggests that, to first order, ex-
trapolation of flow tube reactor conditions (high [∗OH], short
exposure times) to atmospheric conditions (low [∗OH], long
exposure times) is reasonable (Renbaum and Smith, 2011).
Even though both O3 and∗OH can oxidize organic species,
∗OH was the principal oxidant in all experiments except for
selected studies, where experiments with O3 as the oxidizing
agent were conducted by turning the lamps off. Prior to each
experiment, the PAM reactor was conditioned with∗OH rad-
icals until a particle background less than 10 particles cm−3

was attained.
In some experiments, internally mixed SOA – sulfuric acid

particles were produced by introducing SO2 along with the
SOA precursor, which is oxidized by∗OH to produce sulfuric

acid (H2SO4) in the presence of water vapor (Seinfeld and
Pandis, 1998, ch. 6.13).

2.2 Particles phase state measurement

The device used in this study to measure the particle bounce
is described in detail inSaukko et al.(2012). The system con-
sists of a low pressure impactor and a polished steel substrate.
Size-selected aerosol is guided through a sampling cell (see
Fig. 2) at low pressure until the system is stabilized, after
which the cell is closed and re-pressurised to bring the sam-
ple to the working conditions of a TSI Ultrafine Water Con-
densation Particle Counter (WCPC), i.e. ambient pressure.
This particle number concentration is compared to the par-
ticle concentration measured upstream of the impactor. The
bounced fractionis the ratio of the particle concentrations
measured after and before the impactor, divided by a similar
ratio (baseline sample) obtained without the impaction sub-
strate. The method is conceptually similar to that used byVir-
tanen et al.(2010), but the optical detection of particles em-
ployed here removes the effect of charge transfer processes.
Accurate scales relating the bounced fraction to mechanical
or other properties of the particles have not, however, been
established yet.

The RH of the sampled aerosol is adjusted between 28 and
91 % RH by a Nafion humidifier (PermaPure). The Nafion
capillaries are fed with a mixture of∼ 100 % RH air from
water-fed micro-pore humidifier (Enerfuel) and<5 % RH
pressurized air. The aerosol sample flows around the Nafion
capillaries and the water vapor is transferred from the humid-
ifying flow. The output humidity is adjusted with the ratio of
the saturated and< 5 % RH airflows.

The RH history of the sampled aerosol is slightly more
complicated than the simple humidification by the Nafion
tube: as the aerosol enters the impactor, the upstage pres-
sure is 690 kPa, which is approximately 70 % of the ambi-
ent pressure. Thus, the water vapour is diluted by expansion
and the range of sample RH values upstream of the impactor
(28 % to 91 % RH) corresponds to a range of reduced RH
of 20 % to 64 % RH inside the impactor. The validity of this
RH scaling is shown inSaukko et al.(2012), where deliques-
cence and efflorescence relative humidities for ammonium
sulfate are obtained to within 3 % RH of literature values.
This indicates that the temperature changes in impactor jet
do not affect the relevant humidity inside the impactor. The
equilibration time for the aerosol at this reduced RH is 0.9 s
(Saukko et al., 2012), which at room temperature is sufficient
for 100 nm particles to equilibrate with the gas phase humid-
ity even if a semi-solid or solid state was obtained prior to en-
tering the impactor (Koop et al., 2011; Zobrist et al., 2011).
The particle sizes used in the experiments were between 105
and 160 nm in mobility diameter, and 130 to 230 nm in aero-
dynamic diameter.
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Fig. 2. The measurement system for the particle phase measure-
ment.

2.3 SOA CCNC measurements

The CCN activity of SOA particles was measured with a
continuous flow CCN counter (CCNC) (Roberts and Nenes,
2005; Lance et al., 2006). The PAM-generated SOA was
size-selected using a TSI 3080 DMA prior to CCN number
concentration measurements with the CCNC and total par-
ticle number concentration measurements with a CPC (TSI
3022A). CCN activation curves were generated by holding
the particle size constant while systematically varying the
CCNC column temperature gradient to obtain controlled wa-
ter vapor supersaturation between 0.1–1.5 % or until 100 %
activation was reached, as described inMassoli et al.(2010)
andLambe et al.(2011a). The CCN activity,κ, was calcu-
lated using the approach byPetters and Kreidenweis(2007).
Selected dry mobility diameters ranged from 55 to 85 nm for
SOA.

2.4 SOA elemental ratios

The chemical composition of the laboratory gener-
ated SOA were obtained with an Aerodyne HR-ToF-
AMS (DeCarlo et al., 2006). Elemental analysis yield-
ing oxygen-to-carbon (O / C) and hydrogen-to-carbon
(H / C) ratios was performed on the high-resolution
measurements using ToF-AMS analysis software (Squir-
rel and Pika: http://cires.colorado.edu/jimenez-group/
ToFAMSResources/ToFSoftware/index.html).

The absolute accuracies for O / C and H / C, determined
by comparison to laboratory standards (Aiken et al., 2007,
2008), are 31 % and 10 %, respectively. These values rep-
resent upper limits to the uncertainty of measurements for
complex OA (Chhabra et al., 2010). The variability of the
measurements can be captured by the precision error (stan-
dard deviation) which for these laboratory conditions was
less than±5 %. Table1 shows the range of O / C ratio, H / C
ratio and CCNκ values for the SOA particles that were stud-
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Fig. 3.Reference bounce characteristics of ammonium sulfate (AS)
(crystalline), bovine albumin serum (BSA) (amorphous) and lev-
oglucosan (LG) (amorphous).

ied in this work, along with the corresponding∗OH expo-
sures in the PAM reactor.

3 Results

Figure3 shows the BF measured with the LPI for ammonium
sulfate (AS), bovine albumine serum (BSA) and levoglu-
cosan (LG) particles (Saukko et al., 2012). As can be seen
in the figure, the bounce measured for AS particles decreases
well below the deliquescence point. InSaukko et al.(2012)
this is explained by the formation of water layer on the solid
crystalline AS particle surface due to the adsorbed water. The
behavior of BSA particles (nominally a non-crystalline amor-
phous solid) differs considerably from that of AS particles.
The BSA bounce does not show similar clear decrease with
increasing humidity. The difference in the BSA and AS be-
havior lies in the differences in material characteristics: ad-
sorbed water forms a layer on the surface of solid crystalline,
stable structured AS particles, while in the case of amorphous
solid BSA particles the adsorbed water molecules can diffuse
into the particle bulk. According to Shiraiwa et al. (2011) the
estimated viscosity for BSA is 1012–1010 Pas in the studied
viscosity range (the viscosity of glassy material is 1012 Pas).

Finally, the BF behavior of levoglucosane particles (LG)
with increasing RH is shown. Amorphous levoglucosane par-
ticles show a gradual decrease in bounce with increasing RH
in the range 30–60 %. This decrease in bounce can be re-
lated to the gradual humidity induced phase transition de-
scribed inMikhailov et al. (2009). Despite these three dif-
ferent compounds show a clear trend in BF with respect
to RH, it is currently not possible (and out of the scope
of this paper) to define specific and absolute BF threshold
values to describe possible particle phase transitions (i.e.
from solid amorphous to semi-solid amorphous to liquid).
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Table 1.SOA generation parameters and measurements. The thirdα-pinene line with∗OH exposure of 0 refers to an ozonolysis experiment.

∗OH exposure
Precursor(s) (1011molec cm−3s) O / C H / C κ Std. dev. O / C. Std. dev. H / C

Isoprene 22.0 0.62 1.7 0.21 0.003 0.007
Isoprene 7.82 0.61 1.75 0.15 0.002 0.005
α-pinene 15.5 0.69 1.36 0.19 0.004 0.004
α-pinene 11.4 0.55 1.45 0.17 0.002 0.003
α-pinene 0 0.34 1.52 0.14 0.003 0.001
Longifolene 22.0 0.58 1.31 0.19 0.003 0.002
Longifolene 2.77 0.14 1.53 0.05 0.002 0.001
Longifolene+SO2 22.0 0.55 1.77 0.19 0.003 0.004
Longifolene+SO2 22.0 0.57 1.74 0.17 0.006 0.004
Longifolene+SO2 22.0 0.75 1.49 0.21 0.004 0.003
Naphthalene 22.0 1.41 0.90 0.18 0.005 0.002
Naphthalene 7.82 0.68 0.97 0.15 0.006 0.005
Naphthalene 2.77 0.35 0.92 0.16 0.003 0.004
n-heptadecane 11.4 0.30 1.69 0.12 0.003 0.006
n-heptadecane 7.82 0.20 1.78 0.11 0.002 0.003
n-heptadecane 4.95 0.15 1.85 0.04 0.001 0.003
n-heptadecane 2.77 0.10 1.92 0.01 0.001 0.003

Semi-solid/solid amorphous materials have very wide vis-
cosity range. By definition the viscosity of the liquids is
< 102 Pas, viscosity of the semisolids varies from 102 Pas up
to 1012 Pas. Material having viscosity> 1012 Pas can be con-
sidered as “glass” (e.g.Koop et al., 2011). Thus “more solid”
refers to the (amorphous) material having higher viscosity
and higher BF value than some other (amorphous) material.

3.1 Phase state and humidity-induced phase transitions
of biogenic SOA particles

The fraction of bounced SOA particles formed from biogenic
precursors (isoprene,α-pinene, and longifolene) as a func-
tion of RH in the impactor is shown in Fig.4. As mentioned
in Sect.2.2, the relative humidity in the impactor is approx-
imately 30 % lower than the initial humidified sample RH
because of the pressure drop in the impactor stage. Therefore
we define the RH value inside the impactor as the impactor
RH, or RHI .

For 20 %< RHI < 50 %, the bounced fraction of biogenic
SOA particles was between 0.65 and 0.9 in all cases and for
all O / C levels ranging from 0.14 to 0.69. Thus, we conclude
that biogenic SOA particles generated in the PAM reactor
are solid or semi-solid at RHI < 50 % over the range of mea-
sured conditions. For RHI > 50 %, the measured BF of bio-
genic SOA particles decreased. This decrease in bounce sug-
gests a decrease in viscosity as a result of a humidity-induced
phase change from solid to liquid-like particles. It should be
noted that in the case of highly viscous, glassy particles the
possibility of formation of liquid layer of adsorbed water on
the particle surface can not be entirely excluded. The forma-
tion of such a layer may then reduce the bounced fraction of
the particles. The HTDMA studies of SOA particles, how-

ever show modest but gradual particle water uptake with in-
creasing humidity (Varutbangkul et al., 2006; Prenni et al.,
2007). This behaviour suggests that water uptake is not pure
adsorption only, but the water is able to diffuse to the particle
bulk.

The decrease in BF above RHI of 55 % was most pro-
nounced for isoprene SOA particles for which BF decreased
to 0.25± 0.1 at RHI = 65 % (Fig.4, top panel). The BF vs
RHI relatiosnhip in the case of isoprene could only be ex-
plored for one O / C value (0.61). However, similar measure-
ments of bounced fraction as a function of RHI performed
for SOA particles generated fromα-pinene (Fig.4 middle
panel) and longifolene (Fig.4 lower panel) showed that there
was no systematic difference in the measured bounced frac-
tion for as a function of O / C ratio (O / C = 0.34 to 0.69 for
α-pinene and 0.14 to 0.58 for longifolene SOA). For SOA
particles generated fromα-pinene, the bounced fraction de-
creased from 0.75± 0.1 (at RHI ∼ 22 %) to 0.55± 0.1 (at
RHI = 65 %). For SOA particles generated from longifolene,
the bounced fraction decreased from 0.78± 0.05 to 0.7± 0.1
across the same RHI range. These decreases in bounce were
significantly less than for SOA produced from isoprene, sug-
gesting that phase changes were less pronounced.

It appears that for these three biogenic SOA types, the
RHI -dependent decrease in BF became less pronounced with
increasing molar mass of the precursor. The observation for
α-pinene and levoglucosan SOA of high bounce at the higher
RHs are in line with the growth factors reported byVarut-
bangkul et al.(2006) (1.01–1.02 for monoterpenes, less than
1.01 for most sesquiterpenes at 50 % RH), as well as the ob-
served higher bounce of longifolene versusα-pinene SOA.
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Fig. 4.Bounce behavior of SOA from photo-oxidation experiments
of biogenic precursors, solid lines are sigmoid fits to guide the eye,
dashed lines give the 95 % confidence bounds for the fits. Upper
panel: isoprene SOA, middle panel:α-pinene SOA, lower panel:
longifolene SOA.

3.2 Phase state and humidity-induced phase transitions
of mixed SOA-sulphuric acid particles

In most cases, ambient oxygenated organic aerosol (OOA) is
mixed with inorganic species such as particulate nitrate and
sulphate, (e.g.Jimenez et al., 2009), which may influence the
viscosity or phase of the aerosols. In a separate set of exper-

iments, we measured the bounced fraction of SOA/sulphuric
acid mixtures generated from the simultaneous oxidation of
longifolene and SO2 in the PAM reactor. The longifolene sys-
tem was chosen because the bounced fraction of longifolene
SOA resulted particularly insensitive to increasing RHI (cf.
Fig. 4). Therefore, any changes in particle bounce are due
to changes in the organics-to-sulphate ratio of the particles
(measured by the HR-ToF-AMS).

It is important to consider that in the case of multi-
component inorganic-organic particles it is possible that
a liquid-liquid phase separation may occur (Marcolli and
Krieger, 2006; Ciobanu et al., 2009; Bertram et al., 2011;
Song et al., 2012; Zuend and Seinfeld, 2012). Since we can-
not distinguish phase separation in the 100 nm particles stud-
ied here, we discuss below whether the observed bounce be-
havior is consistent with one or both of the two possible
cases, i.e. liquid-liquid phase-separated aerosol particles and
well-mixed aerosol particles.

Figure5 shows the measured bounced fraction as a func-
tion of RHI for longifolene SOA-sulphate mixtures, with sul-
phate mass fractions ranging from 0.09 to 0.36. The sulfate
fraction is calculated as the fraction of sulfate mass with re-
spect to the measured AMS total mass (mostly ORG, with
small concentrations of NH4 within instrumental noise). The
O / C measured for the pure longifolene SOA was 0.58, and
with sulfate fractions of 0.9, 0.20 and 0.36 the respective
O / C-ratios were 0.55, 0.57 and 0.75 while keeping other pa-
rameters constant.

As is evident from Fig.5, a sulphate mass fraction of
0.09 does not decrease the particle bounce relative to that
of pure longifolene SOA. However, increasing the sulphate
mass fraction to 0.20 results in a continual decrease in
particle bounced fraction as a function of RHI , with the
sharpest decrease at RHI 55 %, to a final bounced fraction
of 0.1± 0.05 at RHI = 62 %. This suggests a solid-to-liquid
phase transition of the mixed SOA/sulfate particles in this
range of RHI . Increasing the sulphate mass fraction to 0.36
results in a constant particle bounced fraction 0.10± 0.05 for
20 %< RHI < 62 %, suggesting a liquid-like behavior over
the entire RHI range investigated.

The HR-ToF-AMS particle time-of-flight measurements
confirmed that the SOA and sulphate were internally mixed
in all cases and particle sizes. As noted above, liquid-liquid
phase separation may occur in aerosol particles consisting
of organic and inorganic species. In the present SA/SOA
case, this would result in one phase consisting predominantly
of SA with minor contributions from organics, and another
phase that is organic-rich but also contains significant SA
(typically between 10 to 30 % of dry solute mass, seeSong
et al., 2012). Moreover, the organic phase is very likely to
constitute the outer phase, while the inorganic SA phase is
more likely to be located in the core of a particle due to
a minimization of the overall surface energy of the particle
(Krieger et al., 2012). At room temperature SA/water mix-
tures are liquid over the entire concentration range. Hence,
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Fig. 5. Addition of SO2 to precursor flow for longifolene SOA ex-
periment decreases the phase transition relative humidity. The SO4
fraction indicates the fraction of SO4 with respect to the total mea-
sured AMS mass (ORG+SO4+NO3+NH4).

the particle core may be liquid for the entire range of inves-
tigated humidity studied here. In contrast, the organic-rich
outer “shell” consisting of SOA/SA mixtures might be in a
solid, semi-solid or liquid state depending on experimental
conditions. For the case of a sulphate fraction of 0.09 it ap-
pears that the bounce is very similar to that of pure SOA
particles suggesting that neither the minor inorganic frac-
tion contained in the outer shell nor the liquid SA core sig-
nificantly decrease the bounce of the particle. For a larger
SA fraction of 0.2 the reduced bounce at higher humidity
suggests at least a partial liquefaction. This might have two
causes. First, the liquid core is larger due to an enhanced SA
content when compared to the 0.09 SA case and, hence, more
significant water uptake occurs at higher humidity. Secondly,
in addition a larger SA content in the organic outer shell
might reduce its viscosity when compared to the pure SOA
particle phase. Finally, at an SA content of 0.36 the particles
show a liquid-like bounced fraction over the entire humidity
range. Again this might indicate an even larger SA core that
is liquid-like even at low humidity and in addition a possible
further increased SA content in the organic shell, also further
reducing the outer organic shell’s viscosity even at lower hu-
midity.

The behavior of longifolene SOA/sulphuric acid mixtures
seen in Fig.5 might therefore be attributed to the particles’
SA core being liquid, with potential effects of SA also in the
organic shell. As far as the liquid content is concerned, a very
rough estimate of the liquid content (water and sulfuric acid)
can be made by assuming phase separation and water uptake
of sulphuric acid according toKim et al. (1994). Based on
this, the water+H2SO4-volume concentration of the particles
is above 60 % for the case of 0.36 SO4 fraction, and below
31 % for the case of 0.09 SO4 fraction. The intermediate case

of SO4 fraction of 0.20 has the water+H2SO4-volume con-
centration ranging from 0.46 at 30 % RH to 0.52 at 0.52 at
60 % RHI .

For these reasons, it is useful to discuss how increasing
sulphate content would affect the phase state of well-mixed
SOA/SA particles. In principle, empirical mixing laws that
are based on data from various mixtures of a range of dif-
ferent compounds predict that the glass transition tempera-
ture (Tg) of a mixture is between theTg’s of the individual
compounds (Koop et al., 2011). However, this has not been
confirmed so far for a sulphuric acid /organic mixture. There-
fore, the principle behavior of well-mixed organic/sulphate
solutions was further examined using differential scanning
calorimetry (DSC) (Höhne et al., 2003) by measuringTg of
a model mixtures of glucose and sulphuric acid, for experi-
mental details seeZobrist et al.(2008). (We were not able to
use SOA material for such purposes, because the SOA sam-
ple mass required for such measurements is in the microgram
range and thus far beyond that available from the PAM reac-
tor.) Figure6 shows that increasing the mass fraction of sul-
phuric acid decreases the glass transition temperature of the
mixture at constant solute mass fraction (i.e. constant wa-
ter content). Our results are therefore consistent with studies
showing that mixing compounds with differentTg values nor-
mally results in a glass transition temperature of the mixture
that is betweenTg values of the individual mixture compo-
nents (Zobrist et al., 2008; Koop et al., 2011).

Accordingly, because sulphuric acid shows a lowerTg
than the SOA organics investigated here, its presence would
soften the SOA particles. Moreover, owing to its larger hy-
groscopicity sulphuric acid (and similarly ammonium bisul-
fate or ammonium sulfate) also leads to an increase in wa-
ter content of the particles at the same RH, further softening
the particles, thereby leading to a humidity-induced liquefac-
tion of the particles at humidities that are lower when com-
pared to those of pure SOA particles. This is shown schemat-
ically in the bottom panel of Fig.6 , which is a sketch of
Tg versus equilibrium relative humidity for various organics
and/or sulphuric acid mixtures. When humidity is increased
at constant temperature (black arrow) the pure organic (green
curve) with the highest glass transition temperature in the
dry state,Tg (dry), shows a humidity-induced liquefaction
at the highest RH (intersection between the black arrow and
the greenTg curve), close to the upper end of investigated
RH range. In contrast, pure sulphuric acid or a mixture with
high sulphuric acid content (red) show the lowestTg (dry)
and, hence, are liquid over the full range of investigated RH
without any bounce. Finally, a mixture with a high organics
content (orange) shows an intermediateTg (dry), thus lique-
fying at an intermediate RH in the middle of the investigated
RH range.

We conclude that both principle types of particle morphol-
ogy, i.e. liquid-liquid phase-separated particles and also well-
mixed particles are able to describe the observed bounce be-
havior of SOA/SA particles. We further note, that if sulphuric
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Fig. 6. Top: addition of H2SO4 to an organic (here: glucose) leads
to a strong reduction inTg at the same water content (Pedern-
era, 2008). The effect is even more pronounced when plotted as
a function of relative humidity (because of the different hygroscop-
icities of organics and sulfate). The bottom panel is a schematic
picture ofTg versus equilibrium relative humidity for various or-
ganic/sulphuric acid mixtures.

acid plays an important role in atmospheric nucleation pro-
cesses, as suggested bySipilä et al.(2010) andKirkby et al.
(2011), our results suggest that freshly nucleated particles
containing appreciable amounts of sulphuric acid are initially
liquid. The discussion above indicates that this might be true
independently of whether the sulphate and organic fraction
are phase-separated or not. As the particles grow via conden-
sation of oxygenated organic species, the mass fraction and,
hence, the effectiveTg might increase and the particles may
solidify (Virtanen et al., 2010, 2011).

3.3 Phase state and humidity-induced phase transitions
of anthropogenic SOA particles

In addition to bounce measurements of biogenic SOA parti-
cles, we also studied the bounce behavior of anthropogenic
SOA particles generated from the oxidation of naphthalene
andn-heptadecane. Naphthalene was chosen as a model aro-
matic precursor, andn-heptadecane as a model aliphatic pre-
cursor. The upper panel in Fig.7 shows the bounced fraction
of SOA particles generated from naphthalene as a function of
RHI . The bounce behavior for naphthalene SOA is similar to
that of α-pinene SOA, with a decrease in bounced fraction
from 0.65± 0.1 (average value among several O / C ratios) at
RHI < 50 % to 0.4± 0.1 at RHI = 64 %.

The lower panel in Fig.7 shows the bounce behavior ofn-
heptadecane SOA as a function of RHI . Unlike the other sys-
tems that were studied, the bounced fraction of SOA particles
generated fromn-heptadecane was strongly correlated with
the O / C ratio of the SOA. At O / C= 0.10, the SOA bounced
fraction was low (0.2± 0.05) and was unaffected by RHI ,
implying an organic liquid-like phase. At O / C= 0.15, the
bounced fraction was above 0.5 at RHI = 20 % and exhibited
a monotonic decrease to slightly below 0.3 at RHI = 64 %.
At O / C = 0.20, a constant bounced fraction of 0.55± 0.05
was measured for RHI < 50 %, with a decrease in bounced
fraction to 0.4 at RHI = 64 %. Finally, at an O / C ratio of
0.30, we measured a constant bounced fraction of above 0.8
at RHI < 50 % before the bounced fraction decreased to be-
low 0.7 at RHI = 60 %. This bounce behavior was similar to
that observed in the other systems that were studied. Thus,
SOA particles generated fromn-heptadecane were initially
liquid-like at low O / C ratio and solidified with increasing
O / C ratio.

In order to rationalize the observed behavior of the an-
thropogenic SOA particles, in Fig.8 we show the predicted
Tg values for naphthalene (∼ 247 K) and n-heptadecane
(∼ 207 K). TheseTg values were predicted from the observed
dependence ofTg upon melting temperature Tm, i.e. Tg ≈

0.7× Tm (Koop et al., 2011). Also shown in Fig.8 are the
predictedTg for various oxygenated compounds originating
from the parent structure ofn-heptadecane (red) and naphtha-
lene (blue). The red-shaded and blue-shaded vertical bars in-
dicate the range of investigated O / C ratio for each SOA. The
grey horizontal bar indicates the suggested turnover from liq-
uid behavior at room temperature (no bounce) for substances
with a Tg less than∼ 250 K to solid behavior (bounce) for
substances with aTg above∼ 270 K.

The predictedTg of naphthalene is already close to 250 K,
and just adding one O-atom (e.g. 1-naphthol and 2-naphthol,
with an O / C ratio of 0.1) might initiate (partial) bounce in
such particles at room temperature. Further increase in O / C
ratio to values between 0.2–0.4 leads to predictedTg values
from close to room temperature up to significantly beyond
room temperature, implying full bounce. Even though there
is considerable scatter in these data, it is obvious that in the
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Fig. 7. Bounce behavior of SOA from photo-oxidation of naphtha-
lene (upper panel) andn-heptadecane (lower panel).

measured range of O / C> 0.35 (light blue shading) nearly
all substances are expected to bounce independently of their
actual O / C ratio.

In contrast, the predictedTg for n-heptadecane and those
of mildly oxygenated compounds (1-alcohol, 1-aldehyde, 2-
ketone) with an O / C ratio of 0.06 are so low that these com-
pounds are liquid at room temperature and, thus, would not
show bounce. Only at significant oxygenation (e.g. the 1,17-
dicarboxylic acid, with an O / C ratio of 0.24) bounce is to
be expected. We note that oxygenation ofn-heptadecane is
likely to lead to fragmentation (Lambe et al., 2012). How-
ever, it appears that at least an oxidation to a dicarboxylic
acid is required for bounce, more or less independently of
the length of the remaining carbon chain (see red open cir-
cles with number of C-atoms indicated). Forn-heptadecane,
the Tg goes from∼ 207 K to greater than∼ 280 K with in-
creasing O / C (pink shading), in agreement with the mea-
surements.

Similarly to previous studies that suggest a correlation of
bounced fraction with the glass transition temperature (Virta-
nen et al., 2010) the same correlation is observed here. Based
on an idealized comparison of predictedTg values shown

Fig. 8.Predicted glass transition temperaturesTg as a function of the
molecular O / C ratio for various oxygenated compounds originating
from the parent structure ofn-heptadecane (red) and naphthalene
(blue). Open circles are predictedTg for n-dicarboxylic acids with
the number of C-atoms indicates for each point. For details see text.

in Fig. 8, it is no surprise thatn-heptadecane SOA shows
a “bounce transition” with increasing O / C in the investi-
gated range while naphthalene SOA bounced at all investi-
gated O / C ratios.

3.4 Discussion

The main factors affecting the bounce behavior of SOA par-
ticles are likely their viscosity, elasticity and the surface ad-
hesion. For amorphous particles, the viscosity and mechani-
cal properties are sensitive to the glass transition temperature
(Shiraiwa et al., 2011; Koop et al., 2011). The glass transi-
tion temperature and thus the viscosity at constant temper-
ature are sensitive to the solvent concentration, molar mass
and the functional groups of the particulate matter (Zobrist
et al., 2008; Koop et al., 2011). As discussed above, we sug-
gest that humidity-induced changes in bounced fraction of
the SOA particle are related to a humidity-induced glass tran-
sition of SOA particles (Mikhailov et al., 2009).

The conditions for a humidity-induced glass transition (i.e.
liquefaction) are connected toTg (dry) of the SOA com-
pounds at dry conditions, which is correlated to the molar
mass of the compounds. Therefore, we attempt to relate the
measured humidity-induced phase transitions of the SOA
particles to their molar mass by showing the slope of the
bounced fraction of SOA particles at RHI > 50 % as a func-
tion of precursor molar mass (Fig.9). Markers are colored by
the O / C ratio of the SOA. Fig.9shows that for SOA particles
produced from isoprene,α-pinene, longifolene, and naph-
thalene, the “bounce slope” was correlated with the precur-
sor molar mass. Similar trend between precursor molecular
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Fig. 9. The slope of the bounce at RHI > 50 % versus precursor
molar mass for the studied systems. Error bars mark the standard
error of the slope of each fit.

mass and SOA particle growth factor was also shown by
Varutbangkul et al.(2006). SOA particles produced fromn-
heptadecane did not follow the same trend as the particles
generated by the other precursors.

According to several studies SOA particles may con-
tain oligomers, polymers and other high molecular weight
molecules (Tolocka et al., 2004; Gao et al., 2004; Kalberer
et al., 2004; Hallquist et al., 2009; Hall IV and Johnston,
2011; Kundu et al., 2012). Such oligomers and polymers are
likely to affect the phase state of SOA particles. There is
experimental evidence from different types of materials that
oligomerisation and polymerisation do lead to an increase of
the glass transition temperature of a chemical compound, and
semi-empirical formulations exist (e.g., the Fox-Flory rela-
tion) that describe the molar mass dependence ofTg (Fox and
Flory, 1950; Rietsch et al., 1976; Koop et al., 2011). More-
over, there is also mounting evidence that cross-linking of
polymers also leads to an increase inTg when compared to
the same linear polymer, independently of whether the poly-
mers are cross-linked in a linear or even branched fashion
(Nielsen, 1969; Rietsch et al., 1976), owing to a reduced seg-
mental motion of the individual monomeric chain units. This,
oligomer and polymer formation in SOA particles will nor-
mally favor the formation of semi-solid or solid amorphous
phases. It should be noted, however, that oligomeric com-
pounds do not automatically lead to the formation of amor-
phous solids at room temperature. For example, in a recent
study byPerraud et al.(2012) it was shown that, in contrast to
α-pinene SOA, aerosolized poly(ethyleneglycol) oligomers
(PEG 400, molar mass∼ 400 gmol−1, equivalent to 9 re-
peating units) did show liquid-like behavior in terms of their
phase partitioning of oxidation products, in agreement with
the fact that PEG 400 is liquid and known to be a good plas-
ticizer for polymers. Thus the chemical nature of oligomers
in SOA as well as their mass fraction in the organic phase of
a particle is crucial to quantify their effect on the formation
of amorphous solids. To obtain such detailed data is beyond
the present study, as the HR-ToF-AMS does not retain in-

formation regarding high MW compounds and/or oligomers
in the SOA due to the high degree of fragmentation of the
molecular vapor via standard electron impact (Canagaratna
et al., 2007), and is an interesting topic for future studies. To
the extent that the “bounce slope” is proportional to the av-
erage molar mass (AMM) of the SOA, Fig.9 suggests that
the AMM of SOA generated fromn-heptadecane does not
scale with precursor AMM in the same way as the SOA in the
other experiments. One possible explanation for this observa-
tion is that fragmentation reactions that cleave carbon-carbon
bonds and lower the AMM are more important in SOA pro-
duced fromn-heptadecane than in the other systems. The im-
portance of fragmentation reactions has not been extensively
characterized for precursors studied in this work. However,
Chacon-Madrid et al.(2010) andChacon-Madrid and Don-
ahue(2011) showed that the∗OH oxidation of linear aldehy-
des/ketones formed SOA in lower yields than linear alkanes
with equivalent vapor pressures, suggesting that fragmenta-
tion is important for SOA generated from alkane precursors.
If SOA generated from the other precursors experienced less
fragmentation than SOA generated fromn-heptadecane, this
may explain the trends observed in Fig.9.

4 Conclusions

Our results suggest that most types of atmospherically-
relevant SOA form amorphous solid or semi-solid particles at
RHI . 60 %. These SOA particles can undergo phase transi-
tions as a result of changes in relative humidity, and/or O / C
level. Addition of hygroscopic sulphuric acid to the SOA liq-
uefied the mixed particles at low RHI , which is consistent
with aerosol bounce observations fromVirtanen et al.(2011)
andTg measurements fromKoop et al.(2011). The phase of
the SOA affects corresponding timescales for mass transfer
and heterogeneous reactions within the particles (Cappa and
Wilson, 2011; Vaden et al., 2011; Shiraiwa et al., 2011), and
may influence their ability to serve as cloud condensation nu-
clei or ice nuclei in the atmosphere.

In most cases, humidity-induced phase changes measured
for the SOA were not correlated with O / C ratio or the
CCN activity, κ. However, our measurements suggest that
humidity-induced phase changes were related to the average
molar mass of the SOA. These observations are consistent
with the results ofKoop et al.(2011), who showed thatTg
was more strongly influenced by molar mass than O / C ratio
of model organic compounds.

With the exception of SOA produced fromn-heptadecane,
the bounced fraction of SOA particles at RHI < 50 % was
insensitive to changes in O / C ratio. The increase in bounced
fraction of n-heptadecane SOA particles as a function of
O / C ratio is consistent with an oxidation-induced phase
change from organic liquid particles to organic semi-solid
particles. Future work will investigate the prevalence of
oxidation-induced phase changes in other types of SOA, as
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well as the ability of the bounce measurement to provide
quantitative measurements of particle viscosity, diffusivity,
and glass transition temperature.
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The phase state of secondary organic aerosol (SOA) has an
impact on its lifetime, composition, and its interaction with water.
To better understand the effect of phase state of SOA on climate
interactions, we studied the SOA phase state and the effect of its
history and report here the phase state and the humidity-induced
phase hysteresis of multicomponent-seeded SOA particles
produced in a large, continuously stirred tank reactor. We
determined the phase state of the particles by their bounced
fraction impacting on a smooth substrate in a low-pressure
impactor. The particles were composed of ammonium sulfate
([NH4]2SO4) seed and a secondary organic matter (SOM) shell
formed from oxidized a-pinene or isoprene. The ammonium
sulfate (AS) seed dominated the deliquescence of the a-pinene
SOM multicomponent particles, whereas their efflorescence was
strongly attenuated by the SOM coating. Particles coated with
isoprene SOM showed continuous phase transitions with a lesser
effect by the AS seed. The results agree with and independently
corroborate contemporary research.

1. INTRODUCTION

The effect of aerosols on climate and their associated health

issues are of local and global interest. Secondary organic aero-

sol (SOA) can contribute as much as 50% to the non-refractory

submicron aerosol mass in the atmosphere (Jimenez et al.

2009). The cloud condensation nucleus (CCN) properties of

SOA are crucial for the total radiative forcing effect of aerosol.

Factors affecting the probability of particles participating in

cloud formation are the hygroscopicity of the material and the

size and lifetime of the particulate matter. The phase of the

particles may greatly affect the atmospheric lifetime of SOA;

variation in ambient humidity can change the viscosity of the

particulate matter by several orders of magnitude and

accordingly change the atmospheric chemical lifetime by

more than an order of magnitude (Shiraiwa et al. 2011).

Solid-phase SOA was first observed at a boreal forest mea-

surement station and in a controlled laboratory smog chamber

study on SOA produced from a-pinene and pine emitted pre-

cursors via ozonolysis (Virtanen et al. 2010, 2011). The obser-

vation constrained the upper relative humidity (RH) limit of the

solid phase to be above 20% RH. The observation of solid

phase was extended from a-pinene SOA to SOA produced

from other common biogenic precursors (Saukko et al. 2012b),

and experiments with three different biogenic precursors pro-

duced particles with a solid or semi-solid phase even at 60%

RH or higher. Cappa and Wilson (2011) and Perraud et al.

(2012) studied the non-equilibrium nature of the interaction

between the gaseous and condensed phases of SOA, emphasiz-

ing the importance of the phase state for the chemistry of the

condensed phase of SOA. Studying further the evaporation

kinetics of SOA, Vaden et al. (2011) concluded that the trans-

port from condensed phase to gas phase is two orders of magni-

tude slower than that expected with fast equilibrium

evaporation models. They showed with direct evaporation

aging experiments that the flux of material from the condensed

part of SOA is constrained by a low diffusion constant for the

bulk of the particulate matter. A further study with a multicom-

ponent system showed that SOM from two different precursors

forms at least partial shell structures. Different shell orders

exhibited different evaporation behavior, implying that at least

one component had a semi-solid phase (Loza et al. 2013).

Bones et al. (2012) studied the uptake into and release of

water from organic material and concluded that uptake is lim-

ited by the diffusion of dissolving SOA material in the aqueous

surface layer. However, evaporation is limited by the diffusion

of water through a solid SOA layer. Another effect was discov-

ered by Kidd et al. (2014), who reported that RH during SOA

formation also affects the phase state of the SOA produced.

A further complication arises from the multicomponent

nature of seeded SOA particles. If SOA particles are formed
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through condensation on a seed such as ammonium sulfate

(AS), the different particle components may have different

water affinities. This affects cloud processing and further

changes the morphology en route to cloud droplet formation.

This is observed in different hysteresis phenomena in the wet-

ting behavior of the particles (Smith et al. 2012, 2013). The

differences in the components of secondary organic material

give rise also to an additional type of phase change, phase sep-

aration of the liquid phases. Liquid–liquid phase separation

(LLPS) can be parameterized for the organic-to-sulfate ratio

of SOA and the oxygen-to-carbon (O/C) ratio (Bertram et al.

2011 and further elaborated by Song et al. 2012), as recently

reviewed by You et al. (2014).

The evolution of SOM in the atmosphere is a complex phe-

nomenon, and research is now seeking to constrain the param-

eters that describe the formation, processing, and removal of

SOA in the atmosphere. These parameters are crucial for

global assessment of the effect of SOA on the climate.

We report the phase of ammonium-sulfate-seeded SOA

produced in a continually stirred reaction chamber and the

related phase hysteresis to humidity-induced phase transitions

for particle sizes in the range of 115 to 145 nm. The SOM

coating AS seeds was produced by oxidizing a-pinene and iso-

prene precursors in a continuously mixed chamber reactor.

The seed greatly affects the bounce behavior of particles when

SOM is solid, even at relatively high relative humidities. Del-

iquescence hysteresis, LLPS, and mixing effects affect the

water uptake and chemical reactivity of the particles.

2. METHODS AND MATERIALS

The aerosol particles for the experiments were produced in

the Harvard Environmental Chamber (HEC; Shilling et al.

2008; King et al. 2009). The system uses a 5-m3, continuously

stirred Teflon bag with UVC lamps in a thermally controlled

enclosure. Some important inputs to the chamber include a

seed injection system (Collison atomizer, silica gel drier, and a

TSI nanoDMA, TSI Inc., Shoreview, MN, USA) and a system

for injecting volatile organic compounds (VOC). In the case of

isoprene, VOC comes from a gas cylinder and in the case of

a-pinene from a syringe pump whose effluent passes through a

heated glass bulb. The humidity in the HEC is controlled with

a prehumidified airflow of 20 L/min.

An O3 generator housing a UV lamp was used to produce

ozone, which was added to a separate input air flow. With dark

ozonolysis oxidation experiments, the chamber UV lights

were off, ozone remaining thus the main oxidizing agent. The

UVC lamps inside the HEC where used to dissociate injected

H2O2 to produce a hydroxyl radical (*OH) for photo-oxidation

experiments. All injected air flows came from a zero-air

generator.

The AS seed particles used for SOM condensation were

dried and size-selected with a Vienna type differential mobil-

ity analyzer (DMA) to produce a known seed aerosol size

distribution with a median diameter of 70 nm (and accompa-

nying doubly charged particles of 103 nm and negligible triply

and further charged particles of 130 nm and larger). In the

reaction chamber, the oxidized precursor was condensed onto

the seed particles, resulting in a size distribution characteristic

of a continuous reactor (Kuwata and Martin 2012). After a

period of about 12 h to allow the smog chamber and aerosol

production to stabilize, measurements were started. The aero-

sol was sampled continuously via a sampling manifold for

transfer to the various instruments.

The multicomponent composition of the particles, the RH

cycling, and the low-pressure impactor system used for

bounced fraction measurements added some complexity to

interpreting the results. The differences in the hystereses of the

substances had to be taken into account when relevant RH was

determined. The humidity history of the particles in the mea-

surement system and its effects on interpreting the results are

discussed in Section 2.2.

2.1. Aerosol Size, Mass, and Composition

An aerodyne high resolution time of flight aerosol mass

spectrometer (HR-ToF AMS, Aerodyne Research Inc., Biller-

ica, MA, USA) was used to monitor chemical composition and

particle mass size distribution. The particle size distribution

was measured with a TSI scanning mobility particle sizer

(SMPS, TSI Inc., Shoreview, MN, USA).

2.2. SOA Particle Phase Measurement

The phase state of the particles was measured using a single

stage low-pressure impactor and a TSI ultrafine water conden-

sation particle counter (UWCPC, TSI Inc.; method described

in detail in Saukko et al. 2012a). The particles were size-

selected with a Vienna type DMA, and the sizes studied in the

experiments described below were between 115 nm and

145 nm for particles grown on 70-nm singly charged seed

particles.

In the deliquescence branch, particles were humidified with

a Nafion dryer to an RH of 20 to 90% RH and equilibrated for

3 s in a residence time tube. This RH is defined as the Humidi-

fier RH. The aerosol was brought to the impactor pressure

(69 kPa) with a needle valve and a pinhole. A pressure drop

reduced the RH proportionally to the pressure. The particles

had about 0.9 s for equilibration at this lower humidity before

they impacted on a polished steel plate (Saukko et al. 2012a).

The bounced fraction was calculated by comparing the inlet

concentration measured with the UWCPC before the impactor

to that after the impactor. After traveling through the impactor,

the sample passed into a separate sampling chamber where it

was kept at 38.7 kPa until the system stabilized. After stabili-

zation, the sample flow was cut, and clean air was used to

bring the sample to ambient pressure and subsequent measure-

ment with a CPC.
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In the efflorescence branch, an additional prehumidifier at

90% RH and with a 3-s laminar flow residence time tube was

added before the adjustable humidifier, which in this case was

used as a drier. The humidity processes for hydration (DRH)

and the efflorescence (ERH) branches are schematized in

Figure 1.

Determining the deliquescence relative humidity (DRH)

with the impaction method depends on the maximum RH and

the subsequent minimum RH that the particle experiences dur-

ing the cycle. If the seeds have been humidified to above the

DRH, they remain liquid even if the humidity in the impactor

drops as long as the impactor RH remains above the

FIG. 1. Schematic of the humidity cycles of bounce hysteresis measurements. The left panel shows the differences in RH cycling of amorphous (green) and crys-

talline salt (pink) particles. The corresponding phase transition limits are shown in lines for crystalline particles. Likewise, a continuous deliquescence band for

amorphous particles is shown in green. The dashed line stands for a pressure and corresponding humidity drop at the impactor entrance. Because of differences

in particle hysteresis behavior, the final phase state depends on particles’ RH history.

FIG. 2. Bounce hysteresis results for (a) pure ammonium sulfate particles, (b) AS seed coated with photo-oxidized a-pinene SOM, (c) AS seed coated with

photo-oxidized isoprene SOM, and (d) AS seed coated with a-pinene SOM produced via dark ozonolysis. Suggested particle morphologies are represented as

drawings close to data points. The green part in the drawing is SOM and the red the AS core. Green becoming lighter denotes decreasing viscosity for both SOM

and mixed cases. With AS, light color denotes the deliquesced phase. For the data points, open symbols denote the hydration cycle of the experiment, whereas

closed symbols denote the hydration-dehydration cycle. Ideal particle core-shell morphology is not confirmed but assumed for the illustration.
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efflorescence relative humidity (ERH). Based on this phase

hysteresis, the relevant humidity for DRH measurements of

crystalline particles is the Humidifier RH. Hysteretic behavior

is very typical of pure crystalline compounds.

With crystalline compounds, the DRH can be determined

even if the impactor humidity is lower than the DRH, as can

be seen in the bounced fraction of pure AS particles shown in

Figure 2a. The continuous decrease in the bounced fraction

with an increasing RH is linked to water adsorption onto the

particles (Romakkaniemi et al. 2001; Biskos et al. 2006;

Mikhailov et al. 2009; Saukko et al. 2012a). The SOM coating

attenuates this trend markedly, as further discussed below in

Section 3. This behavior agrees with Bateman et al. (2014),

who studied computationally and experimentally the bounce

of particles in an impactor and confirmed a decreasing bounce

of AS upon a high RH. The decreasing bounce resulted from

an increasing capillary force due to increased water between

particles and the impaction substrate.

A SOM coating, however, consists of a mixture of numer-

ous compounds (Hallquist et al. 2009) likely to have high

molar masses. These compounds and especially their mixtures

are typically amorphous and not expected to exhibit clear del-

iquescence and efflorescence steps or hysteresis (excluding

kinetic effects) in their phase changes (Mikhailov et al. 2009;

Koop et al. 2011; Zobrist et al. 2011). Thus the relevant RH

defining the phase at the moment of impaction for SOM-

coated particles is the reduced RH, referred to as the Impactor

RH. The behavior of pure crystalline and single component

amorphous particles in bounce measurements is described in

detail in Saukko et al. (2012a).

The bounce probability of a particle is mainly affected by

change in viscosity, elasticity, and adhesion to the substrate,

impactor pressure and flow being constant. Viscosity is

inversely related to bounce, since low viscosity in the highly

dynamic situation of a particle impact means better conserva-

tion of kinetic energy. Renbaum-Wolff et al. (2013) studied

the viscosity of a-pinene SOM with a mechanical poke-flow

technique and derived a lower limit of 378 Pa¢s and an upper

limit of 9.92£104 to 4.53£107 Pa¢s while altering RH from 70

to 40% RH. A corresponding method of particle coalescence

gave an estimate for SOA viscosity derived from Scots pine

-VOC (a terpene mixture mostly comprising a-pinene,

b-pinene, Myrcene, b-phellandrene, limonene, and D3-carene)

and an SO2 of approximately 1012 Pa¢s (Hao et al. 2009;

Pajunoja et al. 2014).

When the bounced fraction is high, particles are considered

solid or semi-solid (for example, dry AS shows a bounced

fraction of 0.78). When particles do not bounce, they are con-

sidered liquid-like. The intermediate bounced fraction values

of 0 and 0.78 represent a gradual change in the mechanical

properties, such as viscosity, adhesion, and elastic modulus, of

particulate matter.

Seeds and final coated particles are of sufficiently large size

to contain a significant fraction of doubly charged particles

after diffusion charging in size-selection processes. Appropri-

ate corrections to the impaction efficiency in the impactor

must be taken into account by correcting for particles not

reaching the impactor substrate. Since the size distributions of

seed particles, coated particles, and the collection efficiency

curve of the impactor are known, impaction efficiency can be

corrected.

3. RESULTS AND DISCUSSION

The bounced fraction of pure AS seeds is given in

Figure 2a. Notable points of reference are the deliquescence

and efflorescence points at 80 § 3% Humidifier RH and 28 §
3% Impactor RH. There is also a gradual drop in the bounced

fraction with increasing humidity, as described in Section 2.2

above.

The bounce behavior of AS particles coated with SOM

from *OH-oxidized a-pinene is shown in Figure 2b while the

O/C ratio, shell thicknesses, and seed sizes are given in

Table 1. At low humidities, the particle bounced fraction is

above 0.8 and decreases gradually to 0.75 § 0.05 until it

reaches 80 § 3% Humidifier RH. Compared to pure AS

TABLE 1

Oxygen-to-carbon (O/C) ratio and organic volume fraction for singly charged seed and total particle

Experiment

O/C

ratio § STD

Organic volume

fraction (for singly

charged) § HWHM

Particles size

(nm) § HWHM/seed

size (nm) § HWHM

Coating thickness

(nm) § HWHM

a-pineneC*OH D 0.31 § 0.01 0.89 § 0.03 145 § 15/70 § 6 38 § 16

a-pineneC*OH� 0.31 § 0.01 0.82 § 0.05 125 § 13/70 § 6 28 § 14

a-pineneCO3 D N/A 0.82 § 0.05 125 § 13/70 § 6 28 § 14

a-pineneCO3 � 0.33 § 0.01 0.86 § 0.04 135 § 14/70 § 6 33 § 15

IsopreneC*OH& 0.70 § 0.01 0.82 § 0.05 125 § 13/70 § 6 28 § 14

IsopreneC*OH D 0.71 § 0.01 0.77 § 0.06 115 § 12/70 § 6 22 § 13

The error in O/C was estimated from the standard deviation of the value during the measurement. The error for the primary particle size is the half
width at half maximum (HWHM) of the singly charged seed size distribution and the differential mobility analyzer (DMA) transfer function of the SOA selec-
tion, respectively. The error for coating thickness is estimated as the geometric sum of the seed and total particle size errors, and the error for the organic
volume fraction is calculated as the standard error calculated from the seed and coated particle sizes and respective errors.
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particles, adding a SOM layer attenuates the slow decrease in

bounce. For SOM-coated AS particles, the decrease is smaller.

Bateman et al. (2014) explain this as being due to different

surface energy and thus different capillary adhesion forces

induced between impaction plate and particles. This humidity-

dependent bounce behavior of pure a-pinene SOM coating

agrees with previous measurements of a-pinene SOA particles

(Saukko et al. 2012b).

The bounced fraction drops steeply at 80 § 3% RH, as

observed at the DRH of AS in a growth factor hysteresis study,

for example, by Mikhailov et al. (2009). The SOA was pro-

duced at rather large organic volume fractions of 0.82 and

0.89 (for singly charged seeds), corresponding to spherical

shell coating thicknesses of 23.5 and 32.5 nm, respectively. At

80 § 3% RH, the bounced fraction did not drop all the way to

zero but remained at about 0.2 § 0.05 even at the highest RH

obtainable in the system. Although the exact morphology of

the particles cannot be determined from these experiments,

this result indicates that some particles had a solid, at least par-

tially enclosing SOM shell and that they could bounce from

the impaction plate even if the AS seed was liquid. Whether

the particles had an intact core-shell structure is interesting for

discussion on water permeability and diffusion kinetics

through the SOM layer and should be further studied. If the

SOM shell was intact in these experiments, a high permeabil-

ity could be expected. However, based on previous studies, a

glassy state of SOM could inhibit or delay the deliquescence

of the seed if the SOM shell is intact (Shiraiwa et al. 2011;

Tong et al. 2011).

The dehydration branch displays an ERH step at 30 § 3%

Impactor RH, where the ERH of AS is expected. Compared to

the pure AS reference in Figure 2a, however, a gradual but

substantial increase occurs in the bounced fraction to between

0.6 and 0.7 with decreasing RH before the final, steeper

change in efflorescence. This behavior can be explained by a

phase separation of particles into an AS-rich core and a SOM-

rich shell (Bertram et al. 2011). The SOM shell leads to an

increased bounce upon drying even if the AS core is still a del-

iquesced liquid.

Different SOM shell thicknesses have only a minor effect

on bounce behavior, as seen in Figure 2, where different SOM

fractions are denoted by different symbols. For a-pinene

experiments, the SOM shell thickness was between 27.5 and

37.5 nm, whereas the isoprene shell thicknesses were 22.5 and

27.5 nm (Table 1). Even a low-volume fraction of deliquesced

AS is enough to reduce the bounce of particles at high humidi-

ties. Because SOM is expected to have a similar response in

both DRH and ERH branches, any difference results from

either seed behavior or mixing effects. There are indications

that photo-oxidized a-pinene SOM is solid even at an Impac-

tor RH above 50% (Saukko et al. 2012b); thus the bounce

behavior effect of the seed is more likely. Separation of the

two chemical phases – AS and SOM – is evident from the

changes in the observable characteristic physical phase in

Figure 2b at the DRH and ERH of pure AS. This agrees with

the results of Bertram et al. (2011), who give an LLPS limit of

0.7 for the O/C, whereas in our experiments the O/C was

0.31 § 0.01 (Table 1).

The bounce hysteresis of a system with similar seeds and

precursor but with dark ozonolysis oxidation is shown in

Figure 2d. The general features of the DRH are the same, but

there is no clear evidence of efflorescence. The bounced frac-

tion increases gradually with decreasing RH to 0.80 § 0.05

with no step-like transitions. The prominent deliquescence

behavior typical of crystalline AS indicates separate phases

until DRH is reached.

The lack of a pronounced efflorescence differs from the

photolysis experiment in Figure 2b. We cannot rule out that

the AS seed and the SOM mixed to form a single phase,

and existing studies support a case for separated phases

(Anttila et al. 2007; Smith et al. 2011). Apart from a mixed

seed a-pinene SOM, another explanation may be the lower

water affinity of the a-pinene SOM, produced by dark ozo-

nolysis as opposed to SOM produced by photolysis. The

symbols for the efflorescence branch shown in Figure 2d

indicate separate phases, which we consider more likely

than a single mixed phase. This is also supported by the

measured O/C ratio of 0.33 § 0.01, which is well below

the LLPS O/C threshold (Bertram et al. 2011). No O/C

ratio is available for the experiment with the slightly lower

organic fraction, but since the reactor ran continuously

throughout the two experiments, the O/C ratio is expected

to be relatively constant. Furthermore, we would like to

point out that the bounce behavior of particles consisting of

AS and a-pinene SOM produced by dark ozonolysis was

strikingly similar to the calculated deliquescence and efflo-

rescence behavior in a recent study by Shiraiwa et al.

(2013).

Isoprene SOM lacked the characteristic deliquescence and

efflorescence behavior even though some hysteresis was visi-

ble between the hydration and dehydration experiments

(Figure 2c). The absence of a sharp deliquescence signal sug-

gests that isoprene SOM takes up water gradually, as expected

of a well-mixed amorphous substance. Since the DRH for

(NH4)2SO4 is 80%, isoprene SOM is likely to soften suffi-

ciently by taking up water to stop bounce. Compared to

a-pinene, the bounced fraction also drops very low, suggesting

a total deliquescence of the particle. The deliquescence of iso-

prene at an RH lower than that of a-pinene SOM is in line

with Saukko et al. (2012b). In the dehydration experiments, a

similar smooth change in the bounced fraction was observed,

which suggests that the two particle phases are either domi-

nated by the low RH limits of the isoprene SOM or that they

are homogeneously mixed. The latter conclusion agrees with

Bertram et al. (2011), where the O/C of oxidized isoprene

SOM (0.69–0.71) was at the limit of 0.7. Above this value, the

phases are expected to be completely mixed even in dry condi-

tions (Bertram et al. 2011).
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The bounced fraction of isoprene SOA at 40% RH is the

same or higher than the bounced fraction of a-pinene SOA,

suggesting either a strong response to a change in humidity

(Saukko et al. 2012b) or that the mixed system has a higher

viscosity due to a reduced water uptake hysteresis than sepa-

rated SOM and pure AS seed. Furthermore, recent model cal-

culations support the finding that at the same humidity the

viscosity of isoprene SOA is lower than that of a-pinene SOA

(Berkemeier et al. 2014).

4. CONCLUSIONS

Bounced fraction measurements with separate deliques-

cence and efflorescence branches can be used to define the his-

tory of two-component particles. Our results with AS seed

particles and either isoprene or a-pinene SOM have led us to

the following two main conclusions.

First, as to the phase separation of AS seed and SOM mate-

rial, SOM forms a semi-solid layer on top of the deliquesced

seed. This leads to a clearly visible and reversible response to

changes in RH. This is the case for a-pinene SOM. Our finding

shows that with a phase-separated inorganic core and an

organic shell, the organic shell can form a semi-solid layer on

the deliquesced core. Depending on the thickness and viscosity

of the layer, the semi-solid organic layer may “isolate” the del-

iquesced core from the surrounding molecules because with

solid surfaces reactants are essentially confined to the surface,

as discussed in Shiraiwa et al. (2011). Song et al. (2015) esti-

mated the timescale of mixing for 200 nm, isoprene-derived

SOM particles to be between 0.4 ms (at 85% RH) and 0.1 h

(at 0% RH). For a shelled structure with a shell thickness of

30 nm, the range is comparable to conclude that the coating

cannot prevent the deliquescence of the seed, but it can

increase the timescale of efflorescence from that of the seed

alone. This delay in response to changes in RH can prevent the

particle reaching a size large enough to become a cloud droplet

when a competing condensation sink for water is available.

Second, our results show that if the phases are mixed, the

properties of the mixture determine the bounce behavior, and

the effect of the AS seed cannot be distinguished, as corrobo-

rated by previous studies (Bertram et al. 2011; Smith et al.

2012). It should be noted that the organic fraction was high

(0.77–0.82), and that the bounce behavior of isoprene SOA

was comparable to that of pure isoprene SOA presented in

Saukko et al. (2012b). This indicates that the viscosity of

mixed particles at certain ambient RH is close to the viscosi-

ties of pure isoprene SOA particles.

The phase state of SOM depends on the state of the mixing

of the particle components and on the history of the phase

state. The main factor to determine the phase state of the stud-

ied particles was RH, though chemical composition and the

oxidation state of the SOM have an impact as well (Bertram

et al. 2011; Virtanen et al. 2011; Saukko et al. 2012b).
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