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#### Abstract

This Thesis considers systematic methods for designing stride permutation interconnections, which are common in several digital signal processing algorithms. Managing such interconnections becomes important especially in parallel hardware implementations, which is the principal design problem considered in this Thesis.

In the first proposed method, the stride permutations are represented with permutation matrices, which are decomposed into smaller, more efficiently implementable matrices. The derived decompositions can be directly mapped onto networks consisting of multiplexers, registers and interconnection wirings. In order to estimate the complexity, the lower bound of the number of registers in stride permutations is derived, which is shown to be equal to the number of registers in the proposed networks. In addition, the multiplexing complexity is shown to be reduced compared to other existing approaches.

The second developed method is based on parallel memories which are in-place updated for the minimization of memory usage. This, unfortunately, complicates the control generation and interconnections. To overcome these drawbacks, two different approaches are developed resulting in a simplified control generator and switching network, respectively. Moreover, it is shown that resulting memory-based networks can be easily modified for the run-time configuration of sequence sizes and strides.

The systematic methods for designing stride permutation interconnections presented in this Thesis are shown to be competent compared to other existing approaches that are often design specific. The proposed methods are applicable to various designs since the sequence length, stride, and parallelism of computation are given as parameters having any power-of-two values. In addition, the methods are well suitable for automatic design generation.
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## 1. INTRODUCTION

Digital signal processing (DSP) has become an important tool in consumer, communications, medical, and industrial products. A wide variety of approaches is used to implement DSP algorithms, ranging from the use of off-the-shelf microprocessors to field-programmable gate arrays (FPGA) to custom integrated circuits (IC) [37]. While programmable approaches continue to progress in performance, historical digital signal processors were unable to execute applications like rake receiver, evaluation of image sequences or radar signals [85, 106]. As programmable approaches progress, higher bit rate applications continue to gain momentum still favoring application-specific hardware. In addition, power consumption is of major concern in the design of portable devices, which favors application-specific hardware where large parallelism and low clock rate can be utilized.

Unfortunately, the design of application-specific hardware is considered to be costly. This together with the ever-increasing design complexity and higher integration level have been the key drivers for system-on-chip (SoC) designs. Lower design costs require greater reuse of intellectual property, silicon implementation regularity, or other novel circuit and system architecture paradigms [57]. In order to improve the design productivity, increased reuse, freedom of choice, and pervasive automation should be utilized [33].

Parallelism of computation is often employed in application-specific hardware structures for DSP algorithms. One extreme is a fully parallel implementation where the operations in a signal flow graph are mapped directly onto functional units, which is referred to as a direct-mapped implementation. This way the maximum parallelism can be obtained allowing the minimum clock rate to be used, resulting in reduced energy per operation [17,30]. Power efficiencies of direct-mapped hardware are up to four orders of magnitude greater than for general-purpose microprocessors, and this gap is increasing [57].
a)

b)


Fig. 1. 16-point radix-2 constant geometry FFT algorithm: a) signal flow graph, b) corresponding column structure. $F_{2}$ : 2-point FFT. PE: processing element. M: multiplexer.

Direct-mapped implementations may result, however, in excessive throughput and area implying that mapping onto reduced computational resources could be economically useful. For such a design problem, linear mapping methods have been proposed $[60,85]$. Most digital signal processing algorithms can be formulated as regular and iterative algorithms, which in turn are especially suitable for linear mapping to array processor structures [85]. These array processors consist of parallel processing elements computing the node functions of the signal flow graph, and an interconnection network which provides communication means between the processing elements.

In the linear mapping methods, the dimensionality of signal flow graphs is reduced by using horizontal, vertical, or both projections, as described, e.g., in [85]. These mapping methods can be illustrated with fast Fourier transform (FFT) as an example. Basically, the parallel structures of FFTs can be divided into three categories: direct-mapped (fully parallel), column, and cascaded (pipeline) structures [42]. As an example, the signal flow graph of a radix-2 constant geometry FFT is depicted in Fig. 1(a) where the constant geometry refers to the constant interconnection topology between the processing columns. By applying the horizontal projection to the given signal flow graph, a column structure is obtained, as depicted in Fig. 1(b). In this structure, the computation is performed for a single column at a time and the data elements are reordered with hardwired interconnections.

b)
(15)(7)(1)(3)(13)(5)(9)(14)(6)(10(2)(12)(4) 8 (0) $-\mathrm{PE}, \mathrm{IN}_{0}-\mathrm{PE}, \mathrm{IN}_{1}, \mathrm{PE}-\mathrm{IN}_{2}, \mathrm{PE}$,

Fig. 2. 16-point radix-2 FFT algorithm: a) signal flow graph, b) corresponding cascade structure. PE: processing element. IN: interconnection network.

Cascaded structures are obtained by applying vertical projection to the signal flow graph. Consider the signal flow graph of a radix-2 FFT in Fig. 2(a), which is vertically projected resulting in a cascade structure illustrated in Fig. 2(b). In this structure, the computation is performed simultaneously on four processing columns. Such an approach implies that the interconnections require a temporal reordering of intermediate data elements, which is realized with an interconnection network having a storage capability. This is in contrast to the column structure where the interconnections are spatial and can be hardwired. Temporal interconnections are resulted also if both the horizontal and vertical projections are applied to a signal flow graph. Such a mapping produces a partial-column structure where the computation is performed for a part of the column at a time. Examples of the partial-column structures for a 16-point radix-2 constant geometry FFT are shown in Fig. 3.

In all the previous parallel structures, managing the interconnections becomes crucial, which is the principal problem considered in this Thesis. The mapping onto reduced number of processing elements is made according to horizontal and vertical projections, which complicates the interconnections. Chronologically correct processing is maintained by delaying certain operands with registers or memory modules. Thus the interconnections cannot be hardwired, in general. Exceptions are direct-mapped and full column structures, where hardwired interconnections can be employed.


Fig. 3. Partial-column structures of 16-point radix-2 algorithm. PE: processing element. IN: interconnection network. M: multiplexer.

The interconnections considered in this Thesis are called stride permutations and they will be discussed in detail in the next chapter. These type of permutations have several practical applications. For example, consider a matrix transpose, which is a special case of stride permutations. Similarly, the common perfect shuffle permutation [105] is a stride permutation. The perfect shuffle has a close relation to several practical algorithms; e.g., Cooley-Tukey radix-2 FFT [24] algorithm can be scheduled into a form where the interconnections between the processing columns are perfect shuffles. In the same way, FFTs with other radices can be given in a form where interconnections are stride permutations. In this Thesis, hardware realizations of these stride permutations are referred to as stride permutation networks.

Stride permutations can also be found in trellis coding and especially in Viterbi algorithm used for decoding convolutional codes. Convolutional encoders are often described with the aid of a shift register model [65]. Decoding of convolutional codes is represented with the aid of a trellis diagram [41], which is a state diagram of the convolutional encoder expressed in time. Trellis diagrams can be given in a form where operand accesses are made in stride permutation order, just like in FFTs. In addition, the processing nodes have similarities; in both algorithms, FFT and Viterbi, the number of input and output operands is $K$. Therefore, these types of algorithms are referred to as radix- $K$ algorithms and their realizations as radix- $K$ structures in the following. Typically, $K$ is a power-of-two.

Although the examples given in this Thesis consider FFT and Viterbi algorithms, other algorithms with the corresponding stride permutation topology exist, e.g., discrete sine, cosine, and Hartley transforms [4,108]. Currently, FFT is perhaps the most ubiquitous algorithm used to analyze and manipulate digital or discrete data [91]. It is used, e.g., in electroacoustic music and audio signal processing, medical imaging, image processing, pattern recognition, computational chemistry, error-correcting codes, spectral methods for partial differential equations, and mathematics [91]. Any time the analyzed or manipulated data set is very large and accuracy is essential, very large FFTs are required [26]. Example applications employing large FFTs are found in radio astronomy where FFTs of tens of gigapoints are used [26].

Viterbi algorithm was initially proposed for decoding of convolutional codes in [117]. Later on, it has been used as maximum-likelihood sequence estimator for detecting data signals in digital transmission [87,99]. As a result, Viterbi algorithm has been adopted in consumer products like magnetic storage devices [86], modems [35, 53, 54], DVB [36], DAB [34], DVD players [47], and mobile phones [111]. It has also been used in other areas such as character recognition, voice recognition, and DNA analysis, to name few examples. The algorithm is so fundamental that one would expect ever-widening application [48].

### 1.1 Objective and Scope of Research

The objective of this Thesis is to develop systematic design methods for stride permutation interconnections. Such design methods alleviate substantially automatic design generation. Therefore, the structures realizing the stride permutation interconnections are described with the aid of design parameters such as the size of permutation, stride, and the number of input/output ports. All the parameters are assumed to be powers-of-two.

As the first objective, a systematic design method for stride permutation networks consisting of delay registers and multiplexers is to be developed. These networks are referred to as register-based stride permutation networks in the following. The problem to be solved is to derive the networks with the aid of decompositions of stride permutation matrices. The networks should have minimum register and multiplexer complexities.

The second objective is to develop a systematic design method for stride permutation networks based on a parallel memory system. Such networks are called memorybased stride permutation networks in the following. The problem in this approach is to find an access scheme that supports all power-of-two stride permutations. The amount of memory and the complexities of control and interconnections should be kept in minimum.

### 1.2 Main Contributions

In this Thesis, systematic design methods for stride permutations are developed. To summarize, the main contributions are the following:

- Survey of previous work in hardware realizations of stride permutations.
- Systematic method for deriving hardware structures based on decompositions of stride permutation matrices.
- Decompositions of stride permutation matrices, which can be mapped directly onto hardware.
- Register-based stride permutation networks, which have the lowest register and multiplexer complexities presented so far.
- Two systematic methods for designing memory-based stride permutation networks: low control complexity scheme and low interconnection complexity scheme.
- Low control complexity scheme, which supports stride and bit reversal permutations, uses minimum amount of memory, and results in simple row address generation.
- Low interconnection complexity scheme, which uses minimum amount of memory and results in reduced interconnection complexity by rescheduling the operations.
- Derivation of lower bound for register complexity in stride permutations.


### 1.2.1 Author's Contribution

The author derived the decompositions of stride permutation matrices and developed and analyzed the register-based stride permutation networks. In addition, derivation of the lower bound for register complexity as well as the comparison against other reported structures were carried out by the author. The studies on register-based stride permutation networks have been reported earlier in [109], [P1, P2, P3]. In general, these earlier networks do not result in the minimum register complexity thus the work has been continued in [P6] and [P7] where the design method resulting in minimum register complexity is introduced for the first time.

The author was responsible for verifying the low control complexity scheme, which has been initially published in [P4]. In addition, the low interconnection complexity scheme, which has been published in [P5] and [P8], was developed and verified by the author. The author conducted the comparison against the earlier published schemes.

The work reported in this Thesis has been published earlier in eight publications [P1P8]. Therefore, some chapters contain verbatim extracts from the publications. These extracts are under copyright of respective copyright holders. None of the publications has been used in another person's academic thesis.

### 1.3 Thesis Outline

To start with, permutations and their presentations are reviewed in Chapter 2. A class of permutations called bit-permute/complement permutations as well as its subclass, stride permutations, are defined. In Chapter 3, a review of previous work on the realizations of stride permutations is made. The review is divided into three parts: switching, register-, and memory-based networks. Some traditional interconnection means are reviewed followed by more application-specific structures. In the context of memory-based networks, parallel memory systems are defined, some principal access schemes are reviewed, and a stride permutation access scheme is defined. In addition, some parallel memory structures used in FFT and Viterbi computations are reviewed. Chapter 3 contains some material already published in [P4, P8].

In Chapter 4, a new systematic design method for register-based stride permutation networks is proposed. First, stride permutation matrices are decomposed into smaller
block-diagonal matrices starting from a square matrix transpose. The square matrix transpose is the basis for other stride permutations, which are decomposed subsequently. Some examples of decompositions are provided with fixed design parameters. Then, the mapping of the decompositions onto hardware structures is discussed. A lower bound of register complexity is derived and register and multiplexer complexities of the proposed networks are given. The chapter is concluded with a comparison against the other reported register-based networks. Some parts of this Chapter have been published earlier in [P1-P3, P6, P7].

Memory-based stride permutation networks for stride permutations are developed in Chapter 5. First, a low control complexity scheme is defined by specifying the row and module addresses and control generation. Then, a low interconnection complexity scheme is developed where the rescheduling of operations is suggested followed by the definition of a row address generator. An example design is provided with fixed design parameters and complexity figures are given. At the end, an overview and comparison of different parallel memory structures for FFT and Viterbi algorithms are given. Some material in Chapter 5 has been reported in [P4, P5, P8]. Chapter 6 concludes the Thesis.

## 2. PERMUTATIONS

In this chapter a class of permutations referred to as stride permutations is reviewed. The stride permutations are a subclass of bit-permute/complement (BPC) permutations, which are named after the index mapping method, i.e., the permuted data sequence is obtained by permuting and complementing the index bits of the initial data sequence. In such a way, a rich number of permutations can be defined including, e.g., matrix transpose, bit reversal, vector reversal, shuffle permutations [25,75].

The chapter is organized as follows. First, different representations of permutations are reviewed. Then, BPC permutations are defined according to [25] followed by the definition of a subclass of BPC permutations. This subclass considers stride permutations, which are discussed throughout the thesis. At the end of this chapter, some preliminaries for mathematical representation of stride permutations are given.

### 2.1 Definitions

A permutation, in general, is defined as follows [72]:

Definition 1 (Permutation): 1. The arrangement of any determinate number of things, as units, objects, letters, etc., in all possible orders, one after the other; called also alternation. 2. Any one of such possible arrangements. [72]

Permutations can be represented in several different ways. One often used method is based on permutation matrices.

Definition 2 (Permutation Matrix): A permutation matrix $P_{N}$ is an $N \times N$ matrix with all elements either 0 or 1, with exactly one 1 at each row and column. [74]

As an example, a matrix $P$,

$$
P=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

is a permutation matrix. Let $A$ be a matrix

$$
A=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right)
$$

Then $P A$ is a row-permuted version of $A$, and $A P$ is a column-permuted version of $A$ :

$$
P A=\left(\begin{array}{ccc}
4 & 5 & 6 \\
7 & 8 & 9 \\
1 & 2 & 3
\end{array}\right) ; \quad A P=\left(\begin{array}{ccc}
3 & 1 & 2 \\
6 & 4 & 5 \\
9 & 7 & 8
\end{array}\right)
$$

Permutation matrices are orthogonal: if $P$ is a permutation matrix, then $P^{-1}=P^{T}$. The product of permutation matrices is another permutation matrix. [74]

The second method for the representation of permutations is to use an index function $f(i)$. With such an index function, the data sequence $X, X=\left(x_{0}, x_{1}, \ldots, x_{N-1}\right)$, is reordered as $Y, Y=\left(y_{0}, y_{1}, \ldots, y_{N-1}\right)$ where $y_{i}$ is given as

$$
\begin{align*}
y_{i} & =x_{f(i)}, \quad \text { or }  \tag{1}\\
y_{f^{-1}(i)} & =x_{i} . \tag{2}
\end{align*}
$$

In this thesis, the index functions will be used as given in (1), where the data sequence $X$ is reordered as $Y, Y=\left(x_{f(0)}, x_{f(1)}, \ldots, x_{f(N-1)}\right)$. Third method of using the index functions is based on their definition of bit positions of the index in binary form, as done in bit-permute/complement permutations.

### 2.2 Bit-Permute/Complement Permutations

Initially, the BPC permutations were defined by Nassimi and Sahni in [75] where they suggested an algorithm to route data in a mesh-connected parallel computer. The suggested algorithm supports any permutation, which can be represented as permuting and complementing of the bits of a processor address. The bit permutation
is made according to bit index function, $\pi(i)$, which is fixed, i.e., it is the same for each address. The bit permutation may also be accompanied by complementing the fixed set of address bits. Thus the name bit-permute/complement permutation. Since the processor address is obtained by permuting the address bits, it is required that the number of processors is a power-of-two [92].

Consider that permutation of elements is a one-to-one mapping of input addresses from the set $\{0,1, \ldots, N-1\}$ onto itself, i.e., the source address of element $a=\left(a_{n-1}, a_{n-2}, \ldots, a_{0}\right)$ is mapped onto target address $b=\left(b_{n-1}, b_{n-2}, \ldots, b_{0}\right)$, where $n=\log _{2} N$. The leftmost bit represents the most significant bit. In BPC permutations, the target address $b$ is formed from its source address $a$ by applying a fixed bit permutation $\pi(i)$ to the address bits and then complementing a fixed subset of bits of the result. The complementing is equivalent to exclusive-oring (XOR) by an $n$-bit complement vector $c, c=\left(c_{n-1}, c_{n-2}, \ldots, c_{0}\right)$. A source address $a$ maps to a target address $b$ by the equation

$$
\begin{equation*}
b_{j}=a_{\pi(j)} \oplus c_{j}, \quad j=0,1, \ldots, n-1 \tag{3}
\end{equation*}
$$

where $\oplus$ represents a bitwise XOR operation.
Besides [75], BPC permutations have been discussed, e.g., in [25, 32, 77, 92]. According to $[25,75]$, many familiar permutations fall into a class of BPC permutations. For example, a perfect shuffle permutation [105] is a BPC permutation defined as

$$
\left\{\begin{array}{l}
\pi(j)=j+1 \quad \bmod n  \tag{4}\\
c_{j}=0
\end{array} \quad, j=0,1, \ldots, n-1\right.
$$

where mod represents a modulo operation. An example of perfect shuffle permutation applied to a 16-element data sequence is shown in Fig. 4(a).

Another example is a bit shuffle permutation where the number of bits $n$ is even. The bit shuffle permutation is expressed as

$$
\left\{\begin{array}{l}
\pi(j)=2 j \quad \bmod n  \tag{5}\\
c_{j}=0
\end{array} \quad, j=0,1, \ldots, n-1\right.
$$

A bit shuffle permutation is illustrated with a 16-element data sequence in Fig. 4(b).
Similarly, a bit reversal permutation belongs to BPC permutations. In the bit reversal permutation, the bits of the source address of each element $\left(a_{n-1}, a_{n-2}, \ldots, a_{0}\right)$ are


Fig. 4. BPC permutations on 16 -element data arrays: a) perfect shuffle, b) bit shuffle, c) bit reversal, d) vector reversal, and e) $4 \times 4$ matrix transpose.
reversed to form the element's target address $\left(a_{0}, \ldots, a_{n-2}, a_{n-1}\right)$, which is expressed as

$$
\left\{\begin{array}{l}
\pi(j)=n-1-j  \tag{6}\\
c_{j}=0
\end{array} \quad, j=0,1, \ldots, n-1\right.
$$

An example of bit reversal permutation is given in Fig. 4(c).
Furthermore, vector reversal permutations are BPC permutations. In vector reversal permutations, the source address $i$ is mapped to the target address $(N-1)-i$, $i=0,1, \ldots, N-1$, which is performed by complementing all the bits of the source address, i.e.,

$$
\left\{\begin{array}{l}
\pi(j)=j  \tag{7}\\
c_{j}=1
\end{array} \quad, j=0,1, \ldots, n-1\right.
$$

An example of the vector reversal permutation is shown in Fig. 4(d).
A matrix transpose can also be thought as a BPC permutation. Consider a transpose of an $S \times V$ matrix. The operation can be described with an $S V$-element vector as follows; first the elements of the matrix are read into a vector in column-wise. Then, the elements are reordered according to a permutation

$$
\left\{\begin{array}{l}
\pi(j)=j+v \quad \bmod s+v  \tag{8}\\
c_{j}=0
\end{array} \quad, j=0,1, \ldots, s+v-1\right.
$$

where $s=\log _{2} S, v=\log _{2} V$. After the permutation, the elements are written back into a $S \times V$ matrix in column-wise. In Fig. 4(e), a $4 \times 4$ matrix transpose is depicted.

### 2.3 Stride Permutations

The described matrix transpose is also known as a stride permutation; stride-by- $S$ permutation of an $N$-element vector can be performed by dividing the vector into $S$ element subvectors, organizing them into $S \times(N / S)$ matrix form, transposing the obtained matrix, and rearranging the result back to the vector presentation [44]. This interpretation implies that the stride $S$ has to be a factor of vector length, i.e., $N$ rem $S=0$ where rem denotes remainder after division.

In the stride permutations, the address bits are shifted cyclically without complementation. Thus, they are also called shuffle permutations, as done in [29]. A stride-by-S permutation of an $N$-element sequence can be represented as

$$
\left\{\begin{array}{l}
\pi(j)=j+s \quad \bmod n  \tag{9}\\
c_{j}=0
\end{array} \quad, j=0,1, \ldots, n-1\right.
$$

Since the binary representation of permutations is used, only power-of-two strides are possible. In the following, the discussion is limited to power-of-two stride permutations.

Another representation for stride permutations is given with an index function as follows;

Definition 3 (Stride Permutation): Let us assume a vector $X=\left(x_{0}, x_{1}, \ldots, x_{N-1}\right)$. Stride-by-S permutation reorders $X$ as $Y=\left(x_{f_{N, S}(0)}, x_{f_{N, S}(1)}, \ldots, x_{f_{N, S}(N-1)}\right)^{T}$ where the index function $f_{N, S}(i)$ is given as

$$
\begin{align*}
f_{N, S}(i)= & (i S \bmod N)+\lfloor i S / N\rfloor \mid N \operatorname{rem} S=0 \\
& i=0,1, \ldots, N-1 \tag{10}
\end{align*}
$$

where $\lfloor\cdot\rfloor$ is the floor function.

For the matrix representation of stride permutations, the stride-by- $S$ permutation ma-
trix of order $N$ is defined as

$$
\begin{align*}
{\left[P_{N, S}\right]_{m n}=} & \begin{cases}1, & \text { iff } n=(m S \bmod N)+\lfloor m S / N\rfloor \\
0, & \text { otherwise }\end{cases} \\
& m, n=0,1, \ldots, N-1 \tag{11}
\end{align*}
$$

For example, the permutation matrix $P_{8,2}$ associated to stride-by- 2 permutation of an 8 -element vector is the following (blank entries represent zeros):

$$
P_{8,2}=\left(\begin{array}{cccccccc}
1 & & & & & & \\
& & 1 & & & & & \\
& & & & 1 & & & \\
& & & & & & 1 & \\
& 1 & & & & & & \\
& & & 1 & & & & \\
& & & & & 1 & & \\
& & & & & & & 1
\end{array}\right)
$$

By multiplying the source vector with a permutation matrix, the stride permutation is performed, i.e., $Y=P_{N, S} X$ where $X$ and $Y$ are the source and reordered vectors, respectively, and $P_{N, S}$ is the stride-by- $S$ permutation matrix of order $N$. As an example,

$$
\begin{equation*}
P_{8,2}(0,1,2,3,4,5,6,7)^{T}=(0,2,4,6,1,3,5,7)^{T} \tag{12}
\end{equation*}
$$

where $T$ represents a transpose.
In this Thesis, the discussion is limited to practical cases where the strides and array lengths are powers-of-two, $N=2^{n}, S=2^{s}$. Some properties of stride permutations in such cases are given in the following.

### 2.4 Preliminaries for Matrix Representation of Stride Permutations

For ordinary products of matrices, left evaluation is used, i.e.,

$$
\begin{equation*}
\prod_{i=0}^{n} A_{i}=\left(\left(\left(A_{0} \cdot A_{1}\right) \cdot A_{2}\right) \cdot \ldots \cdot A_{n}\right) \tag{13}
\end{equation*}
$$

The formulation used here is based on tensor products: tensor product (or Kronecker product) is denoted by $\otimes$.

The proofs for the following theorems can be found, e.g., in [29] and [44].

## Theorem 1 (Factorization of stride permutations):

$$
\begin{align*}
P_{a, b c} & =P_{a, b} P_{a, c}  \tag{14}\\
P_{a b c, c} & =\left(P_{a c, c} \otimes I_{b}\right)\left(I_{a} \otimes P_{b c, c}\right) \tag{15}
\end{align*}
$$

where $I_{K}$ denotes the identity matrix of order $K$.

Corollary 1 (Periodicity): Stride permutations are periodic with the following properties.

1) Period of $P_{2^{n}, 2^{s}}$ is $\operatorname{lcm}(n, s) / s$ where $\operatorname{lcm}(a, b)$ denotes the least common multiple of $n$ and $s$. In other words,

$$
\begin{equation*}
I_{2^{n}}=\prod_{1}^{\operatorname{lcm}(n, s) / s} P_{2^{n}, 2^{s}} \tag{16}
\end{equation*}
$$

2) Consecutive stride permutations always result in a stride permutation:

$$
\begin{equation*}
P_{2^{n}, 2^{a}} P_{2^{n}, 2^{b}}=P_{2^{n}, 2^{(a+b) \bmod n}} \tag{17}
\end{equation*}
$$

Proof. Property 2) If $a+b>n$, the left side of (17) can be written as $P_{2^{n}, 2^{k n+(a+b)} \bmod n}=$ $P_{2^{n}, 2^{k n}} P_{2^{n}, 2^{(a+b)} \bmod n}$ where $k>1$ is an integer. By substituting $2^{n}$ for $S$ in (10), we find that $P_{2^{n}, 2^{n}}=P_{2^{n}, 1}=I_{2^{n}}$. Therefore, $P_{2^{n}, 2^{k n}}=I_{2^{n}}$ and the result follows. Property 1) Let us assume that period of $P_{2^{n}, 2^{s}}$ is $k$, thus $k s \bmod n=0$, i.e., $k s$ is a multiple of $n$. This implies that $k$ is a multiple of $n / s$, i.e., $k=m n / s$. $k$ has to be integer, thus $s$ has to be a factor of $m n$. The smallest number fulfilling the requirement is $1 \mathrm{~cm}(n, s)$ and, therefore, $k=\operatorname{lcm}(n, s) / s$.

Theorem 2 (Relationship between tensor product and stride permutation): If $A_{a}$ and $B_{b}$ are matrices of order $a$ and $b$, respectively, then,

$$
\begin{equation*}
A_{a} \otimes B_{b}=P_{a b, a}\left(B_{b} \otimes A_{a}\right) P_{a b, b} \tag{18}
\end{equation*}
$$

Theorem 3. The transpose of a matrix product is the product of the transposes in reverse order:

$$
\begin{equation*}
(A B C)^{T}=C^{T} B^{T} A^{T} \tag{19}
\end{equation*}
$$

Finally, a special permutation matrix $J_{K}$ of order $K$ is defined as

$$
\begin{equation*}
J_{K}=\left(I_{2} \otimes P_{K / 2, K / 4}\right) P_{K, 2} \tag{20}
\end{equation*}
$$

or alternatively as

$$
\begin{equation*}
J_{K}=P_{K, K / 2}\left(I_{2} \otimes P_{K / 2,2}\right) \tag{21}
\end{equation*}
$$

The permutation $J_{K}$ exchanges the odd elements in the first half of a vector with the even elements of the last half of the vector. Based on the properties of tensor product and stride permutations, the following property holds:

$$
\begin{equation*}
J_{N} \otimes I_{M}=\left(I_{N / 2} \otimes P_{2 M, 2}\right) J_{N M}\left(I_{N / 2} \otimes P_{2 M, M}\right), \quad N=2^{n}>M=2^{m} \tag{22}
\end{equation*}
$$

## 3. PREVIOUS WORK

Managing data permutations in the parallel hardware implementations of digital signal processing algorithms is crucial. Especially in partial column and cascaded structures, the complexity of permutations is increased since data elements must be delayed in order to meet chronologically correct processing. In this chapter, three principal approaches for the hardware realization of stride permutations are reviewed: switching, register-, and memory-based networks. The focus in the review is on the scalability and stride permutation support of the networks. Similarly, the realization complexity in terms of registers and multiplexers and memory usage is studied. In addition, the complexity of design process is considered.

The first section begins with common switching networks, which have been rigorously studied in supercomputing area. It is remarked that such networks cannot be utilized for stride permutations performed over less number of ports than the sequence size due to the absence of storage registers. For managing the storage problem, the register-based networks are studied in the second section. Such networks are divided into one- and two-dimensional networks and further into application specific networks. In order to reduce the complexity of such networks, a register minimization methodology is reviewed.

The third section is limited to memory-based structures. At first, two principal types of memory systems are reviewed: time-multiplexed (interleaved) and spacemultiplexed (parallel) memory systems. Then, some principle access schemes are discussed including low order interleaving, row rotation, and linear transformation. After that, a specific access pattern called stride access, which is one of the common access patterns discussed in several research papers, is reviewed. From the stride access, the discussion is continued with a stride permutation access, which is rarely considered by the earlier research of parallel memory systems. Differences between stride access and stride permutation access are emphasized. At the end of this chap-
ter, a review of parallel Viterbi and FFT structures with parallel memory systems is made. The chapter is concluded with a brief summary.

### 3.1 Switching Networks

Over the years, a lot of research effort has been placed on interconnection networks used in multiprocessor architectures for connecting processors and memories together. The problem of data interconnections is found also in other fields including telecommunications where routers are used for switching data packets [22], and driven by the growing integration level in silicon, also in system-on-chip (SoC) designs where networks-on-chip (NoC) are used for connecting components like processors, controllers, and memory arrays [9]. In general, there is a wide variety of applications where the realizations of data interconnections are needed.

Interconnection networks can be classified, e.g., based on timing philosophy, switching methodology, or control strategy [10]. On the other hand, network topologies can be used in the classification; there are, e.g., single- and multistage networks which refer to topologies where one or several stages of switching elements are used, respectively. Furthermore, many permutations share commonalities thus the networks can also be classified based on the class of permutations they support. As an example, a class of networks for bit-permute/complement permutations is proposed in [2]. Because of such a wide variety, determining the best network for a certain application is a difficult task and requires a careful selection of the metrics for the comparison [66]. The discussion in this Thesis is limited to networks which support stride permutations.

A network illustrated in Fig. 5 is called a crossbar network which is an example of switching networks performing arbitrary permutations between the input and outputs. In the figure, $Q$ processing elements communicate through $Q$ memories and the crossbar network provides conflict-free communication paths such that a processing element can access any memory module if there is no other element reading or writing in the same module. The paths between the inputs and outputs in the network are realized with $Q^{2}$ crosspoint switches, which makes the network infeasible for large systems [98].


Fig. 5. Crossbar network connecting $Q$ processing elements to $Q$ memory modules [98]. PE: processing element. B: memory module.

In general, the networks with the capability of passing all the $N$ ! permutations on $N$ elements in one pass through the network are known as rearrangeable networks [8]. These rearrangeable networks are also called as permutation networks [15].

Stone presented in [105] shuffle/exchange (SE) networks based on perfect shuffle permutations. One stage in a $Q$-port SE network consists of a hardwired perfect shuffle permutation of size $Q$ followed by $Q / 2$ switches of type $2 \times 2$. Examples of such networks are depicted in Fig. 6 where a single-stage SE network and a $\log _{2} Q$-stage SE network called Omega network [63] are shown. The capability of performing arbitrary permutations, i.e., rearrangeability, with the SE networks has been studied, e.g., in $[67,116]$. In such papers, one of the main problems to be solved considers finding the minimum number of stages needed for performing arbitrary permutations. In case of a single-stage SE network, the minimum number of passes is studied. Although a theoretical lower bound of $2 \log _{2} Q-1$ stages of $2 \times 2$ switches is known [118], the sufficiency of such bound for SE networks has neither been proved or disproved [116].

A well-known rearrangeable network is the Benes network [8], which is built in a recursive manner by using $2 \times 2$ switches. A $Q$-port Benes network consists of $2 \log _{2} Q-1$ stages of $Q / 2$ switches in parallel. An example of 8-port Benes network built up from 4-port Benes networks is shown in Fig. 7. For the Benes networks, studies have been conducted for developing schemes for setting the switches concurrently with data propagation, e.g., in $[76,90]$.

b)

c)


Fig. 6. 8-port shufflelexchange networks: a) single-stage SE network, b) Omega network, and c) connection patterns. S: switch.


Fig. 7. 8-port Benes network where 4-port Benes network is shown with dashed lines. S: switch.

The drawback of switching networks, of which the preceding networks are examples, is that they cannot be used for stride permutations performed in parts with less number of ports than the size of the permutation. As an example, consider the perfect shuffle permutation of 8 data elements. With a single-stage SE network such permutation can be performed with straight connected switches, as depicted in Fig. 8(a). On the other hand, consider the same permutation divided into four parts such that two data elements enter the network at a time, as shown in Fig. 8(b). The network in this case is a 2 -port SE network, which actually reduces to a 2 -port switch. In such a case, the elements 0 and 4 should be the first two data elements at the output. However, the elements 0 and 1 enter the network at a time, thus the element 0 should be delayed two cycles until the element 4 is available at the input. With the switching networks, such an arrangement is not possible. Therefore, the networks where registers are used for delaying the data elements are discussed in the following. Such networks are referred to as register-based networks.


Fig. 8. Perfect shuffle permutation with: a) 8-port single-stage SE network, b) 2-port SE network resulting in conflicts. $t$ : time instant.

### 3.2 Register-Based Networks

Because the switching networks cannot be used for stride permutations performed over less number of ports than the sequence size, register-based networks are reviewed in this section. The variation among register-based networks is considerable thus the review is limited to networks which support stride permutations. The discussion is divided into one- and two-dimensional networks based on the network topologies; the one-dimensional networks operate over sequential data streams while the two-dimensional networks are applied to parallel data streams. In the initial context, some of the reviewed networks are referred to as data format converters. For simplicity, they are called as permutation networks in this Thesis.

### 3.2.1 One-Dimensional Networks

In [96], Shung et al. proposed a one-dimensional permutation network based on shift exchange units (SEU), which supports arbitrary data permutations over sequential data streams. The structure of a SEU of size $D, \mathrm{SEU}_{D}$, is depicted in Fig. 9(a). It consists of a delay line of $D$ registers and two multiplexers, which either inputs the data element into the delay line or bypasses it. The bypass results in the exchange of data elements which are $D$ elements apart in the data stream. A one-dimensional permutation network consisting of $\log _{2} N-1$ cascaded SEUs is shown in Fig. 9(b).

One method of reducing the network complexity is proposed by Parhi in [79, 82]. This systematic methodology minimizes the number of registers based on the life time analysis of data elements. In general, the data elements have different life times


Fig. 9. One-dimensional permutation network [96]: a) shift exchange unit (SEU), b) permutation network of $\log _{2} N-1$ stages of SEUs. $N$ : number of data elements. D: number of delay registers. c: control signal. M: 2-to-1 multiplexer. D: delay register.
making the reuse of registers possible. In such a case, a new data element can be assigned to a register if the former data element is read out. Although the method was initially proposed for one-dimensional networks, it can be applied to two-dimensional networks as well.

In Table 1, an example case of the life time analysis of a $4 \times 4$ matrix transpose is shown. The network operates in sequential manner, and the clock cycles for the data element input and output are denoted as $t_{\text {input }}$ and $t_{\text {out put }}$, respectively. The difference between the output and input cycles is denoted as $t_{\text {diff }}$, i.e., $t_{\text {diff }}=t_{\text {output }}-t_{\text {input }}$. The absolute value of the most negative $t_{\text {diff }}$ determines the minimum number of registers, and it is added to each $t_{d i f f}$ for obtaining the life time $l(i)$ of a data element $i$. The life period denotes the cycles when the data element must be stored in the network. In case of the $4 \times 4$ matrix transpose over sequential data stream, overall nine registers are required.

Based on the life time analysis, Parhi proposed several types of register-based permutation networks in [80]. The networks are divided into various classes according to the number and the size of the input and output words. However, the operation of all the networks is sequential although they may have multiple input and output ports.

A forward-circulate register allocation scheme begins with first calculating the minimum number of registers and connecting them into a chain. The data elements are read in one at a time and forwarded to the next register if the register is available. Otherwise, the data element is circulated, i.e., read again by its current register. In

Table 1. Life time analysis of data elements for one-dimensional $4 \times 4$ matrix transpose network [82]. $t_{\text {input }}$ : clock cycle of data element input. $t_{\text {output }}$ : clock cycle of data element output. $t_{\text {diff }}=t_{\text {output }}-t_{\text {input }} . l(i)$ : life time of data element.

| data element | $t_{\text {input }}$ | $t_{\text {out put }}$ | $t_{\text {diff }}$ | $l(i)$ | life period |
| :---: | :---: | :---: | :---: | :---: | :--- |
| 0 | 0 | 0 | 0 | 9 | $0 \rightarrow 9$ |
| 1 | 1 | 4 | 3 | 12 | $1 \rightarrow 13$ |
| 2 | 2 | 8 | 6 | 15 | $2 \rightarrow 17$ |
| 3 | 3 | 12 | 9 | 18 | $3 \rightarrow 21$ |
| 4 | 4 | 1 | -3 | 6 | $4 \rightarrow 10$ |
| 5 | 5 | 5 | 0 | 9 | $5 \rightarrow 14$ |
| 6 | 6 | 9 | 3 | 12 | $6 \rightarrow 18$ |
| 7 | 7 | 13 | 6 | 15 | $7 \rightarrow 22$ |
| 8 | 8 | 2 | -6 | 3 | $8 \rightarrow 11$ |
| 9 | 9 | 6 | -3 | 6 | $9 \rightarrow 15$ |
| 10 | 10 | 10 | 0 | 9 | $10 \rightarrow 19$ |
| 11 | 11 | 14 | 3 | 12 | $11 \rightarrow 23$ |
| 12 | 12 | 3 | -9 | 0 | $12 \rightarrow 12$ |
| 13 | 13 | 7 | -6 | 3 | $13 \rightarrow 16$ |
| 14 | 14 | 11 | -3 | 6 | $14 \rightarrow 20$ |
| 15 | 15 | 15 | 0 | 9 | $15 \rightarrow 24$ |

certain cases, the forward-circulate scheme results in deadlocks, which implies that the data element cannot be forwarded or circulated [80].

Compared to the previous scheme, a forward-backward allocation scheme results in a register chain with simpler control. The most important advantage, however, is that the forward-backward scheme never results in deadlocks. Thus, the scheme can be used for arbitrary permutations. In the scheme, all the data elements with life times less or equal to the number of registers are allocated in a forward manner until they are read out or they reach the last register. Data elements that cannot be forwarded are backward allocated to some available registers so that required feedback connections are minimized.

A $4 \times 4$ matrix transpose network based on the forward-circulate register allocation scheme is shown in Fig. 10(a). In such a case, each register has a feedback connection from its output and a multiplexer in its input for circulating the data elements. In Fig. 10(b), a $4 \times 4$ matrix transpose network based on the forward-backward allocation scheme is illustrated. It contains less multiplexers and the same amount of registers as the network based on the forward-circulate scheme. Later on in [81],

b)


Fig. 10. $4 \times 4$ matrix transpose networks based on a) forward-circulate, b) forward-backward register allocations [80]. D: register. M: multiplexer.

Parhi applied the forward-backward register allocation scheme to data permutations in video applications.

Applying one-dimensional networks to permutations in parallel data streams requires that either the frequency of the network is increased or that multiple one-dimensional networks are used in parallel. In the latter case, additional interconnection lines between the networks may be required, which increases the network complexity. For managing the interconnection, register, and multiplexer complexities, the networks, which are initially designed to operate over parallel data streams, are proposed. Such networks are called two-dimensional networks based on their topology, and they are discussed in the following.

### 3.2.2 Two-Dimensional Networks

The general approach in two-dimensional permutation networks is that the data elements are reordered with switching elements on parallel delay lines. In these networks, an exchange of data elements between the delay lines is often needed, which in turn results in additional multiplexers and connection wirings. Although the minimization of register complexity is still one of the design objectives, there are several schemes where also the reduction of multiplexer and interconnection complexities and power consumption are devoted to. Next, the discussion is continued with twodimensional permutation networks supporting arbitrary permutations.

b)


Fig. 11. Two-dimensional $4 \times 4$ matrix transpose network [6]: a) register allocation table, b) resulting network. M: multiplexer. D: register.

Bae and Prasanna presented in [6,7] a design methodology for two-dimensional permutation networks resulting in the minimum number of registers. In Fig. 11, the methodology is illustrated with a $4 \times 4$ matrix transpose where four data elements are read in and written out in parallel. First, the minimum number of registers is determined. Then, the data is allocated to the registers such that at each clock cycle the parallel shifting is carried out. When all the data elements are available for the output, they are written out immediately. A backward allocation of the data elements is illustrated with the arrows in the register allocation table in Fig. 11(a). Such allocation is needed when the parallel shifting moves the data elements forward in the delay lines and there is not enough registers before the output. Moving the data elements inside the network and passing the data elements to output imply a need for multiplexers. The circles in Fig. 11(a) denote that the data element is passed to output. The resulting structure of $4 \times 4$ transposer is illustrated in Fig. 11(b). It is worth noting that the methodology has limitations among the stride permutations: it does not support cases where the number of ports is less than the stride.

In a low-power register allocation scheme suggested by Srivatsan et al. in [103, 104], the main objective is the reduction of power consumption, not the minimization of area although the minimum number of registers is obtained. In addition, the proposed scheme supports arbitrary permutations. Compared to the previous schemes, the data elements stay in a single register as long as possible instead of moving forward at each cycle. The resulting networks have gated clocks, more multiplexers, and larger area compared to the Parhi's one-dimensional networks [104]. As an example, due to the reduced data element transitions, the power consumption of a one-dimensional $4 \times 4$ matrix transposer is shown to be $42 \%$ lower and area two times larger compared to Parhi's network in Fig. 10(b) [104].

Majumdar and Parhi proposed a register allocation scheme for arbitrary permutations in [71]. The resulting network has a two-dimensional structure where an attempt is placed on the minimization of interconnection wirings. The proposed approach begins with the life time analysis for determining the minimum number of registers. Thereafter, the network is constructed where the number of parallel delay lines is equal to the number of input ports. Available interconnection wirings are reused, if possible, and clock gating is exploited for power savings.

In general, the described design methodologies for two-dimensional networks involve heuristics, which makes an automated design generation difficult [6]. Such design methodology can be given as an integer linear programming (ILP) model, which is resolved with an ILP solver in order to determine the network structure, i.e., the register allocation, interconnections, and the placement of multiplexers, as done in $[103,104]$. This is computationally a very intensive task especially when large number of registers is used. It may take considerable amount of time to find a solution which obviously is a drawback on the automated design generation. In addition, control generation may be complex because of the arbitrary structure of the networks.

### 3.2.3 Application Specific Networks

The previous networks support arbitrary permutations thus they are not designed for a particular application. Instead, the aim in designing of such networks has been to support as many permutations as possible. In the following, the discussion is continued with register-based networks, which are designed for stride permutations. Often, such networks can be found, e.g., in FFT, DCT, or Viterbi algorithm implementations.
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Fig. 12. Example of iterative method for $8 \times 8$ matrix transpose according to [16].

In [16], Carlach et al. proposed an iterative method for the transpose of $X \times X$ square matrices, $X=2^{x}$. The method can be described with successive submatrix transposes as depicted in Fig. 12. In the first step, the matrix is divided into $2 \times 2$ submatrices and each submatrix is transposed. In the second step, the resulting matrix is divided into $4 \times 4$ submatrices and each submatrix is interpreted to consist of four $2 \times 2$ blocks and such a matrix is transposed in blockwise. By continuing such steps $x$ times the entire matrix is transposed. The realization of the described method is shown in Fig. 13(a) consisting of delay-switch-delay (DSD) units depicted in Fig. 13(b). The $\mathrm{DSD}_{D}$ unit has two data paths both of them having $D$ registers for delaying the data elements and a $2 \times 2$ switch for swapping the elements between the paths. The described network has the minimum number of registers and it can be applied for square matrix transposes performed over $X$ parallel data streams where $X$ is a power-of-two.

A commutator is a generic permutation unit in structures where one processing element is used, e.g., in [73], or in cascaded (pipelined) structures [20,56,107] where several processing elements operate in parallel and intermediate data permutations are performed with aid of commutators, initially proposed by Rabiner and Gold in [88]. An example of 4-port commutator, which can be used for data permutations, e.g., in
a)

b)


Fig. 13. Permutation network for $8 \times 8$ matrix transpose: a) network structure, b) delay-switch-delay (DSD) unit and switch connection patterns, S: switch. D: register. c: control. clk: clock.
a)

b)


Fig. 14. Commutator for radix-4 FFT: a) structure, b) connection patterns. D: register. $S$ : switch.
radix-4 FFTs, is shown in Fig. 14(a) and the corresponding connection patterns in Fig. 14(b). An example of cascade structures employing such commutator is illustrated in Fig. 15 with a 64-point radix-4 FFT structure proposed by Jung et. al in [56]. In [21], a comparison of different commutators for radix-4 FFTs is given. The drawback of the commutators is that the switch becomes a complex unit when the number of ports is increased.

Kovac and Ranganathan suggested in [59] a matrix transpose network where the transpose is carried out according to its direct interpretation, i.e., rows in and columns out. The data elements are read in and written out one element at a time. After all the data elements are read in the network, they are copied in parallel to the cor-


Fig. 15. Cascaded 64-point FFT structure [56]. PE: processing element. D-X: chain of $X$ registers. S: switch.


Fig. 16. One-dimensional network for $8 \times 8$ matrix transpose [59]. D: register.
responding adjacent registers, which are connected in column wise. A drawback of such approach is that the latency is increased since all the data elements must be in the network before the first column can be written out. Another drawback is that the approach does not result in the minimum register complexity but requires $2 N^{2}$ registers for an $N \times N$ matrix transpose. In Fig. 16, such a network is illustrated for $8 \times 8$ matrix transposes.

In [2], Alnuweiri and Sait proposed two-dimensional networks for BPC permutations. In Fig. 17(a), the principal block diagram of such a network is depicted. The network consists of five permutation stages; three of them are hardwired permutations and two consist of parallel $N / Q \times N / Q$ matrix transposes where $N$ is the number of data elements in the sequence and $Q$ is the number of ports in the network. For the matrix transposes, they applied a network which performs the transposes according to its direct interpretation; a column is written in at a time, and after all the columns are available, the rows are read out one at a time. An example of the matrix transpose network is depicted in Fig. 17(b), which is capable of performing $4 \times 4$ matrix transposes. A drawback of these networks is that they do not result in the minimum number of registers.

In [13], Bòo et al. proposed a structure for stride permutations based on parallel tapped first-in, first-out (FIFO) buffers, as depicted in Fig. 18(a). The operation of
a)

b)



Fig. 17. A two-dimensional network for BPC permutations proposed in [2]: a) principal block diagram, b) $4 \times 4$ matrix transpose network. M: multiplexer. D: register. N: sequence size. Q: number of ports. HW: hardwired permutation.
such buffer is the following; first several data elements are written in consecutive FIFO locations, then the shift of several elements is performed, and finally, the data elements are read out from the tapped outputs. Such an approach requires complex write, shift, and read schemes and the system is actually a multi-rate system requiring FIFOs to operate at frequency higher than the sample clock. An example of a FIFObased two-dimensional network is depicted in Fig. 18(b). It consists of parallel FIFObuffers and an additional hardwired permutation stage.
a)

b)


Fig. 18. FIFO-based approach to stride permutations according to [13]. a) FIFO buffer, b) 4-port permutation network. N: sequence size. Q: number of ports. D: register. HW: hardwired permutation.

### 3.3 Stride Permutations with Parallel Memories

When permuted data sequences are long and considerable amount of storage is required, memory-based permutation networks are better alternatives than register-based networks. In such an approach, parallel memories are employed for storing the data and switching networks are used for providing required connection patterns between processing elements and memory modules. The principal problems in parallel memory approaches are to minimize the memory consumption and switching network complexity while maximizing the data transfer rate between memories and processing elements.

Several techniques have been proposed to increase data transfer rates between memory and computational resources in processor architectures. This memory bottleneck results from the unequal improvement rates of processors performance and memory access time. According to [50], the performance of microprocessors has been improving at a rate of 55 percent per year. At the same time, the access time of DRAM memories has been improving at less than ten percent per year. Thus, there exists a processor-memory performance gap, which increases roughly at the rate of 50 percent per year [50].

In digital signal processors, the computation of inherent parallel algorithms is made only with limited degree of parallelism. For example, the computation of Viterbi algorithm in Texas Instruments’ TMS320C54x digital signal processor is simplified with a compare, select, and store unit (CSSU). With such an unit, two trellis states can be computed in five clock cycles [49]. In Texas Instruments’ TMS320C6416 processor, on the other hand, the parallelism is increased to four cascaded radix2 processing elements by the augmented Viterbi coprocessor, which computes eight states of the 256 -state trellis in a cycle [52,110]. Suppose that the parallelism could be varied according to design constraints. In such a case, the open question is that how to access the data elements in order to maximize the overall computation performance.

One solution is to allow several simultaneous accesses to the memory, which implies that the memory system should have several ports. Multiport memories can be used but they are an expensive solution especially when the number of ports is large. The more area-efficient method is to use several independent memory banks or modules, which can be accessed in parallel. The principal problem in such memory systems is to distribute data over multiple modules in such a way that the parallel access is


Fig. 19. Classification of memory systems: a) interleaved (time-multiplexed) memories and b) parallel (space-multiplexed) memories $[93,101]$. B: memory module. PE: processing element.
possible. However, there is no general-purpose solution to the distribution problem and several methods have been proposed, which assume that parallel accesses are most likely to be made to subsections of data arrays.

### 3.3.1 Parallel Memory Systems

One method for increasing the data transfer rate between memory and processing elements is memory interleaving where data is distributed over multiple independent memory modules. Such memory systems can be divided into time and space multiplexed systems [93]. In time-multiplexed memory system according to [45], the processor submits requests to the $Q$ modules serially using the input bus. If space is available in the buffer, the request is queued and the input bus is released to be used for the next request. If no buffer space is available, the bus blocks until a buffer is released. Results are placed in the output buffers and are sequenced onto the output bus in the corresponding order. In the following, time-multiplexed memories are referred to as interleaved memories according to [101]. The principal block diagram of an interleaved memory system can be seen in Fig. 19(a).

Space-multiplexed memories are used in single instruction/multiple data (SIMD) processing, i.e., several access requests are sent to the memory system over multiple buses, thus the memory latency is not hidden. The memory system requires an interconnection network for providing communication paths between processing elements and memory modules. In the following, the space-multiplexed memories are called parallel memories according to [101]. The principal block diagram of a parallel memory system is illustrated in Fig. 19(b).

In both the previous systems, interleaved and parallel memory systems, the memory bandwidth is increased by allowing several simultaneous memory accesses to different memory modules. If $Q$ accesses can be distributed over $Q$ modules such that all the modules are referenced, $Q$-fold speedup can be achieved. Unfortunately, the operands to be accessed in parallel often lie in the same memory module thus the parallel access cannot be performed resulting in performance degradation. Such a situation is referred to as a conflict. The principal problem in the described memory systems is to find a method to distribute data over the memory modules in such a way that conflicts are avoided. For this research problem, a traditional assumption has been that the parallel accesses are most likely to be made to the subsections of matrices, e.g., rows, columns, or diagonals. In order to avoid the conflicts, it has been suggested that the number of memory modules should be larger than the parallel accessed data elements, which is referred to as an unmatched memory system [114]. In the following, only matched memory systems [114] are considered where the number of memory modules is equal to the number of parallel accessed data elements.

### 3.3.2 Access Scheme

The method of distributing data over memory modules is referred to as an access scheme, which is a function mapping addresses into storage locations. When an N element array is distributed over $Q$ memory modules, the access scheme performs two mappings; it maps a $\left\lceil\log _{2} N\right\rceil$-bit address $a=\left(a_{n-1}, a_{n-2}, \ldots, a_{0}\right)^{T}$ into a $\left\lceil\log _{2} Q\right\rceil$ bit module address, $m a$, where $\lceil\cdot\rceil$ is a ceiling function, and into a row address, $r a$, defining the storage location in the selected memory module.

The most simple access scheme is to obtain row and module addresses by extracting bit fields from the address $a$, i.e.,

$$
\begin{align*}
r a & =\lfloor a / Q\rfloor  \tag{23}\\
m a & =<a>_{Q} \tag{24}
\end{align*}
$$

where $<\cdot>_{x}$ represents the modulo $x$. Such a scheme, low order interleaving, is illustrated in Fig. 20(a). This scheme performs well in linear, i.e., stride-by-1 access but the performance is degraded when other type of access patterns are used [46].

In order to support a larger set of access patterns, a row rotation, i.e., skewed scheme was introduced by Budnik and Kuck in [14]. Formally the address mapping can be


b) | $m a$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| ---: | :---: | :---: | :---: | $\mathbf{3}$.

c) | $m a \mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| ---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 |
| 5 | 4 | 7 | 6 |
| 10 | 11 | 8 | 9 |
| 15 | 14 | 13 | 12 |
| 16 | 17 | 18 | 19 |
| 21 | 20 | 23 | 22 |
| 26 | 27 | 24 | 25 |
| 31 | 30 | 29 | 28 |

d) | $m a$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| ---: | :---: | :---: | :---: | $\mathbf{3} 9$



Fig. 20. Examples of access schemes for 32 -element vector on 4-module system: a) low order interleaving, b) row rotation, and linear transformations according to method c) in [46] and d) in [78].
described as follows

$$
\begin{align*}
r a & =\lfloor a / Q\rfloor  \tag{25}\\
m a & =<a+\lfloor a / N\rfloor>_{Q} \tag{26}
\end{align*}
$$

When $Q=2^{q}$, the module address is formed simply by extracting two $\log _{2} Q$-bit fields from the address $a$ and adding the fields together as shown in Fig. 20(b).

Often a prime number of memory modules has been used since it typically results in a larger set of conflict-free access patterns. The inflexibility of the traditional row rotation schemes is illustrated by the following theorem [43].

Theorem 4. An $N \times N$ matrix, $N=2^{n}$, cannot be stored into $N$ memory modules by any row rotation scheme such that all the rows, columns, and diagonals can be accessed conflict-free.

The prime number of modules implies that the address computation needs a modulo operation of the number, which is not a power-of-two. Such an operation requires large circuitry. Furthermore, the prime number of memory modules often results in low memory utilization, i.e., not all the memory locations are allocated [64].

In [119], Wijshoff and Leeuven generalized a row rotation scheme as a periodic storage scheme, which supports irregular and overlapped access patterns. A row rotation
scheme supporting power-of-two number of memory modules was proposed by Deb in [31], where the principal idea was to partition the scheme into several subschemes, i.e., a different subscheme is applied to each part of the entire data vector. This results in need to support several schemes instead of a single scheme.

In [40], Frailong et al. introduced a scheme where the address mapping is a linear transformation based on modulo-2 arithmetic. This implies that the arithmetic is realized with bit-wise XOR operations, thus modulo operations are not needed and the carry delays of adders used in row rotation schemes are avoided. Linear transformation schemes are often called as XOR schemes. The address mappings in linear transformation can be expressed with binary transformation matrices $V$ and $T$ as

$$
\begin{align*}
r a & =V a  \tag{27}\\
m a & =T a \tag{28}
\end{align*}
$$

It should be noted that in this representation the least significant bit of $a$ is in the bottom of the vector. Matrices $V$ and $T$ are row and module transformation matrices, respectively.

Often $V$ consists of ones in the main diagonal thus the row address $r a$ is obtained simply by extracting the $(n-q)$ most significant bits of the address $a$, i.e.,

$$
\begin{equation*}
r a=\left(a_{n-1}, a_{n-2}, \ldots, a_{q}\right)^{T} \tag{29}
\end{equation*}
$$

The module transformation matrix $T$ is often expressed in the following form

$$
\begin{equation*}
m a=T a=\left(T_{H} \mid T_{L}\right) a \tag{30}
\end{equation*}
$$

where $T_{L}$ is the rightmost $q \times q$ square matrix in $T$ and $T_{H}$ is the remaining $q \times(n-q)$ matrix in $T$. An example of linear transformation is depicted in Fig. 20(c) and the corresponding matrix $T$ is

$$
T=\left(\begin{array}{ccccc}
0 & 1 & 0 & 1 & 0  \tag{31}\\
0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

Harper observed in [46] that, in general, linear transformations have two advantages over row rotation schemes: the computation of module addresses is independent on the number of memory modules and the scheme has flexibility in performing address mappings. These linear transformation schemes have been analyzed in several papers and the basic requirement for the data distribution has been derived by Sohi in [101] as follows.

Theorem 5. An interleaved memory system has a unique storage location for each addressed element iff the matrix $T_{L}$ has full rank.

The matrix has a full rank when all the rows (and columns) are linearly independent. In [45], Harper suggested that $T$ should have full rank and, in particular, the main diagonal of $T$ should consists of 1's. Missing 1's in the main diagonal may result in poor performance for linear access. In addition, off-diagonal 1's complicate the construction of address generators.

### 3.3.3 Stride Access

One specific, often used access pattern is a stride access where the indices in consecutive accesses differ by a constant $S$ resulting in a sequence of addresses $(i, i+S, i+2 S$, $i+3 S, \ldots, i+(S-1) S)$ for some starting address $i$. When such an access is performed in parallel, every $S$ th element of an array is accessed concurrently. Stride accesses occur often in application programs, especially in matrix computations, e.g., when accessing the rows and columns of a matrix. It is also often used in image processing where image data is accessed in forms of rectangles, grids, or chessboards. When a vector $x=\left(x_{0}, x_{1}, \ldots\right)^{T}$ is accessed with stride $S$ in a system containing $Q$ memories, a single parallel access is referencing to elements $\left(x_{i}, x_{i+S}, x_{i+2 S}, \ldots, x_{i+(Q-1) S}\right)^{T}$. In $[50,100]$, it has been suggested that by including the stride access in current microprocessors, the execution of SIMD multimedia instructions could be improved.

In [78], Norton and Melton proposed a linear transformation for matched systems, which supports several power-of-two strides. The proposed module transformation matrix forms a recursive pattern of repeating triangles. Such a matrix can be generated with a recursive rule: each element is XOR'ed with its neighbors to the right and above. The following condition was given in $[78,84]$ for the transformation matrix $T$ :

Theorem 6. A conflict-free power-of-two stride access starting at address 0 in a $2^{q}$ module system requires that all $q \times q$ submatrices of matrix $T$ are nonsingular.

As an example, when mapping a 32 -element array over four memory modules, the module transformation matrix $T$ is the following

$$
T=\left(\begin{array}{lllll}
1 & 1 & 1 & 1 & 1  \tag{32}\\
1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The contents of the memories in this case are illustrated in Fig. 20(d). Furthermore, the realization of a module address generator in [78] is based on matrix multiplication as seen in the Fig. 20(d). The implementation is complex, especially if several array lengths need to be supported.

A linear transformation scheme supporting linear and single stride accesses is reported by Harper [45]. Conflict-free stride access can be performed for any array length and any initial address. The implementation is extremely simple requiring only bitwise XOR operations and a shifter for address field extraction. In [46], Harper considered a support for several strides and proposed an access scheme for strides of type $\sigma 2^{s}$ where $\sigma$ is relatively prime to 2 . However, the number of memory modules needs to be greater than the number of parallel accesses.

Valero et al. [113] considered power-of-two stride accesses based on linear transformations for vector processor architectures. The principal idea in the scheme is to support several conflict-free power-of-two stride accesses to data arrays with any given initial address. The authors also showed that in such a case it is necessary to use an unmatched memory system. In $[114,115]$, they continued with extending the scheme to larger number of strides, both in matched and unmatched systems.

In [46], Harper investigated stride accesses with the aid of transformation periodicity referring to the minimum period of the sequence of module numbers generated when consecutive addresses are used as the input sequence. This results in the following requirement.

Theorem 7. In matched memory system, $S=2^{s}$ stride access over $Q=2^{q}$ memories is conflict-free iff the linear transformation matrix $T$ is

$$
\begin{align*}
& \text { a) periodic SQ and }  \tag{33}\\
& \text { b) }<(a+i S) T>_{Q}=<(a+j S) T>_{Q} \text { iff }<i>_{Q}=<j>_{Q} \tag{34}
\end{align*}
$$

The condition a) guarantees that the access is conflict-free regardless of the array length and initial address of the array. The condition b) defines that each memory module is referenced only once in $Q$ parallel accesses. It can be shown that under the previous constraints a conflict-free access scheme supporting several strides cannot be designed [45].

### 3.3.4 Stride Permutation Access

The need for stride permutation access can be illustrated with an example of Viterbi decoding in Fig. 21. It can be seen that the read operations are performed in different order than the write operations; in Fig. 21(a), the operands are read in stride-by-8 order, $P_{16,8}$, and the results are stored in stride-by-1, i.e., linear order, $P_{16,1}$. In order to minimize memory area, the results should be stored into the same memory locations where the operands were obtained. However, after the first iteration the results will be in stride-by-2 order $P_{N, 2}$, not in linear order, $P_{N, 1}$, as intended originally. According to Corollary 1, the next read access should be in $P_{N, N / 4}$ order to compensate the previous additional reordering. Respectively, the next read should be according to $P_{N, N / 8}$. Eventually it is found that $\log _{2} N$ different strides are needed, i.e., all the strides of power-of-two from 1 to $N / 2$.

The lack of the stride access schemes for stride permutations is illustrated with the example in Fig. 20 where 32-element array $(0,1, \ldots, 31)$ is distributed over four me-


Fig. 21. Single shift register convolutional encoders and allowed state transitions: a) encoder with 1-bit input and $b$ ) encoder with 2-bit input. $x_{t}$ : input at time instant $t$. $X_{t}$ : state at time instant $t$. $y_{t}$ : output at time instant $t$. D: bit register. PE: processing element.
mory modules. The possible stride permutation accesses in this case are $P_{32,1}, P_{32,2}$, $P_{32,4}, P_{32,8}$, and $P_{32,16}$. The low order interleaving in Fig. 20(a) allows only conflictfree access for stride-by- 1 access, $P_{32,1}$, and all the others introduce conflicts. The row rotation and linear transformation schemes in Fig. 20(b) and (c), respectively, provide conflict-free access for $P_{32,1}, P_{32,2}$, and $P_{32,4}$. By noting that the elements 0 , 8, and 16 are stored into the same module, we find that accesses $P_{32,8}$ and $P_{32,16}$ introduce conflicts. Especially the perfect shuffle access $P_{32,16}$ is difficult: the accesses should be performed in the following order: ( $[0,16,1,17]$, $[2,18,3,19],[4,20,5,21]$, $[6,22,7,23],[8,24,9,25],[10,26,11,27],[12,28,13,29],[14,30,15,31])$. The linear transformation scheme in Fig. 20(d) has conflict only in this access pattern.

In the previous access schemes considered in this Thesis, the stride access has been defined to access every $S$ th element while in the stride permutation access, the access pattern wraps into the beginning of the array. Especially in the perfect shuffle access $P_{N, N / 2}$, the elements apart from 1 and $N / 2$ need to be accessed, which is not supported by the stride access. This illustrates the main difference between the stride access and stride permutation access.

### 3.3.5 Parallel Memories in FFT and Viterbi Processors

Next, a review is made of several parallel structures for FFT and Viterbi algorithms where parallel memories are used for managing the stride permutations. Note that cache-based structures [5] as well as cascaded (pipelined) structures [39, 68] are left out. Instead, the discussion is limited to partial and full column structures where one or several radix $-2^{k}$ processing elements are placed in parallel and where the stride permutations are performed with memory modules and switching networks.

The simplest method to avoid conflicts in parallel data access is to use double size memory where the other half acts as a write and the other as a read memory. The roles are swapped at the next stage from which the name "ping-pong" storage scheme is given. In such a case, the size of the memory becomes significant if the number of stored data elements is large. Therefore, in-place storage schemes where only the minimum amount of memory is used, i.e., one memory location for each data element, are attractive alternatives. However, as already mentioned in [89], there is a price to be paid for this memory economy implying increased address generation and interconnection complexities.

Starting from the structures with a single processing element, Pease proposed in [83] that for radix-2 FFT computation the data elements can be distributed over two memory modules based on their parity index. Based on this observation, Cohen developed in [23] an address generator for the radix-2 FFT computation. The address generator was simplified by Ma in [70] at the expense of additional registers in the data path in order to avoid conflicts. Chang et al. proposed in [18, 19] a radix-2 FFT structure where three dual-port memory modules of sizes $N / 2$ are used. Thus the scheme is not an in-place one. All the previous examples were proposed for the radix-2 FFTs. In [55], Johnson gave a general solution for the data access in radix- $2^{k}$ FFT computation but again it was assumed that a single butterfly is computed at a time. This scheme was applied by Son et al. [102] to the FFT processor for OFDM systems, which computes a single radix-4 butterfly at a time and uses four dual-port memory modules for the data storage.

In the field of Viterbi decoders, similar issues have been considered as in the FFT processors for memory access. In [11], Biver et al. proposed an in-place access scheme for radix-2 Viterbi decoders with a single processing element. At the other extreme, Fettweis and Meyr in [38] considered full column Viterbi decoders where all the whole trellis stage is computed at a time. Such a decoder was employed by Black and Meng in [12] for a 32-state trellis computed with eight radix-4 processing elements in parallel. In this case, there is no need for the data storage since the operands can be circulated via hardwired connections.

Shung et al. proposed in $[96,97]$ a radix- $2^{k}$ Viterbi decoder shown in Fig. 22. The operation of the decoder can be described as follows. First, each processing element reads $K$ data elements from $Q$ memory modules in parallel, $K=2^{k}$. The computation is made in $K$ cycles and after each cycle, the results are stored into other $Q$ memory modules. Between these two memory arrays, the data is reordered with a $Q K$-port Benes network. In certain cases, the Benes network can be omitted since the scheme results in hardwired connections, but in order to find such solutions, a heuristic simulation is required, which is computationally an intensive task [96].

In [27,28], Daneshagaran and Yao proposed a method for designing long constraint length Viterbi decoders. This method can be applied to radix- $2^{k}$ decoders with various number of trellis states and parallel processing elements. The main idea is to gather the operational nodes into clusters such that the data dependencies between them are minimized. This way the connections between the clusters are minimized


Fig. 22. Radix-2 ${ }^{k}$ Viterbi decoder proposed in [96]. PE: processing element. B: memory module. $K=2^{k}$.
and can be hardwired. Each cluster is realized with $2^{k}$ radix- $2^{k}$ processing elements, $2^{k}$ memory modules, and a $k$-stage shuffle-exchange network providing $2^{k}$ different permutations for the data passed to other clusters. As an example, consider $2^{12}$-state radix-8 Viterbi decoder, which computes 64 states in parallel. In such a case, there are eight clusters each consisting of eight radix-8 processing elements, eight dual-port memory modules and a three-stage shuffle-exchange network, as depicted in Fig. 23. The proposed clustering is not a general solution and, therefore, linear or mesh arrays must be used for emulating the connections when clustering cannot be applied [28].

Hidalgo et al. suggested in [51] a radix-2 $2^{k}$ FFT structure based on earlier published design methodology for the parallel structures of discrete trigonometric transforms proposed by Argüello et al. in [3]. The structure is scalable such that there can be $2^{k+i}, i<n$, processors in parallel, each with a processing and permutation section. While the processing section computes the radix- $2^{k}$ butterflies, the permutation section reorders the results before their storage into a dual-port memory. The structure of the permutation section becomes more complex when the radix is increased. However, the memory remains as a single dual-port memory regardless of the design


Fig. 23. Cluster structure of $2^{12}$-state radix-8 Viterbi decoder with 64 parallel PEs in $[27,28]$. PE: processing element. B: memory module.


Fig. 24. Radix-2 FFT processor structure in [51]. PE: processing element. D: delay register. M: multiplexer. PS: permutation section.
parameters. An example of the radix-2 processor is depicted in Fig. 24. In order to maintain the conflict-free data access, additional registers are needed in the permutation section.

Similar approach, i.e., a dual-port memory with additional registers in the data path was proposed by Träber in [112] for the radix-2 Viterbi decoders. The number of processing elements is parametrizable in powers of two and the resulting data is reordered with a register-based permutation network before the storage into a single dual-port memory. In Fig. 25, a general block diagram of the decoder is shown. The scheme uses an in-place update method but requires additional registers for maintaining the conflict-free data access. Also Kwak et al. suggested in [61] a radix-2 Viterbi decoder, where the number of processing elements is scalable in powers of two. The data is stored into two dual-port memory modules, which are in-place updated, and reordered both on read and write data paths with relatively complex switching networks. The proposed scheme incomplete since no row address generation is specified.

Shieh et al. proposed in [94] a partial column Viterbi decoder with $2^{k}$ processing elements, $k<n$. The data is in-place updated in $Q$ dual-port memories, $Q=2^{q}$, and reordered with $Q$-to-1 multiplexers, which complicates the structure when parallelism is increased. The given structure is illustrated in Fig. 26. Later on, the same authors


Fig. 25. Radix-2 Viterbi decoder proposed in [112]. $Q=2^{q}$. PE: processing element.


Fig. 26. Radix- $2^{k}$ Viterbi decoder with $Q$ dual-port memory modules according to [94]. PE: radix- $2^{k}$ processing element of $2^{k}$ input and output ports. M: multiplexer. B: dualport memory module.
suggested in [95] a DAB channel decoder based on the given structure. In addition, Lo et al. presented in [69] an FFT processor based on the same scheme, where the computation is performed with a single radix-2 processing element.

Because the design method in [94] resulted in complex interconnections, Wu et al. continued in [120] by rescheduling the computations and obtained a structure with simplified switching networks. The same authors continued their work in [121], where they proposed a radix- $2^{k}$ decoder, which has a hardwired permutation network between the processing elements and memory modules. However, the parallelism has been limited to cases where $n$ is a multiple of $q$. Also Kim et al. considered in [58] the simplification of data permutations in radix-2 Viterbi decoders and proposed a structure, which consists of $Q / 2$ processing elements, $Q / 2$ switches of type $2 \times 2$, and $Q$ memory modules, as depicted in Fig. 27. The given method was employed by Zhu and Benaissa in [122] to a radix-2 Viterbi decoder, which exploits


Fig. 27. Radix-2 Viterbi decoder with $Q$ dual-port memory modules proposed in [58]. PE: radix-2 processing element. S: 2-to-2 switch. B: dual-port memory module. HW: hardwired permutation. $Q=2^{q}$.
four parallel processing elements and eight dual-port memory modules. The decoder has been implemented on an FPGA and is reconfigurable to support array sizes $N$, $N \in\{64,128,256,512\}$.

### 3.4 Summary

Managing the stride permutations in partial-column and cascaded structures is essential due to the time dependencies of data elements. In this chapter, previous work on the hardware realizations of stride permutations were reviewed. Three principal approaches were covered: switching, register-, and memory-based networks.

In the first section, it was shown that the traditional switching networks are not applicable when the size of permutation is larger than the number of ports. For such problems, register-based networks were covered in the second section where also the minimization of the number of registers was reviewed. The discussed register-based networks can be divided into two categories: networks supporting arbitrary permutations and networks supporting stride permutations. Furthermore, they can also be divided into one- and two-dimensional networks based on network topology. In the one-dimensional networks, the operation is sequential although they may have several input and output ports. For parallel data streams, two-dimensional networks have been proposed for reducing the multiplexer and interconnection complexities. In FFT and Viterbi structures, register-based permutation networks are common, and some examples of such structures were given.

The design process of several reviewed register-based networks exploited heuristic methodology, which has drawbacks in the automated design generation. On the other hand, the networks supporting stride permutations were often design specific, which limits their extensive usage. In addition, the minimum number of registers was not always obtained.

In the third section, some principal parallel memory access schemes from supercomputing area were reviewed. An introduction to stride access was given followed by a definition of stride permutation access. The difference between these two access schemes was remarked. Based on the given survey in supercomputing area, no schemes were found which supported the stride permutation access. However, in FFT and Viterbi implementations, some parallel memory structures for stride per-
mutations were exploited but many of them had substantial limitations on the design parameters. It was remarked that the in-place update method saves memory with additional complexity in address generation and interconnections. In some structures, such complexity was reduced by assigning additional registers to data paths.

## 4. REGISTER-BASED STRIDE PERMUTATION NETWORK

Register-based networks are a competent solution for managing the stride permutations in cascaded and partial column structures, especially when relatively small amount of data needs to be stored in the permutation. Based on the review in previous chapter, many reported approaches were design specific affecting that the resulting networks cannot be used for all power-of-two strides or sequence sizes. In addition, many structures were one-dimensional aimed at permutations over sequential data streams. The two-dimensional structures employed often a heuristic design method, which is relatively complex. Many reported approaches resulted also in the excessive number of registers.

In this chapter, a systematic design methodology for register-based power-of-two stride permutation networks is proposed. The networks are constructed based on the decompositions of stride permutations into smaller, more easily implementable permutations. Such decompositions can be obtained in many ways, although it makes sense only if they lead to an efficient implementation. As design parameters, the sequence size, number of input/output ports, and stride are used, which are denoted by $N, Q$, and $S$, respectively. All the design parameters are powers-of-twos. The permutations are represented with Boolean matrices and the approach is to obtain sparse matrix decompositions where as many as possible of the resulting matrices are block diagonal matrices of size smaller or equal to the number of ports in the network.

The proposed design methodology can be applied to various stride permutation networks where $Q$ data elements are read in and written out at a time from overall $N$ elements, $Q=2^{q}, N=2^{n}, 0 \leq q \leq n-1$. Thus $Q$ input and output ports are needed in the networks. In addition, the networks support power-of-two strides $S, S=2^{s}$, $0 \leq s \leq n-1$. They also reach the theoretical lower bound on register complexity. Compared to the earlier designs, the networks result also in the less number of multi-
plexers. The presented networks have regular topology and they are created without heuristics, which make them attractive for automated design procedures. In such cases, only one VHDL description of the networks is needed where the design parameters $N, Q$, and $S$ are given as generics. This description can be synthesized to any stride permutation network simply by fixing the given design parameters.

In the following, the decomposition of a square matrix transpose is derived first, since it is the basis for other stride permutations, which are decomposed thereafter. After deriving the decompositions, their realizations are discussed. The lower bound of register complexity is derived, which is shown to be equal to the numbers of registers in the proposed networks. At the end, a comparison against the earlier networks is made. The chapter is closed with a summary.

### 4.1 Decompositions of Permutation Matrices

### 4.1.1 Square Matrix Transpose Network

The basis of the proposed approach to stride permutations is the transpose of a square matrix: if an $S \times S$ matrix is represented in array form, i.e., the columns are concatenated, the matrix transpose corresponds to stride-by- $S$ permutation of order $S^{2}$, $P_{S^{2}, S}$ [44]. For this purpose, consider the iterative method for $S \times S$ matrix transpose, $S=2^{s}$, proposed by Carlach et al. [16]. In the first step, the exchange of elements with indices $2 i+1+2 S j$ and $2 i+S+2 S j$ is made, $0 \leq i, j<S / 2$. All the other elements remain intact. In general, this operation requires an exchange of the odd elements of a column with the even elements of the next column, which is the operation performed by permutation $J_{2 S}$. Since the entire matrix contains $S / 2$ column pairs, the permutation matrix $P_{S^{2}}^{(0)}$ of order $S^{2}$ realizing the first step is

$$
\begin{equation*}
P_{S^{2}}^{(0)}=I_{S / 2} \otimes J_{2 S} \tag{35}
\end{equation*}
$$

In the second step, two 2-by-2 blocks are exchanged, i.e., the elements with indices $4 i+l+2+4 S j$ and $4 i+l+2 S+4 S j$ are exchanged, $l=0,1,0 \leq i<S / 2,0 \leq j<$ $S / 4$. The permutation matrix $P_{S^{2}}^{(1)}$ corresponding to the second step is

$$
\begin{equation*}
P_{S^{2}}^{(1)}=I_{S / 4} \otimes J_{2 S} \otimes I_{2} \tag{36}
\end{equation*}
$$

In the following steps, the same procedure is repeated; the size of the exchanged blocks is doubled at each recursion, thus at $i$ th step the corresponding permutation
$\operatorname{matrix} P_{S^{2}}^{(i)}$ is

$$
\begin{equation*}
P_{2^{s s}}^{(i)}=I_{2^{s-i-1}} \otimes J_{2^{s+1}} \otimes I_{2^{i}}, \quad i=0,1, \ldots, s-1 . \tag{37}
\end{equation*}
$$

Based on the previous discussion, a decomposition for stride-by-S permutation of order $S^{2}, P_{S^{2}, S}$, is given as follows

$$
\begin{equation*}
P_{2^{2 s}, 2^{s}}=P_{2^{2 s}}^{(s-1)} \ldots P_{2^{2 s}}^{(1)} P_{2^{s s}}^{(0)}=\prod_{i=s-1}^{0} P_{2^{2 s}}^{(i)}=\prod_{i=s-1}^{0} I_{2^{s-i-1}} \otimes J_{2^{s+1}} \otimes I_{2^{i}} \tag{38}
\end{equation*}
$$

An example of such a decomposition for $8 \times 8$ matrix transpose is illustrated in Fig. 28(a).

In certain cases, however, the permutations of type $J_{A} \otimes I_{B}$ introduce difficulties in realizations. In order to change the order of the matrices, the property in (22) can be utilized. When applied to (37), the following form is obtained:

$$
\begin{equation*}
P_{2^{s}}^{(i)}=I_{2^{s-i-1}} \otimes\left[\left(I_{2^{s}} \otimes P_{2^{i+1}, 2}\right) J_{2^{s+i+1}}\left(I_{2^{s}} \otimes P_{2^{i+1}, 2^{i}}\right)\right], \quad i=0,1, \ldots, s-1 \tag{39}
\end{equation*}
$$

By substituting this to (38), it can be seen that at consecutive steps $i$ and $i+1$, the permutations $P_{S^{2}}^{(i)}$ and $P_{S^{2}}^{(i+1)}$ result in the following:

$$
\begin{align*}
P_{2^{s}}^{(i+1)} P_{2^{2 s}}^{(i)}= & {\left[I_{2^{s-i-2}} \otimes\left(\left(I_{2^{s}} \otimes P_{2^{i+2}, 2}\right) J_{2^{s+i+2}}\left(I_{2^{s}} \otimes P_{2^{i+2}, 2^{i+1}}\right)\right)\right] } \\
& {\left[I_{2^{s-i-1}} \otimes\left(\left(I_{2^{s}} \otimes P_{2^{i+1}, 2}\right) J_{2^{s+i+1}}\left(I_{2^{s}} \otimes P_{2^{i+1}, 2^{i}}\right)\right)\right] } \\
= & I_{2^{s-i-2}} \otimes\left[\left(I_{2^{s}} \otimes P_{2^{i+2}, 2}\right) J_{2^{s+i+2}}\left(I_{2^{s}} \otimes P_{2^{i+2}, 2^{i+1}}\left(I_{2} \otimes P_{2^{i+1}, 2}\right)\right)\right. \\
& \left.\left(I_{2} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{s+1}} \otimes P_{2^{i+1}, 2^{i}}\right)\right] \tag{40}
\end{align*}
$$

By referring to the definition of matrix $J_{N}$ in (21), $J_{N}=P_{N, N / 2}\left(I_{2} \otimes P_{N / 2,2}\right)$, it can be seen that the term $\left(I_{2^{s}} \otimes P_{2^{i+2}, 2^{i+1}}\left(I_{2} \otimes P_{2^{i+1}, 2}\right)\right)$ in (40) can be replaced with $\left(I_{2^{s}} \otimes\right.$ $J_{2^{i+2}}$ ), which results in

$$
\begin{align*}
P_{2^{2 s}}^{(i+1)} P_{2^{2 s}}^{(i)}= & \left(I_{2^{2 s-i-2}} \otimes P_{2^{i+2}, 2}\right)\left(I_{2^{s-i-2}} \otimes J_{2^{s+i+2}}\right) \\
& \left(I_{2^{2 s-i-2}} \otimes J_{2^{i+2}}\right)\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{s s-i-1}} \otimes P_{2^{i+1}, 2^{i}}\right) \tag{41}
\end{align*}
$$

This approach is continued similarly at the third step, i.e.,

$$
\begin{align*}
P_{2^{s s}}^{(i+2)} P_{2^{2 s}}^{(i+1)} P_{2^{2 s}}^{(i)}= & \left(I_{2^{2 s-i-3}} \otimes P_{2^{i+3}, 2}\right)\left(I_{2^{s-i-3}} \otimes J_{2^{s+i+3}}\right) \\
& \left(I_{2^{2 s-i-3}} \otimes P_{2^{i+3}, 2^{i+2}}\right)\left(I_{2^{2 s-i-2}} \otimes P_{2^{i+2}, 2}\right)\left(I_{2^{s-i-2}} \otimes J_{2^{s+i+2}}\right) \\
& \left(I_{2^{2 s-i-2}} \otimes J_{2^{i+2}}\right)\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{2 s-i-1}} \otimes P_{2^{i+1}, 2^{i}}\right), \tag{42}
\end{align*}
$$
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where the term $\left(I_{2^{2 s-i-3}} \otimes P_{2^{i+3}, 2^{i+2}}\right)\left(I_{2^{2 s-i-2}} \otimes P_{2^{i+2}, 2}\right)$ is replaced with $\left(I_{2^{2 s-i-3}} \otimes J_{2^{i+3}}\right)$, which results in

$$
\begin{align*}
P_{2^{2 s}}^{(i+2)} P_{2^{2 s}}^{(i+1)} P_{2^{2 s}}^{(i)}= & \left(I_{2^{2 s-i-3}} \otimes P_{2^{i+3}, 2}\right)\left(I_{2^{s-i-3}} \otimes J_{2^{s+i+3}}\right)\left(I_{2^{2 s-i-3}} \otimes J_{2^{i+3}}\right)\left(I_{2^{s-i-2}} \otimes J_{2^{s+i+2}}\right) \\
& \left(I_{2^{2 s-i-2}} \otimes J_{2^{i+2}}\right)\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{2 s-i-1}} \otimes P_{2^{i+1}, 2^{i}}\right) . \tag{43}
\end{align*}
$$

By continuing the described approach, the decomposition in (38) can be given in a form where the middle terms consist of repetitive terms of type $\left(I_{A} \otimes J_{B}\right)$, and where only two terms of type $\left(I_{C} \otimes P_{D}\right)$ are located at the both ends. The rightmost term $\left(I_{2^{2 s-i-1}} \otimes P_{2^{i+1}, 2^{i}}\right)$ can actually be left out since it results in an identity matrix, i.e., $\left(I_{2^{2 s-1}} \otimes P_{2,1}\right)=I_{2^{2 s}}$, when $i=0$. As a result, the decomposition in (38) can be written as

$$
\begin{align*}
P_{2^{2 s}, 2^{s}} & =P_{2^{2 s}}^{(s-1)} \ldots P_{2^{2 s}}^{(1)} P_{2^{2 s}}^{(0)} \\
& =\left(I_{2^{s}} \otimes P_{2^{s}, 2}\right) \prod_{i=s-1}^{0}\left[\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{2 s-i-1}} \otimes J_{2^{i+1}}\right)\right] . \tag{44}
\end{align*}
$$

This decomposition is illustrated in Fig. 28(b).
Finally, the decomposition of a square matrix transpose can be derived by combining both the previous principal decompositions in (38) and (44), i.e., by using the interpretations of $P_{S^{2}}^{(i)}$ in (37) and (39). The definition of $P_{S^{2}}^{(i)}$ in (39) can be used in the first $q$ steps and the remaining $s-q$ steps are performed with the definition in (37). This approach results in a decomposition where each $2^{q} \times 2^{q}$ submatrix is first transposed using (39) and then the remaining steps are performed using (37). Therefore, the combined decomposition of a square matrix transpose can be written as

$$
\begin{align*}
P_{2^{s s}, 2^{s}}= & \prod_{m=s-1}^{q}\left[I_{2^{s-m-1}} \otimes J_{2^{s+1}} \otimes I_{2^{m}}\right]\left(I_{2^{2 s-q}} \otimes P_{2^{q}, 2}\right) . \\
& \prod_{i=q-1}^{0}\left[\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)\left(I_{2^{2 s-i-1}} \otimes J_{2^{i+1}}\right)\right], \quad 0 \leq q \leq s . \tag{45}
\end{align*}
$$

### 4.1.2 One-Dimensional Network

In the following, a stride-by- $2^{s}$ permutation is decomposed into successive stride-by2 permutations, which can be efficiently mapped onto a one-dimensional network.

The stride-by- $2^{n-1}$ permutation of $2^{n}$-element sequence can be decomposed into consecutive $P_{4,2}$ permutations as follows

$$
\begin{equation*}
P_{2^{n}, 2^{n-1}}=\prod_{i=0}^{n-2} I_{2^{n-i-2}} \otimes P_{4,2} \otimes I_{2^{i}} \tag{46}
\end{equation*}
$$

By applying (15), a stride-by-S permutation can be given as

$$
\begin{equation*}
P_{2^{n}, 2^{s}}=\left(P_{2^{s+1}, 2^{s}} \otimes I_{2^{n-s-1}}\right)\left(I_{2} \otimes P_{2^{n-1}, 2^{s}}\right) \tag{47}
\end{equation*}
$$

In order to reduce the size of $P_{2^{n-1}, 2^{s}}$ in (47), this factorialization can be recursively applied until the size of the permutation equals to $2 S$, which is given as

$$
\begin{equation*}
P_{2^{n}, 2^{s}}=\prod_{i=0}^{n-s-1} I_{2^{i}} \otimes P_{2^{s+1}, 2^{s}} \otimes I_{2^{n-(s+i+1)}} \tag{48}
\end{equation*}
$$

Permutations $P_{2^{s+1}, 2^{s}}$ in (48) can be further decomposed to $P_{4,2}$ permutations according to (46), and thus (48) can be rewritten as

$$
\begin{equation*}
P_{2^{n}, 2^{s}}=\prod_{i=0}^{n-s-1}\left[I_{2^{i}} \otimes \prod_{j=0}^{s-1}\left(I_{2^{s-j-1}} \otimes P_{4,2} \otimes I_{2^{j}}\right) \otimes I_{2^{n-(s+i+1)}}\right], \tag{49}
\end{equation*}
$$

which can be further simplified to

$$
\begin{equation*}
P_{2^{n}}, 2^{s}=\prod_{i=0}^{n-s-1} \prod_{j=0}^{s-1}\left[I_{2^{s+i-j-1}} \otimes P_{4,2} \otimes I_{2^{n+j-s-i-1}}\right] \tag{50}
\end{equation*}
$$

### 4.1.3 Two-Dimensional Network

Next, a decomposition of stride-by- $S$ permutation for two-dimensional networks is considered. In order to determine the network structure, three parametrizable decompositions of a stride permutation are derived in the following. In these decompositions, a modified stride $R$ is used,

$$
\begin{equation*}
R=\min (S, N / S) . \tag{51}
\end{equation*}
$$

The decompositions derived for $P_{2^{n}, 2^{r}}$ are used as the basis for decompositions of stride-by- $S$ permutations, $P_{2^{n}, 2^{s}}$, which are obtained as following

$$
P_{2^{n}, 2^{s}}\left(2^{q}\right)=\left\{\begin{array}{ll}
P_{2^{n}, 2^{r}}\left(2^{q}\right), & S<N / S  \tag{52}\\
P_{2^{n}, 2^{r}}^{T}\left(2^{q}\right), & \text { otherwise }
\end{array} .\right.
$$

The previous statement can be described as follows: if the stride $S$ is smaller than $N / S, R$ equals to $S$ and the obtained stride-by- $R$ permutation network can be used directly for stride-by- $S$ permutations. On the contrary, if the stride $S$ is the same or larger than $N / S$, the obtained stride-by- $R$ permutation network must be reversed for stride-by- $S$ permutations, i.e., the network is flipped horizontally so that the output ports become input ports and vice versa.

Next, three different decompositions are derived based on the design parameters $N$, $R$, and $Q$. The decompositions are illustrated with two matrices, $R \times N / R$ and $Q \times$ $N / Q$, which are both initialized with $N$ data elements written in column-wise. In the $R \times N / R$ matrix, such an initialization results in stride-by- $R$ ordered rows, which are reordered into stride-by- $R$ ordered columns with the given decomposition. By applying the same decomposition to the $Q \times N / Q$ matrix, the elements are reordered also in column-wise stride-by- $R$ order. Such a matrix describes the operation of a permutation network since the number of rows equals to the number of ports of the network.

$$
\text { CASE } 1, \quad Q>N / R
$$

In this case, the number of ports is greater than the ratio of the sequence size and modified stride, and the following theorems are obtained.

Theorem 8. The number of ports $Q$ is always larger than stride $R$, if $Q>N / R$.

Proof. Assume $R=\min (S, N / S)=S$ in (51). Substituting $S$ for $R$ in the case constraint, $Q>N / R$, results in $Q>N / S>S$. Thus it can be concluded that $Q>R$ when $R=S$. The same is true if $R=\min (S, N / S)=N / S$. Substituting $N / S$ for $R$ in the case constraint results in $Q>N /(N / S)$, i.e., $Q>S>N / S$. Thus it can be concluded that $Q>R$, also when $R=N / S$.

Corollary 2. The number of ports $Q$ is always larger than $N / Q$, if $Q>N / R$.

Proof. Consider the case constraint $Q>N / R$, which can be written according to Theorem $8, Q>R$, as $Q>N / R>N / Q$.


Fig. 29. Decomposition in Case 1 illustrated with $Q \times N / Q$ matrix: a) initial data order, b) data after (53), c) after (54), and d) data in column-wise stride-by-R order.

To illustrate the decomposition in this case, consider $Q \times N / Q$ and $R \times N / R$ matrices depicted in Fig. 29(a) and Fig. 30(a), respectively. A column of the matrix in Fig. 29(a) consists of a block of $Q$ elements taken as an input by a permutation network at a time. The network performs a stride-by- $R$ permutation so the elements in the $Q$-port output should appear in stride-by- $R$ order. Thus, if a decomposition is derived, which defines how the data in the matrix is reordered from the initial order into a column-wise stride-by- $R$ order, the actual operation of the network is described.

The same decomposition can be applied to the $R \times N / R$ matrix depicted in Fig. 30(a). Since $Q>R$, the block of $Q$ data elements takes $Q / R$ columns as illustrated with dashed lines. In order to give a better view of the data permutations, the elements in stride-by- $R$ order are represented from the lightest to the darkest gray color. Thus, in both the matrices, the gray shades should be reordered such that the leftmost columns have the lightest shades while the rightmost columns have the darkest shades. Such operation corresponds to the permutation of $N$ data elements into a column-wise stride-by- $R$ order.

Next, the data elements are reordered into a column-wise stride-by- $R$ order in a step-by-step manner. Considering the initial data order in the given matrices, the first operation is to reorder the data such that submatrix transposes can be applied for ha-
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Fig. 30. Decomposition in Case 1 illustrated with $R \times N / R$ matrix: a) initial data order, b) data after applying (53) c) after (54), and d) data in column-wise stride-by-R order.
ving the lightest gray shades on the left and darkest on the right columns. This prior permutation can be determined based on the matrix in Fig. 29(a). In this case, the maximum size of the transpose is limited by the number of columns, $N / Q$, according to Corollary $2, Q>N / Q$, i.e., the number of rows is greater than the number of columns. Thus the maximum size of square submatrix transposes is $N / Q \times N / Q$. Applying the transposes directly does not make sense since the elements in $Q R / N$ successive rows illustrated with the same gray shade should be found in the same column in the final stride-by- $R$ ordered matrix, and transposes would split such elements into different columns. Therefore, prior to transposes, a row permutation is made by picking up every $Q R / N$ th row, which is best illustrated with Fig. 30(a,b), and such a permutation is given as

$$
\begin{equation*}
I_{2^{n-r}} \otimes P_{2^{r}, 2^{q+r-n}} \tag{53}
\end{equation*}
$$

As a result, $N / Q \times N / Q$ submatrices are obtained with rows of unique gray shade as depicted in Fig. 29(b) and such submatrices can be transposed as

$$
\begin{equation*}
\left(I_{2^{q}} \otimes P_{2^{n-q}, 2}\right) \prod_{i=n-q}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right] . \tag{54}
\end{equation*}
$$

The effect of $N / Q \times N / Q$ transposes is seen in Fig. 29(c) and Fig. 30(c). However, the data elements in blocks of $Q$ require further permutation since they are still not in stride-by- $R$ order. Instead, the stride-by- $R$ elements are $R$ elements apart in a block of $Q$ elements. Permutation of them in stride-by- $R$ order is done by picking every $R$ th element in such $Q$-element blocks, given as

$$
\begin{equation*}
I_{2^{n-r}} \otimes P_{2^{q}, 2^{r}}, \tag{55}
\end{equation*}
$$

which corresponds to a row-wise read of data in $Q \times Q / R$ submatrices in Fig. 30(c) and writing them back into the same submatrix in column-wise order. The final column-wise stride-by-R ordered matrices are depicted in Fig. 29(d) and Fig. 30(d).

$$
\text { CASE 2, } \quad Q \leq N / R \quad \wedge \quad Q \geq R
$$

The initial data matrices are shown in Fig. 31(a) and Fig 32(a) and the decomposition follows the same principle as in the previous case, i.e., the data elements in the matrices are reordered into column-wise stride-by- $R$ order. The number of ports is larger


Fig. 31. Decomposition in Case 2 illustrated with $Q \times N / Q$ matrix: a) initial data order, b) data after applying (56) c) after (57), and d) data in column-wise stride-by-R order.
or equal to the modified stride, i.e., $Q \geq R$, so there are $Q / R$ data elements located in $R$ elements apart in blocks of size $Q$, and such elements should be found in the same column of the final matrix. Any transpose larger than $R \times R$ would split them into different columns, which is undesirable. Thus, in the first step, the $R \times R$ submatrices are transposed as

$$
\begin{equation*}
\left(I_{2^{n-r}} \otimes P_{2^{r}, 2}\right) \prod_{i=r}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right] \tag{56}
\end{equation*}
$$

for having the blocks of size $Q$ with the same gray shade.
An example of $R \times R$ submatrix is illustrated with a bolded line in Fig. 31(a) and the resulting matrices after the submatrix transposes are depicted in Fig. 31(b) and Fig. 32(b).


Fig. 32. Decomposition in Case 2 illustrated with $R \times N / R$ matrix: a) initial data order, b) data after applying (56) c) after (57), and d) data in column-wise stride-by-R order.

In the next step, the elements within the same gray shade are reordered into stride-by$R$ order. Such a permutation can be described as a row-wise read of $Q$ data elements in the $R \times Q / R$ submatrices in Fig. 32(b) and writing them back in column-wise. This operation corresponds to picking up every $R$ th row in the $Q \times N / Q$ matrix in Fig. 32(b), and is given as

$$
\begin{equation*}
I_{2^{n-q}} \otimes P_{2^{q}, 2^{r}} . \tag{57}
\end{equation*}
$$

The resulting matrices are depicted in Fig. 31(c) and Fig. 32(c).

In the final step, the $Q$-element blocks are reordered. Consider the $Q \times N / Q$ matrix in Fig. 31(c) where the columns in the same gray shade are found in $R$ columns apart. By picking every $R$ th column, all $N$ elements are obtained in column-wise stride-by- $R$ order. Such permutation is given as

$$
\begin{equation*}
P_{2^{n-q}, 2^{r}} \otimes I_{2^{q}}, \tag{58}
\end{equation*}
$$

and the final stride-by- $R$ ordered matrices are depicted in Fig. 31(d) and Fig. 32(d).

$$
\text { CASE 3, } \quad Q \leq N / R \quad \wedge \quad Q<R
$$

The number of ports is less than the modified stride, i.e., $Q<R$, which implies that stride-by- $R$ elements are found in blocks of size $Q$ that are not consecutive but $R / Q$ blocks apart. In the first step, a permutation, which collects $Q$ of such blocks into consecutive blocks, is made. This operation is illustrated with bolded edges in Fig. 33(a) and Fig. 34(a). In general, such a permutation is given as

$$
\begin{equation*}
I_{2^{n-q-r}} \otimes P_{2^{r}, 2^{r-q}} \otimes I_{2^{q}}, \tag{59}
\end{equation*}
$$

and the resulting matrices are depicted in Fig. 33(b), Fig. 34(b).
Next, $Q \times Q$ submatrix transposes can be applied to reordering the stride-by- $R$ ordered rows into stride-by- $R$ order columns in such matrices. The submatrix transposes are given as

$$
\begin{equation*}
\left(I_{2^{n-q}} \otimes P_{2^{q}, 2}\right) \prod_{i=q}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right], \tag{60}
\end{equation*}
$$

and the resulting matrices are depicted in Fig. 33(c), Fig. 34(c).
After the submatrix transposes, the $Q$-element blocks are reordered into stride-by$R$ order by picking every $R$ th block, which is best illustrated in Fig. 33(c). Such permutation is given as

$$
\begin{equation*}
P_{2^{n-q, 2^{r}}} \otimes I_{2^{q}}, \tag{61}
\end{equation*}
$$

and the final column-wise stride-by- $R$ ordered matrices are depicted in Fig. 33(d) and Fig. 34(d).


Fig. 33. Decomposition in Case 3 illustrated with $Q \times N / Q$ matrix: a) initial data order, b) data after (59), c) data after (60), and d) data in column-wise stride-by-R order.


Fig. 34. Decomposition in Case 3 illustrated with $R \times N / R$ matrix: a) initial data order, b) data after (59), c) data after (60), and d) data in column-wise stride-by-R order.

## Decomposition Summary

Based on the previous discussion, the decompositions in three cases are summarized as

$$
P_{2^{n}, 2^{r}}\left(2^{q}\right)= \begin{cases}\left(I_{2^{n-q}} \otimes P_{2^{q}, 2^{r}}\right)\left(I_{2^{q}} \otimes P_{2^{n-q}, 2}\right) \prod_{i=n-q}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\right. &  \tag{62}\\ \left.\cdot\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right]\left(I_{2^{n-r}} \otimes P_{2^{r}, 2^{q+r-n}}\right), & Q>\frac{N}{R} \\ \left(P_{2^{n-q}, 2^{r}} \otimes I_{2^{q}}\right)\left(I_{2^{n-q}} \otimes P_{2^{q}, 2^{r}}\right)\left(I_{2^{n-r}} \otimes P_{2^{r}, 2}\right) & Q \leq \frac{N}{R} \wedge Q \geq R \\ \cdot \prod_{i=r}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right], & \\ \left(P_{2^{n-q}, 2^{r}} \otimes I_{2^{q}}\right)\left(I_{2^{n-q}} \otimes P_{2^{q}, 2}\right) \prod_{i=q}^{1}\left[\left(I_{2^{n-q-i}} \otimes J_{2^{q+i}}\right)\right. & \\ \left.\cdot\left(I_{2^{n-i}} \otimes J_{2^{i}}\right)\right]\left(I_{2^{n-q-r}} \otimes P_{2^{r}, 2^{r-q}} \otimes I_{2^{q}}\right), & Q \leq \frac{N}{R} \wedge Q<R .\end{cases}
$$

The modified stride $R$ is used in the decompositions for simplicity. However, the aim is to have a network for the stride-by-S permutation thus the modified stride $R$ has to be replaced with $S$. This can be done according to (52), which defines that if $S<N / S$, the given decompositions in (62) can be used as such by replacing $2^{r}$ with $2^{s}$. In other case, the given decompositions must be transposed, which can be interpreted as inverting the stride-by- $R$ permutation network. As a summary, the stride-by- $S$ networks are constructed based on the decompositions in (62) and only if $S \geq N / S$, the obtained networks are inverted.

## Decomposition Examples

In order to illustrate the decompositions for two-dimensional networks, examples for each case are provided with fixed parameters. In the examples, the decompositions are illustrated in step by step with a $Q \times N / Q$ matrix, which also describes the operation of the $Q$-port permutation network, i.e., the network takes a single column as input at a time.

In Case $1, Q>N / R$, the example is given with parameters $N=32, R=4$, and $Q=16$. The resulting decomposition is given according to (62) as $\left(I_{2} \otimes P_{16,4}\right)\left(I_{16} \otimes\right.$ $\left.P_{2,2}\right) J_{32}\left(I_{16} \otimes J_{2}\right)\left(I_{8} \otimes P_{4,2}\right)$, which can be further simplified to $\left(I_{2} \otimes P_{16,4}\right) J_{32}\left(I_{8} \otimes\right.$ $P_{4,2}$ ). Let us remark that the decomposition is read in opposite order, i.e., the first permutation to be performed is $\left(I_{8} \otimes P_{4,2}\right)$, as illustrated with the data matrix in Fig. 35. Such a permutation is an example of spatial permutations since it can be done with hardwirings. In the second step, $2 \times 2$ submatrices are transposed with $J_{32}$. This permutation is an example of temporal permutations, which implies a need for a dynamic


Fig. 35. Decomposition example in Case 1 with design parameters $N=32, R=4, Q=16$.
unit. The last permutation is a row permutation $\left(I_{2} \otimes P_{16,4}\right)$ and the final column-wise stride-by- $R$ ordered matrix is shown on the right in Fig. 35.

In Case 2 , $(Q \leq N / R) \wedge(Q \geq R)$, the example in is given with design parameters $N=32, R=4$, and $Q=4$ resulting in $\left(P_{8,4} \otimes I_{4}\right)\left(I_{8} \otimes P_{4,4}\right)\left(I_{8} \otimes P_{4,2}\right)\left(I_{16} \otimes P_{2,2}\right)\left(I_{4} \otimes\right.$ $\left.J_{8}\right)\left(I_{16} \otimes J_{2}\right)$ according to (62). The given decomposition can be further simplified to $\left(P_{8,4} \otimes I_{4}\right)\left(I_{8} \otimes P_{4,2}\right)\left(I_{4} \otimes J_{8}\right)$. In the first step, $4 \times 4$ submatrix are transposed, given as $\left(I_{8} \otimes P_{4,2}\right)\left(I_{4} \otimes J_{8}\right)$. Then, the columns are reordered with $\left(P_{8,4} \otimes I_{4}\right)$ and the resulting matrix is obtained in column-wise stride-by-4 order as illustrated in Fig. 36.

In Case 3, $(Q \leq N / R) \wedge(Q<R)$, the example is given with parameters $N=32, R=4$, and $Q=2$, resulting in $\left(P_{16,4} \otimes I_{2}\right)\left(I_{16} \otimes P_{2,2}\right)\left(I_{8} \otimes J_{4}\right)\left(I_{16} \otimes J_{2}\right)\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)$. By discarding the terms that equal to identity matrix, the decomposition is simplified to $\left(P_{16,4} \otimes I_{2}\right)\left(I_{8} \otimes J_{4}\right)\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)$. In the first step, a column permutation is made where every $R / Q$ th column is picked up in $Q \times R$ submatrices, i.e., $\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)$. In the second step, $2 \times 2$ submatrices are transposed as $\left(I_{8} \otimes J_{4}\right)$. Finally, in the third step, the columns are reordered according to $\left(P_{16,4} \otimes I_{2}\right)$. The given decomposition is illustrated in Fig. 37.

$$
\begin{aligned}
& {\left[\begin{array}{cccccccc}
0 & 4 & 8 & 12 & 16 & 20 & 24 & 28 \\
1 & 5 & 9 & 13 & 17 & 21 & 25 & 29 \\
2 & 6 & 10 & 14 & 18 & 22 & 26 & 30 \\
3 & 7 & 11 & 15 & 19 & 23 & 27 & 31
\end{array}\right]} \\
& \left(I_{8} \otimes P_{4,2}\right)\left(I_{4} \otimes J_{8}\right) \\
& {\left[\begin{array}{cccccccc}
0 & 1 & 2 & 3 & 16 & 17 & 18 & 19 \\
4 & 5 & 6 & 7 & 20 & 21 & 22 & 23 \\
8 & 9 & 10 & 11 & 24 & 25 & 26 & 27 \\
12 & 13 & 14 & 15 & 28 & 29 & 30 & 31
\end{array}\right]} \\
& \downarrow \underset{\downarrow}{\sim} \\
& {\left[\begin{array}{cccccccc}
0 & 16 & 1 & 17 & 2 & 18 & 3 & 19 \\
4 & 20 & 5 & 21 & 6 & 22 & 7 & 23 \\
8 & 24 & 9 & 25 & 10 & 26 & 11 & 27 \\
12 & 28 & 13 & 29 & 14 & 30 & 15 & 31
\end{array}\right]}
\end{aligned}
$$

Fig. 36. Decomposition example in Case 2 with design parameters $N=32, R=4, Q=4$.

$$
\begin{aligned}
& {\left[\begin{array}{llllllllllllllll}
0 & 2 & 4 & 6 & 8 & 10 & 12 & 14 & 16 & 18 & 20 & 22 & 24 & 26 & 28 & 30 \\
1 & 3 & 5 & 7 & 9 & 11 & 13 & 15 & 17 & 19 & 21 & 23 & 25 & 27 & 29 & 31
\end{array}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\begin{array}{llllllllllllllll}
0 & 4 & 2 & 6 & 8 & 12 & 10 & 14 & 16 & 20 & 18 & 22 & 24 & 28 & 26 & 30 \\
1 & 5 & 3 & 7 & 9 & 13 & 11 & 15 & 17 & 21 & 19 & 23 & 25 & 29 & 27 & 31
\end{array}\right]} \\
& I_{8} \otimes J_{4} \\
& {\left[\begin{array}{cccccccccccccccc}
0 & 1 & 2 & 3 & 8 & 9 & 10 & 11 & 16 & 17 & 18 & 19 & 24 & 25 & 26 & 27 \\
4 & 5 & 6 & 7 & 12 & 13 & 14 & 15 & 20 & 21 & 22 & 23 & 28 & 29 & 30 & 31
\end{array}\right]} \\
& \downarrow \text {, } \\
& {\left[\begin{array}{cccccccccccccccc}
0 & 8 & 16 & 24 & 1 & 9 & 17 & 25 & 2 & 10 & 18 & 26 & 3 & 11 & 19 & 27 \\
4 & 12 & 20 & 28 & 5 & 13 & 21 & 29 & 6 & 14 & 22 & 30 & 7 & 15 & 23 & 31
\end{array}\right]}
\end{aligned}
$$

Fig. 37. Decomposition example in Case 3 with design parameters $N=32, R=4$, and $Q=2$.

### 4.2 Realization Structures

Next, realizations of the derived decompositions are given. The discussion begins with the basic switching units and their capability to perform different permutations. Then the realizations of square matrix transposes are reviewed followed by a realization of stride-by- $S$ permutation over a one-dimensional network. Last, the realizations of stride-by-S permutations over two-dimensional networks are given.

### 4.2.1 Basic Switching Units

For the realization of temporal permutations, a 2-port DSD and a 1-port SEU are used as the basic switching units. In the $\mathrm{DSD}_{D}$ unit, there are $2 D$ registers in total and a $2 \times 2$ switch, as illustrated in Fig. 13(b). With DSD units, the permutations originated from the folding of $J$ permutations can be realized: a $J_{K}$ permutation over $Q$ ports can be realized with $Q / 2$ parallel $\operatorname{DSD}_{D /(2 Q)}$ units as shown in Fig. 38(a,b). Furthermore, all permutations of type $\left(I_{M} \otimes J_{K}\right)$ can be mapped on the same $Q$-port structure independent on $M, M=2^{m}$. As an example, a 2-port realization of $\left(I_{2} \otimes J_{16}\right)$ is given in Fig. 38(c), which can be used for all ( $I_{M} \otimes J_{16}$ ) permutations, $M=2^{m}$, $m=0,1,2, \ldots$.

In $\mathrm{SEU}_{D}$, there are $D$ registers and two 2-to-1 multiplexers, as shown in Fig. 9(a). In principle, $\mathrm{SEU}_{D}$ can exchange the data elements $D$ apart in a sequential data stream. Therefore, $\mathrm{SEU}_{K / 2-1}$ can be used to realize $J_{K}$ permutations for sequential data streams. In addition, a $Q$-port structure can be obtained for $\left(J_{K} \otimes I_{Q}\right)$ permutations by placing $Q \mathrm{SEU}_{K / 2-1}$ in parallel. In general, permutations of type $\left(I_{N} \otimes J_{K} \otimes I_{M Q}\right)$ can be realized with $Q \operatorname{SEU}_{M(K / 2-1)}$ units in parallel, $M=2^{m}, Q=2^{q}, K=2^{k}$. As an example, a 2-port realization of ( $J_{16} \otimes I_{2}$ ) is illustrated in Fig. 39(a).

Furthermore, SEUs can be applied to permutations of type $\left(P_{4,2} \otimes I_{Q K}\right)$ over $Q$ ports, which are realized with a network where $Q \mathrm{SEU}_{K}$ units operate in parallel, since the $Q$-element subsequences to be exchanged are $K$ cycles apart, $Q=2^{q}, K=2^{k}$. Permutations of type $\left(I_{M} \otimes P_{4,2} \otimes I_{Q K}\right)$ can also be mapped onto the same $Q$-port structure, $M=2^{m}$. As an example, a 2-port realization of $\left(P_{4,2} \otimes I_{4}\right)$ is illustrated in Fig. 39(b).


Fig. 38. Permutations with DSD units: a) $J_{8}$, b) $J_{32}$, c) $I_{2} \otimes J_{16}$ and corresponding timing diagrams. c: control. clk: clock.


Fig. 39. Permutations with SEUs: a) $J_{16} \otimes I_{2}$ and b) $P_{4,2} \otimes I_{4}$ and corresponding timing diagrams. c: control. clk: clock.

### 4.2.2 Networks for Square Matrix Transpose

The decomposition of a square matrix transpose is given in (45). By assigning $q=0$ in (45), a decomposition for one-dimensional network is obtained. This contains only permutations of type $\left(I_{A} \otimes J_{K} \otimes I_{B}\right)$ which are realized by cascading $s$ SEUs in increasing order of size as in Fig. 40. Since the network will be used as a part of twodimensional networks, it is referred to as a sequential permutation network $\operatorname{SPN}_{S^{2}, S}$ for brevity.

By assigning $q=s$ in (45), a decomposition is obtained for a network where the number of ports equals to the stride. In the resulting decomposition, there are three different types of permutations to be realized. The permutation $\left(I_{2^{s-i-1}} \otimes J_{2^{s+i+1}}\right)$ over $2^{q}$ ports, $i<q$, can be realized with $2^{q-1} \mathrm{DSD}_{2^{s+i-q}}$ units in parallel. The other


Fig. 40. One-dimensional permutation network for square matrix transpose. $S=2^{s}$.


Fig. 41. Permutation network for $X \times X$ matrix transpose over $X$ ports. $X=2^{x}$. HW: hardwired permutation.
permutations, $\left(I_{2^{2 s-i-1}} \otimes J_{2^{i+1}}\right)$ and $\left(I_{2^{2 s-q}} \otimes P_{2^{q}, 2}\right)$, represent spatial permutations since their sizes are at most the number of ports; order of $J_{2^{i+1}}$ and $P_{2^{q}, 2}$ is at most $2^{q}, i<q$. Such permutations are realized with hardwirings. In Fig. 41, the resulting network for $X \times X$ matrix transpose over $X$ ports is depicted. The network will be used as a part of two-dimensional networks for power-of-two strides where it is referred to as a matrix transpose network $\left(\mathrm{MTN}_{X}\right)$ for brevity.

In cases where $0<q<s$, the decomposition in (45) is realized as depicted in Fig. 42. In the decomposition, the first term of type $\left(I_{A} \otimes J_{K} \otimes I_{B}\right)$ results in $s-q$ SEU stages. The other terms follow the realization of $X \times X$ matrix transpose network over $X$ ports, i.e., they result in $q$ stages of DSD units coupled with hardwired permutation stages.

### 4.2.3 Networks for Power-of-Two Strides

In (50), a stride-by- $S$ permutation of order $N$ is decomposed into smaller permutations of type $\left(I_{A} \otimes P_{4,2} \otimes I_{B}\right)$, which can be realized with consecutive SEUs, as depicted in Fig. 43. This network will also be used as a part of two-dimensional networks where it is referred to as $\operatorname{SPN}_{N, S}, N \neq S^{2}$.


Fig. 42. Principal block diagram of $2^{q}$-port network for $2^{s} \times 2^{s}$ matrix transpose. HW: hardwired permutation.


Fig. 43. One-dimensional stride permutation network for power-of-two strides. $N=2^{n}$. $S=$ $2^{s} . n \neq 2 s$.

The decomposition of stride permutations for two-dimensional networks in (62) is divided into three different cases. In Case $1, Q>N / R$, starting in opposite order, the first permutation to be made is ( $I_{2^{n-r}} \otimes P_{2^{r}, 2^{q+r-n}}$ ), which can be hardwired because the size of the permutation, $2^{r}$, is smaller than the number of ports according to Theorem 8. The next three terms are due to $2^{n-q} \times 2^{n-q}$ submatrix transposes, which can be done with $2^{q-n}$ parallel $\mathrm{MTN}_{2^{n-q}}$ units since $2^{n-q}$ is smaller than the number of ports according to Corollary 2. The final term $\left(I_{2^{n-q}} \otimes P_{2^{q}, 2^{r}}\right)$ can be hardwired since its size equals to the number of ports. A general block diagram of the resulting network is depicted in Fig. 44(a).

In Case $2, Q \leq N / R \wedge Q \geq R$, the first three terms correspond to submatrix transposes of size $2^{r} \times 2^{r}$ performed with $2^{q-r}$ parallel $\mathrm{MTN}_{2^{r}}$ units. The next permutation, $\left(I_{2^{n-q}} \otimes P_{2^{q}, 2^{r}}\right)$, can be hardwired since its size equals to the number of ports. The final permutation $\left(P_{2^{n-q}, 2^{r}} \otimes I_{2^{q}}\right)$ reorders $Q$-element blocks and can be realized with $2^{q}$ parallel $\mathrm{SPN}_{2^{n-q}, 2^{r}}$ units. The resulting network is depicted in Fig. 44(b).

In Case 3, $Q \leq N / R \wedge Q<R$, the first permutation to be made is $\left(I_{2^{n-q-r}} \otimes P_{2^{r}, 2^{r-q}} \otimes\right.$ $I_{2^{q}}$ ), which reorders the $Q$-element blocks. This permutation is realized with $2^{q}$ parallel $\mathrm{SPN}_{2^{r}, 2^{r-q}}$ units. The following $2^{q} \times 2^{q}$ submatrix transposes can be done with


Fig. 44. Principal block diagrams of two-dimensional permutation networks for a) Case 1,
b) Case 2, and c) Case 3. HW: hardwired permutation.
a $\mathrm{MTN}_{2^{q}}$ unit. The final term $\left(P_{2^{n-q}, 2^{r}} \otimes I_{2^{q}}\right)$ reorders $Q$-element blocks and thus it can be realized with $2^{q}$ parallel $\mathrm{SPN}_{2^{n-q}, 2^{r}}$ units. A block diagram of the network is illustrated in Fig. 44(c).

The given two-dimensional networks are described for the $P_{N, R}$ permutations. According to (51), the decompositions of such permutations are converted into decompositions of $P_{N, S}$ by the transpose, if $S \geq N / S$. As a result, each term in the decomposition is transposed and their order is reversed, which corresponds to reversing the data flow in the given networks. This operation is illustrated with fixed design parameters in the following.

Consider a stride-by-4 permutation of 32 elements is made over 16 ports, $P_{32,4}(16)$, i.e., the design parameters are $N=32, Q=16$, and $S=4$. According to (51), the modified stride $R=S=4$ thus the decomposition is made according to Case 1 since $Q>N / R$ resulting in $\left(I_{2} \otimes P_{16,4}\right)\left(I_{16} \otimes P_{2,2}\right) J_{32}\left(I_{16} \otimes J_{2}\right)\left(I_{8} \otimes P_{4,2}\right)$. By noting that $P_{2,2}$ and $J_{2}$ result in identity matrices, the decomposition can be simplified to $\left(I_{2} \otimes P_{16,4}\right) J_{32}\left(I_{8} \otimes P_{4,2}\right)$ and the corresponding network is depicted in Fig. 45(a). As shown, the only temporal permutations are $2 \times 2$ submatrix transposes, $J_{32}$, which are realized with eight parallel $\mathrm{MTN}_{2}$ units. The other terms represent spatial permutations and can be realized as hardwired.

Consider a stride-by- 8 permutation of 32 data elements made over 16 ports, i.e., $N=32, Q=16$, and $S=8$. In this case, the modified stride $R=4$ and thus the decomposition is exactly the same as in the previous example. By transposing it, the decomposition for $P_{32,8}(16)$ is obtained resulting in $\left(I_{8} \otimes P_{4,2}\right) J_{32}\left(I_{2} \otimes P_{16,4}\right)$. The corresponding network is depicted in Fig. 45(b). As seen, the network is obtained by reversing the network in Fig. 45(a).

Next, a stride-by- 4 permutation of 32 elements is made over four ports, $P_{32,4}(4)$, i.e., $N=32, Q=4$, and $S=R=4$. The decomposition is made according to Case 2 resulting in $\left(P_{8,4} \otimes I_{4}\right)\left(I_{8} \otimes P_{4,2}\right)\left(I_{2} \otimes J_{16}\right)\left(I_{8} \otimes J_{4}\right)\left(I_{4} \otimes J_{8}\right)$ and the corresponding network is given in Fig. 45(c). By transposing the decomposition, the decomposition for $P_{32,8}(4)$ is obtained as $\left(I_{4} \otimes J_{8}\right)\left(I_{8} \otimes J_{4}\right)\left(I_{2} \otimes J_{16}\right)\left(I_{8} \otimes P_{4,2}\right)\left(P_{8,2} \otimes I_{4}\right)$. The resulting network is depicted in Fig. 45(d).

In the last example, a stride-by-4 permutation of 32 elements is made over two ports, $P_{32,4}(2)$, i.e., $N=32, Q=2$, and $S=R=4$. The decomposition is made according to Case 3 resulting in $\left(P_{16,4} \otimes I_{2}\right)\left(I_{8} \otimes J_{4}\right)\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)$. By noting that terms $\left(P_{16,4} \otimes\right.$ $\left.I_{2}\right)$ and $\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)$ are actually temporal square matrix transposes, $\mathrm{SPN}_{2^{2 s}, 2^{s}}$ in Fig. 40 is used for their realizations. The resulting network shown in Fig. 45(e). By transposing the given decomposition, a decomposition for $P_{32,8}(2)$ is obtained as $\left(I_{4} \otimes P_{4,2} \otimes I_{2}\right)\left(I_{8} \otimes J_{4}\right)\left(P_{16,4} \otimes I_{2}\right)$, and the corresponding network is depicted in Fig. 45(f).

### 4.3 Complexity Analysis

The complexity of the networks is analysed according to the number of registers, $D$, and multiplexers, $M$. Thus, the complexity of $\mathrm{DSD}_{D}$ unit is $2 D$ registers and two multiplexers. Similarly, the complexity of $\mathrm{SEU}_{D}$ is $D$ registers and two multiplexers. In this section, the number of multiplexers and registers of the proposed networks are given. In order to show the area-efficiency of the proposed networks, the lower bound of register complexity in stride permutations is derived.

### 4.3.1 Lower Bound of Register Complexity

The minimum number of registers can be obtained with the methodology proposed by Parhi in [80], which is illustrated in Table 1. This methodology can be applied


Fig. 45. Permutation networks for: a) $P_{32,4}(16)$, b) $P_{32,8}(16)$, c) $P_{32,4}(4)$, d) $P_{32,8}(4)$, e) $P_{32,4}(2)$ and $\left.f\right) P_{32,8}(2)$ permutations.
to arbitrary permutations and it requires a new life time analysis of data elements whenever the permutation is changed. Based on such methodology, it is not convincing to claim that all the proposed networks reach the minimum register complexity. Therefore, closed-form expressions of the minimum number of registers in stride permutations are derived where the same parameters are used as in the proposed networks. This will prove the efficiency of the proposed networks in terms of register usage.

Consider a one-dimensional permutation network, which reads sequentially $N$ elements, reorders them, and writes the reordered elements sequentially out. Suppose the elements in the input and output sequences are in the same order, i.e., the network performs a stride-by-1 permutation. In such a case, it is obvious that no registers are needed since the input sequence can be passed directly to output. As the second example, suppose the network exchanges the first and the last element in the sequence, which implies that the first $N-1$ elements must be stored, the last element is passed from the input to output, and the stored elements are written out one by one. Permu-


Fig. 46. Determining the minimum number of registers in a) one-dimensional stride-by-S network and b) square matrix transpose network.
tation of the stored elements in such a case does not affect to the number of required registers, $N-1$. Thus, it can be concluded that the minimum number of registers in a one-dimensional permutation network equals to the maximum distance the element is moved in the sequence during the permutation. In the stride-by- $S$ permutations, such an element is the $(N-S)$ th element in the $N$-element input sequence.

The stride-by- $S$ permutation of $N$ elements with a one-dimensional network can be described with an $S \times N / S$ matrix shown in Fig. 46(a). The matrix is initialized with $N$ data elements written in column-wise, and the input and output data elements of the network are illustrated with the dashed and grey boxes, respectively. As shown, the input data sequence is represented by the elements in column-wise while the output sequence consists of elements taken in row-wise. In such a case, the elements in the input sequence are in stride-by-1 order and the elements of the output sequence in stride-by-S order. Note that the input and output sequences are continuous, i.e., in the one-dimensional networks the sequence takes $N$ clock cycles.

The $(N-S)$ th element in the input sequence, which has the maximum relocation distance, is illustrated with a black dot. Such element is passed straight to output when it is available in the input port. Meanwhile, when such bypassing occurs, the number of stored data elements in the network equal to the lower bound of the number of registers. In Fig. 46(a), the stored data is illustrated with a bolded line composing of overall $(S-1)(N / S-1)$ data elements, which is the lower bound of register complexity in one-dimensional stride-by- $S$ permutation networks.

Consider a square matrix transpose made over $Q$ ports, $Q \leq S$, depicted in Fig. 46(b). In this case, the input and output data consists of blocks of $Q$ elements. When the


Fig. 47. Determining the minimum number of registers for two-dimensional stride permutation networks in a) Case 1: $Q>N / R, b)$ Case 2: $(Q \leq N / R) \wedge(Q \geq R)$, and c) Case 3: $(Q \leq N / R) \wedge(Q<R)$.
input block contains an element with the maximum relocation distance, the element is passed to output and the rest $Q-1$ elements in the block are stored among the other $(S-1)^{2}$ elements, thus the lower bound for square matrix transpose networks is $(S-1)^{2}+Q-1$ registers.

Next, the lower bound of the number of registers is given for the two-dimensional stride-by- $R$ networks. The obtained lower bound is the same for the two-dimensional stride-by- $S$ networks since they are the same or reversed versions of stride-by- $R$ networks. Consider Case 1 depicted in Fig. 47(a). In this case, the element with the maximum relocation distance is in the last $Q$-element input block, and is outputted together with the elements in the first $Q R / N$ rows. Meanwhile, the other $N-Q$ elements must be stored, which is the lower bound of the number of registers in this case. Similar approach is used in Case 2 depicted in Fig. 47(b), where the lower bound of the number of registers is $N-N / R$. In Case 3 depicted in Fig. 47(c), the lower bound of the number of registers is $(R-1)(N / R-1)+Q-1$, i.e., $N-R-N / R+Q$.

### 4.3.2 Register and Multiplexer Complexities of Proposed Networks

The numbers of registers, $D$, and multiplexers, $M$, in the proposed networks can be determined from the given general block diagrams. In case of the square matrix transpose network in Fig. 42, the numbers of registers and multiplexers are given as follows.

$$
\begin{equation*}
D_{2^{2 s}, 2^{q}}=2^{2 s}-2^{s+1}+2^{q} ; \quad M_{2^{2 s}, 2^{q}}=(s-q) 2^{q+1}+q 2^{q} \tag{63}
\end{equation*}
$$

By comparing $D_{2^{2 s}, 2^{q}}$ to the derived lower bound for the square matrix transpose, $(S-1)^{2}+Q-1$, it can be seen that they are equal. Thus the proposed square matrix transpose networks meet the minimum register complexity.

By assigning $q=0$ in (63), the numbers of registers and multiplexers of the onedimensional square matrix transpose network in Fig. 40 are obtained. These are given as follows.

$$
\begin{equation*}
D_{\mathrm{SPN}_{2^{2 s}, 2^{s}}}=\left(2^{s}-1\right)^{2} ; \quad M_{\mathrm{SPN}_{2^{2 s}, 2^{s}}}=2^{s} \tag{64}
\end{equation*}
$$

Furthermore, by assigning $x=q=s$ in (63), the numbers of registers and multiplexers of the $\mathrm{MTN}_{2^{x}}$ network are obtained as follows.

$$
\begin{equation*}
D_{\mathrm{MTN}_{2^{x}}}=2^{2 x}-2^{x} ; \quad M_{\mathrm{MTN}_{2^{x}}}=x 2^{x} \tag{65}
\end{equation*}
$$

For the one-dimensional stride-by-S permutation network in Fig. 43, the numbers of registers and multiplexers are given as

$$
\begin{equation*}
D_{\mathrm{SPN}_{2^{n}, 2^{s}}}=\left(2^{s}-1\right)\left(2^{n-s}-1\right) ; \quad M_{\mathrm{SPN}_{2^{n}, 2^{s}}}=2 s(n-s) . \tag{66}
\end{equation*}
$$

By comparing $D_{\mathrm{SPN}_{2^{n}, 2^{s}}}$ to the derived lower bound, $(S-1)(N / S-1)$, it can be seen that they are equal, and thus it can be concluded that the proposed $\operatorname{SPN}_{2^{n}, 2^{s}}$ network has the minimum register complexity.

Finally, the complexities of two-dimensional stride-by-two permutation networks in Fig. 44 are given as

$$
\begin{align*}
& M_{2^{n}, 2^{r}, 2^{q}}= \begin{cases}2^{2 q-n} M_{\mathrm{MTN}_{2^{n-q}}}, & Q>N / R \\
2^{q-r} M_{\mathrm{MTN}_{2^{r}}}+2^{q} M_{\mathrm{SPN}_{2^{n-q}, 2^{r}}}, & Q \leq N / R \wedge Q \geq R \\
2^{q} M_{\mathrm{SPN}_{2^{r}, 2^{r-q}}}+M_{\mathrm{MTN}_{2} q}+2^{q} M_{\mathrm{SPN}_{2^{n-q}, 2^{r}}}, & Q \leq N / R \wedge Q<R\end{cases}  \tag{67}\\
& D_{2^{n}, 2^{r}, 2^{q}}= \begin{cases}2^{2 q-n} D_{\mathrm{MTN}_{2^{n-q}}}, & Q>N / R \\
2^{q-r} D_{\mathrm{MTN}_{2^{r}}}+2^{q} D_{\mathrm{SPN}_{2^{n-q}, 2^{r}}}, & Q \leq N / R \wedge Q \geq R \\
2^{q} D_{\mathrm{SPN}_{2^{r}, 2^{r-q}}}+D_{\mathrm{MTN}_{2^{q}}}+2^{q} D_{\mathrm{SPN}_{2^{n-q}, 2^{r}}}, & Q \leq N / R \wedge Q<R .\end{cases} \tag{68}
\end{align*}
$$

Consider Case 1, $Q>N / R$, in (68). By rewriting $D_{2^{n}, 2^{r}, 2^{q}}$ as

$$
\begin{align*}
D_{2^{n}, 2^{r}, 2^{q}} & =2^{2 q-n} D_{\mathrm{MTN}_{2^{n-q}}} \\
& =2^{2 q-n}\left(2^{2(n-q)}-2^{n-q}\right) \\
& =2^{n}-2^{q}=N-Q, \quad Q>N / R, \tag{69}
\end{align*}
$$

it can be concluded that the proposed network in Case 1 results in the derived minimum number of registers, $N-Q$.

Consider Case 2, $Q \leq N / R \wedge Q \geq R$, in (68). By rewriting $D_{2^{n}, 2^{r}, 2^{q}}$ as

$$
\begin{align*}
D_{2^{n}, 2^{r}, 2^{q}} & =2^{q-r} D_{\mathrm{MTN}_{2^{r}}}+2^{q} D_{\mathrm{SPN}_{2^{n-q}, 2^{r}}} \\
& =2^{q-r}\left(2^{2 r}-2^{r}\right)+2^{q}\left(2^{r}-1\right)\left(2^{n-q-r}-1\right) \\
& =2^{q+r}-2^{q}+2^{n}-2^{q+r}-2^{n-r}+2^{q} \\
& =2^{n}-2^{n-r}=N-N / R, \quad(Q \leq N / R) \wedge(Q \geq R), \tag{70}
\end{align*}
$$

it can be seen that it equals to the derived minimum number of registers, $N-N / R$.
Finally, consider Case $3, Q \leq N / R \wedge Q<R$, in (68). In this case, the derived lower bound of the number of registers is $N-R-N / R+Q$. By rewriting the $D_{2^{n}, 2^{r}, 2^{q}}$, in (68) as

$$
\begin{align*}
D_{2^{n}, 2^{r}, 2^{q}} & =2^{q} D_{\mathrm{SPN}_{2^{r}, 2^{r-q}}}+D_{\mathrm{MTN}_{2 q} q}+2^{q} D_{\mathrm{SPN}_{2^{n-q}, 2^{r}}} \\
& =2^{q}\left(2^{r-q}-1\right)\left(2^{q}-1\right)+2^{2 q}-2^{q}+2^{q}\left(2^{r}-1\right)\left(2^{n-q-r}-1\right) \\
& =2^{q+r}-2^{r}-2^{2 q}+2^{q}+2^{2 q}-2^{q}+2^{n}-2^{r+q}-2^{n-r}+2^{q} \\
& =2^{n}-2^{r}-2^{n-r}+2^{q} \\
& =N-R-N / R+Q, \quad(Q \leq N / R) \wedge(Q<R), \tag{71}
\end{align*}
$$

it can be seen that it equals to the lower bound. Thus, it can be concluded that all the proposed networks have the minimum register complexity.

Based on the given numbers of registers $D$, the latency $L$ of the proposed networks is given as

$$
\begin{equation*}
L=\lceil D / Q\rceil . \tag{72}
\end{equation*}
$$

Table 2. Comparison of permutation networks realizing $2^{s} \times 2^{s}$ matrix transpose. $Q:$ number of ports. D: number of registers. M: number of 2-to-1 muxes. L: latency.

| $\#$ | $[59]$ | $[96]$ | $[\mathrm{P} 2]$ | $[80]$ | Proposed | $[16]$ | Proposed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Q$ | 1 | 1 | 1 | 1 | 1 | $2^{s}$ | $2^{s}$ |
| $D$ | $2^{2 s+1}$ | $\frac{3}{2} 2^{2 s}-2$ | $\left(2^{s}-1\right)^{2}$ | $\left(2^{s}-1\right)^{2}$ | $\left(2^{s}-1\right)^{2}$ | $2^{2 s}-2^{s}$ | $2^{2 s}-2^{s}$ |
| $M$ | $2^{2 s}-1$ | $8 s-2$ | $2 s^{2}$ | $2\left(2^{s}-1\right)$ | $2 s$ | $s 2^{s}$ | $s 2^{s}$ |
| $L$ | $2^{2 s}+1$ | $2^{2 s}+1$ | $\left(2^{s}-1\right)^{2}$ | $\left(2^{s}-1\right)^{2}$ | $\left(2^{s}-1\right)^{2}$ | $2^{s}-1$ | $2^{s}-1$ |

### 4.4 Comparison

The proposed permutation networks are compared in the following against the state-of-the-art networks reviewed in Chapter 3. In Table 2, the comparison of the square matrix transpose networks is given. In case of the one-dimensional networks, $Q=1$, it can be concluded that the proposed $\mathrm{SPN}_{2^{2 s}, 2^{s}}$ network results in less complexity than the other one-dimensional networks in terms of the number of multiplexers and registers. From the proposed two-dimensional square matrix transpose networks, $\mathrm{MTN}_{2^{2 s}}$ is taken as an another example. As seen, the complexity of $\mathrm{MTN}_{2^{2 s}}$ equals to the network of Carlach et al. in [16]. However, the network supports only $S \times S$ transposes over $S$ ports while the proposed networks support the transposes over $Q$ ports, $Q=2^{q}, 0 \leq q \leq 2 s$.

For other strides permutation networks, the results are shown in Table 3. In this case, the results cannot be given in general form as in the previous square matrix transposes due to variations in the network generation procedures. Instead, the comparison is made with fixed parameters, i.e., the sequence size, stride and number of ports are fixed. All the compared networks reach the theoretical lower bound on register complexity. However, the design methodologies differ which has also an effect on the network topologies. In [6, 104], a heuristic design methodology is used for determining the number of multiplexers and their placement as well as the register and multiplexer interconnections. A drawback of networks in [6] is that they cannot be used when the number of ports is less than the stride. In the proposed and Parhi's networks [80], a systematic design methodology is employed. Such design methodology is applicable to automated design procedures whereas the heuristic design methodology may be too complex. However, the topologies of the Parhi's networks are strictly one-dimensional.

Table 3. Comparison of power-of-two stride permutation networks all resulting in minimum register complexity. NA: not applicable. D: number of registers. M: number of 2-to-1 multiplexers.

| Stride permutation | $P_{16,4}(4)$ | $P_{32,2}(2)$ | $P_{32,4}(4)$ | $P_{64,8}(8)$ | $P_{16,4}(1)$ | $P_{32,2}(1)$ | $P_{32,4}(1)$ | $P_{64,8}(1)$ | Design <br> methodology |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M$ |  |  |  |  |  |  |  |  |  |
| $[6]$ | 12 | 30 | 40 | 56 | NA | NA | NA | NA | heuristic <br> heuristic |
| $[104]$ | 16 |  |  |  | 23 |  |  |  |  |
| $[80]$ | NA | NA | NA | NA | 6 | 30 | 32 | 14 | systematic |
| Proposed | 8 | 14 | 24 | 24 | 4 | 8 | 12 | 6 | systematic |
| $D$ | 12 | 16 | 24 | 56 | 9 | 15 | 32 | 49 |  |

### 4.5 Summary

To conclude this chapter, the main results are summarized. In this chapter, a systematic design methodology for register-based power-of-two stride permutation networks was proposed. The networks were derived based on the decompositions of stride permutation matrices into smaller, more efficiently implementable permutations. The permutations were represented with Boolean matrices and the obtained decompositions were mapped directly onto hardware structures consisting of interconnection wirings, registers, and multiplexers.

The number of registers in the networks was shown to be equal to the derived theoretical lower bound. In addition, the number of multiplexers was shown to be lower than in the other state-of-the-art networks. The attractive feature of the proposed networks is that they can be generated without heuristics. Such a property is useful especially in an automated design generation.

## 5. MEMORY-BASED STRIDE PERMUTATION NETWORKS

When permuted data sequences are long and considerable amount of storage is required, memory-based permutation networks are better alternatives than register-based networks. In the memory-based approach, the data is split into several parallel memories, which are accessed concurrently. When the scheme uses only one memory location per data element, it is referred to as an in-place scheme. As a drawback, in-place schemes tend to have more complex control generation and interconnection networks.

The aim in this chapter is to design systematic parallel memory access schemes for stride permutations. Since the complexity in such schemes comprises of control complexity and interconnection complexity, solutions for these two problems are provided in the following. As the first proposal, a scheme resulting in simple control generation is developed. The scheme uses an in-place data storage and supports all power-of-two stride permutation accesses. The second proposed scheme simplifies the interconnection complexity by minimizing the different connection patterns between the processing elements and memory modules. Similarly to the first scheme, it uses also an in-place data storage method and supports all power-of-two stride permutations.

The outline of this chapter is the following. First the low control complexity scheme is to be developed. Initial assumptions are given followed by the definition of the scheme. Then, validation of the scheme and an address generator are discussed. As the second proposal, the low interconnection complexity scheme is to be developed followed by a design example, row address generation, and complexity evaluation. Then both the schemes are compared against the earlier published schemes. The chapter is closed with a brief summary.

### 5.1 Low Control Complexity Scheme

Based on the review of different memory access schemes in Chapter 3, it was concluded that when an $N$-element data array is accessed according to a stride permutation, there is a need to support several strides. Often the array lengths are powers-of-two which implies that all the power-of-two strides from 1 to $N / 2$ need to be supported. Furthermore, the numbers of system elements, e.g., processing elements or memory modules, are often powers-of-two.

In this section, a conflict-free parallel access scheme supporting power-of-two stride permutations is proposed. The aim in designing of the scheme is at low control complexity, hence the name low control complexity scheme. Since the parallel computation of radix- $K$ algorithms has been used as the main motivation throughout the thesis, a principal block diagram of the low control complexity scheme for such computation is illustrated in Fig. 48. In this case, an $N$-element data array is stored into $Q$ parallel dual-port memory modules of size $N / Q$, which are accessed concurrently. The computation is managed with $Q / K$ parallel processing elements, each with $K$ inputs and outputs, which require that the input data is in stride-by- $S$ order, thus the $Q$ input data elements must be reordered with a switching network. The results of computations are reordered with another switching network before their storage into the memory modules.

The proposed method is based on linear transformations since they suit well to systems with a power-of-two number of memory modules. Although Theorem 7 suggests that a conflict-free access scheme supporting multiple strides cannot be designed, the constraints may be relaxed with the following assumptions: a) the array length is constant and power-of-two, $N=2^{n}$, b) the array is stored in $n$-word boundaries, c) the number of memory modules is a power-of-two, $Q=2^{q}$, and d) the strides in stride permutation access are powers-of-two, $S=2^{s}$. Assumption a) implies that constraints on the initial address need to be set resulting in the assumption b). Such a constraint has already been used in several commercial DSP processors for performing circular addressing [62]. Assumption c) implies that the address mapping should produce a $q$-bit memory module address and a $(n-q)$-bit row address. Assumption d) is actually a practical assumption in digital systems.


Fig. 48. Block diagram of radix-K computation kernel for low control complexity scheme. B: dual-port memory module. PE: processing element. $N=2^{n}, Q=2^{q}, K=2^{k}$.

### 5.1.1 Access Scheme

To start with, a row address $r a=\left(r a_{n-q-1}, r a_{n-q-2}, \ldots, r a_{0}\right)^{T}$ can be obtained according to (29) by extracting the $(n-q)$ most significant bits from the address $a$ :

$$
\begin{equation*}
r a_{i}=a_{i+q}, \quad i=0,1, \ldots, n-q-1 . \tag{73}
\end{equation*}
$$

The given assumptions define that the transformation matrices will be specific for each array length $N$ and the number of modules $Q$. However, the stride is not anymore a parameter for the matrix. Therefore, a new notation is given for the linear transformation matrix: $T_{N, Q}$, which defines clearly the array length and number of modules.

In the following, the linear transformation matrix $T_{N, Q}$ is determined based on the other earlier reported transformation matrices reviewed in Chapter 3. The discussion in Chapter 3 relating to the example in Fig. 20 implies that the periodicity of the linear transformation scheme used in the example is not large enough, which is seen by comparing the order of elements in each row; the ordering repeats after the fourth column, i.e., the period is 16 . This is due to the fact that the module address is generated by using only four bits from the address. As a solution, the periodicity can be increased by adding the number of bits affecting the module address. This is already suggested by Valero et al. [115] for unmatched memory systems but the additional bit fields are only copied, not included into the bit-wise XOR operations. A special case of perfect shuffle access was proposed by Cohen [23], where two elements are accessed from a two-memory system, $Q=2$. In such a case, the module
a)


b) | $m a$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: | :---: | :---: | $\mathbf{3}$

Fig. 49. Access scheme for 64-element array on 4-module system corresponding to transformation matrix in (74): a) module address generation and b) contents of memory modules.
address is defined by the parity of the address, thus the transformation matrix $T_{2^{n}, 2}$ is a vector of $n$ elements of 1 's. This implies that the additional bits should be included into the bit-wise XOR operations, i.e., each row in $T_{N, Q}$ should contain multiple 1's.

Harper suggested the use of diagonals in [45] thus the obvious solution would be to add diagonals to $T$. This approach is illustrated with an example where a 64-element array is distributed over four memory modules resulting in the transformation matrix $T_{64,4}$,

$$
T_{64,4}=\left(\begin{array}{cccccc}
1 & 0 & 1 & 0 & 1 & 0  \tag{74}\\
0 & 1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

This will result in the storage depicted in Fig. 49 and it is easy to see that all the stride permutation accesses with power-of-two strides from 1 to 32 are conflict-free. Performed simulations verified that the transformation matrix can be designed by filling the matrix with $q \times q$ diagonals in cases where $n$ rem $q=0$; transformation matrices $T_{i 2^{q}, 2^{q}}$ can be obtained by concatenating $i$ identity matrices $I_{q}$.

The next question is how the matrix is formed in other cases, i.e., when $n$ rem $q \neq 0$. For this purpose, additional 1's need to be included into $T_{N, Q}$. Harper [45] added such 1's as diagonals or antidiagonals off from the main diagonals. Sohi proposed in [101] an approach where the main diagonals may contain 0's thus the additional 1 's are spread over the matrix for fulfilling the full rank requirement. As a drawback of such a method, the rows may contain large number of ones, thus the number of
bits needed in XOR-operations is increased. The effect is even worse in the scheme proposed by Norton and Melton [78] where the rows may contain different number of 1 's; one row is full of 1 's, another contains only a single 1 . From the implementation point of view, this is extremely uncomfortable when several array lengths need to be supported since the transformation matrix will be different for each array length. In such a case, the number of bits XOR'ed together varies from 1 to $n$.

The previous discussion implies that the additional bits should be concentrated to the right part of $T_{N, Q}$, i.e., to $T_{L}$ in the original matrix $T$ in (30). Such an arrangement eases the configuration of the address generation when the array length changes. If the 1 's are in matrix $T_{H}$, the address bits $a_{i}$, which need to be included into XOR operations may change requiring multiplexing. Now, if all the configurations are performed for the least significant bits of $a$, these are always in the same position independent on the array length.

Therefore, in cases where $n$ rem $q \neq 0$, the transformation matrix is filled with diagonals starting from the right lower corner and, if there is not enough space available in the left of the matrix, a partial diagonal is placed. The remaining partial diagonal wraps back to the right and the filling is started from the rightmost column of $T_{N, Q}$ in a row, which is above the row where the last 1 in the leftmost column was placed. If the diagonal will hit the top row, it will be continued from the bottom row in the preceding column. All in all, $\left(n+q-\operatorname{gcd}\left(q,<n>_{q}\right)\right)$ ones will be used in $T_{2^{n}, 2^{q}}$ where $\operatorname{gcd}(\cdot)$ is the greatest common denominator and $<\cdot>_{x}$ is the modulo $x$. The entire access scheme can be formalized as follows:

$$
\begin{align*}
m a_{i} & =\bigoplus_{k=0}^{l_{n, q}(i)} a_{<j q+i>_{n}}, i=0,1, \ldots, q-1 \\
l_{n, q}(i) & =\left\lfloor\left(n+q-\operatorname{gcd}\left(q,<n>_{q}\right)-i-1\right) / q\right\rfloor \tag{75}
\end{align*}
$$

where $\oplus$ denotes bit-wise XOR operation. The row address is obtained according to (73).

This approach provides a solution to the example shown in Fig. 20 and results in the transformation matrix $T_{32,4}$,

$$
T_{32,4}=\left(\begin{array}{ccccc}
0 & 1 & 0 & 1 & 1  \tag{76}\\
1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The contents of the memory modules stored according to $T_{32,4}$ is illustrated in Fig. 50.
a)

b

b) | $m a$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| ---: | :---: | :---: | :---: |
| 0 | $\mathbf{3}$ |  |  |
| 7 | 3 | 2 | 1 |
| 10 | 9 | 8 | 6 |
| 13 | 14 | 15 | 12 |
| 19 | 16 | 17 | 18 |
| 20 | 23 | 22 | 21 |
| 25 | 26 | 27 | 24 |
| 30 | 29 | 28 | 31 |

Fig. 50. Access scheme for 32-element array on 4-module system corresponding to transformation matrix in (76): a) module address generation and b) contents of memory modules.

It can be seen that the all the following stride permutation accesses are supported;

$$
\begin{aligned}
& P_{32,1}:([0,1,2,3],[4,5,6,7],[8,9,10,11],[12,13,14,15] \\
& [16,17,18,19],[20,21,22,23],[24,25,26,27],[28,29,30,31]) \\
& P_{32,2}:([0,2,4,6],[8,10,12,14],[16,18,20,22],[24,26,28,30] \\
& [1,3,5,7],[9,11,13,15],[17,19,21,23],[25,27,29,31]) \\
& P_{32,4}:([0,4,8,12],[16,20,24,28],[1,5,9,13] \\
& [17,21,25,29],[2,6,10,14],[18,22,26,30],[3,7,11,15],[19,23,27,31]) \\
& P_{32,8}:([0,8,16,24],[1,9,17,25],[2,10,18,26] \\
& [3,11,19,27],[4,12,20,28],[5,13,21,29],[6,14,22,30],[7,15,23,31]) \\
& P_{32,16}:([0,16,1,17],[2,18,3,19],[4,20,5,21] \\
& [6,22,7,23],[8,24,9,25],[10,26,11,27],[12,28,13,29],[14,30,15,31])
\end{aligned}
$$

i.e., all the power-of-two strides from 1 to $N / 2$ are conflict-free. Also bit reversal access is supported, e.g., $([0,16,8,24],[4,20,12,28],[2,18,10,26],[6,22,14,30]$, $[1,17,9,25],[5,21,13,29],[3,19,11,27],[7,23,15,31])$.

The presented access scheme has been verified with simulations by generating storage organizations and verifying that each access is conflict-free. For a given array length $N=2^{n}$, the number of memory modules $Q$ was varied to cover all the possible numbers of powers-of-two, i.e., $Q=2^{0}, 2^{1}, \ldots, 2^{n-1}$. For each parameter pair $(N, Q)$,
all the stride permutation accesses were performed with strides covering all the possible powers-of-two: $S=2^{0}, 2^{1}, \ldots, 2^{n-1}$ and each parallel access was verified to be conflict-free. Similarly, the bit reversal accesses were verified to be conflict-free. The power-of-two array lengths were iterated from $2^{1}$ to $2^{20}$. Since no conflicts were found, it can be stated that the presented access scheme provides conflict-free stride permutation and bit reversal accesses in practical cases. Thus, the scheme supports two main access schemes present in FFT computations: stride permutation and bit reversal.

### 5.1.2 Row Address Generation

Before going into implementations, the effect of varying $N$ on the structure of $T_{N, Q}$ is studied. Since the number of modules is determined during the design time, $Q$ is a constant. As an example, module transformation matrices for 16 and 64-module systems are illustrated in Fig. 51. As the first remark, the matrices contain two principal diagonal structures: concatenated diagonals from the bottom-right corner to left and additional off-diagonals. The concatenated diagonals imply that the address $a$ should be divided into $q$-bit fields and a bit-wise XOR is performed between these fields. Since the concatenated diagonals in the matrix for a shorter array are included in the matrix for longer arrays, several array lengths can be supported easily; shorter arrays can be supported by feeding 0's to the most significant address bits.

The second remark is that the off-diagonals affect at most the $q-1$ least significant bits of the address $a$. In fact, (75) dictates that the number of 1's in off-diagonals is $q-\operatorname{gcd}\left(q,<n>_{q}\right)$. The structure of off-diagonals depends on the relation between $n$ and $q$ but, since $q$ is constant, the structure depends on the array length only. However, there are only $q$ different structures; the off-diagonal structure has periodic behavior when the array length is increasing. In Fig. 51, one complete period is shown and $T_{8192,64}$ would have the same off-diagonal structure as $T_{128,64}$. The structure of off-diagonals implies that several array lengths can be supported if a predetermined control word configures additional hardware to perform the functionality of the off-diagonals. Such a configuration is actually simple by noting that the form of off-diagonals in different array lengths indicates rotation of the least significant bits in $a$. The number of bits rotated depends on the relation between $n$ and $q$.

$$
\begin{aligned}
& \text { a) }
\end{aligned}
$$

Fig. 51. Transformation matrices for module address generation in: a) 16 and b) 64-module systems.

According to the previous remarks, the computation of the module address $m a$ is given as follows. First, the address $a$ is divided into $q$-bit fields, $F^{i}$, starting from the least significant bit of $a$, i.e., $F^{i}=\left(a_{i q+q-1}, a_{i q+q-2}, \ldots, a_{i q+1}, a_{i q}\right)^{T}$. If $e=<n>_{q}>$ 0 , the $e$ most significant bits of $a$ exceeding the $q$-bit block border are extracted as a bit vector $L$, i.e.,

$$
\begin{equation*}
L=\left(a_{n-1}, a_{n-2}, \ldots, a_{n-e}\right)^{T} \tag{77}
\end{equation*}
$$

Next, a $q$-bit field $X=\left(x_{q-1}, x_{q-2}, \ldots, x_{0}\right)$ is formed by extracting the $(q-\operatorname{gcd}(q, e))$ least significant bits of the address $a$ and placing zeros to the most significant bits;

$$
\begin{equation*}
X=\left(0, \ldots, 0, a_{q-\operatorname{gcd}(q, e)-1}, \ldots, a_{1}, a_{0}\right)^{T} \tag{78}
\end{equation*}
$$

The $X$ is rotated $g=<n-q>_{q}$ bits left to obtain a bit vector $O=\left(o_{q-1}, \ldots, o_{0}\right)^{T}$,
i.e.,

$$
\begin{equation*}
O=\operatorname{rot}_{<n-q>_{q}}(X) \tag{79}
\end{equation*}
$$

where $\operatorname{rot}_{g}(\cdot)$ denotes $g$-bit left rotation (circular shift) of the given bit vector, i.e.,

$$
\begin{align*}
& \operatorname{rot}_{g}\left(\left(a_{k-1}, a_{k-2}, \ldots, a_{0}\right)^{T}\right)= \\
& \left(a_{k-g-1}, a_{k-g-2}, \ldots, a_{0}, a_{k-1}, \ldots, a_{k-g+1}, a_{k-g}\right)^{T} \tag{80}
\end{align*}
$$

Finally the module address $m a$ is obtained by performing bit-wise XOR operation between the vectors $F_{i}, X$, and $L$ :

$$
m a_{i}= \begin{cases}o_{i} \oplus\left(\bigoplus_{j=0}^{\lfloor n / q\rfloor-1} a_{j q+i}\right), & i \geq e  \tag{81}\\ l_{i} \oplus o_{i} \oplus\left(\bigoplus_{j=0}^{\lfloor n / q\rfloor-1} a_{j q+i}\right), & i<e\end{cases}
$$

A block diagram of the module address generation according to the previous interpretation is illustrated in Fig. 52. This block diagram contains a rotation unit shown in Fig. 53, which computes the vector $O$. The unit obtains $q-1$ least significant bits of $a$ as an input and the $\operatorname{gcd}(q, e)-1$ most significant bits of input are zeroed, thus the $q-\operatorname{gcd}(q, e)$ least significant bits are passed through, to form a $q$-bit vector $X=\left(0, \ldots, 0, a_{q-\operatorname{gcd}(q, e)-1}, a_{q-\operatorname{gcd}(q, e)-2}, \ldots, a_{1}, a_{0}\right)^{T}$. These bits can be selected with the aid of a bit vector $\left.f=\left(f_{q-2}, \ldots, f_{1}, f_{0}\right)\right)^{T}$, where the $q-\operatorname{gcd}(q, e)$ least significant bits are 1 's and the $\operatorname{gcd}(q, e)-1$ most significant bits are 0 's. A bit-wise AND operation is performed with the input vector and the obtained vector $X$ is then rotated $g$ bits to the left, the $q$-bit vector $O$ is obtained.

### 5.2 Low Interconnection Complexity Scheme

In this section, a scheme is developed, which reduces interconnection complexity between processing elements and parallel memory modules. The previous scheme required two switching networks, which performed several connection patterns for data permutations. In order to simplify these networks, the number of connection patterns should be minimized, which is the approach exploited in this scheme. However, it may require more complex address generation than in the previous scheme. A principal block diagram of the structure the proposed scheme is aimed at is illustrated in Fig. 54. As seen the number of switching networks has been reduced to one.


Fig. 52. Block diagram of module address generation in low control complexity scheme. Rctrl: rotation control. FSctrl: field selection control.


Fig. 53. Block diagram of rotation unit in module address generation.


Fig. 54. Block diagram of radix-K computation kernel for low interconnection complexity scheme. PE: processing element. B: dual-port memory module. $Q$ : number of memory modules. $Q=2^{q}$. $K=2^{k}$.

By investigating a signal flow graph whose computation is managed with radix- $2^{k}$ processing elements, it can be seen that each such element has $2^{k}$ input and output operands. By allowing the operands to deviate from the initial order, it may be possible to simplify the overall permutations when accessing them in memory modules. Similarly, the order of computation can be changed, i.e., it is not necessary to compute the computational nodes from top to bottom order in the signal flow graph. Exploiting these two remarks cause that the permutation between the computational stages will be altered from the original stride permutation. However, if such changes reduce the interconnection complexity with little additional costs in row address generation, it may be attractive especially when the parallelism of computation is large.

### 5.2.1 Operation Scheduling

Consider a radix- $2^{k}, N$-element signal flow graph, where all the operations in a computation stage are computed at a time, i.e., $Q=N$. In such a case, the data elements are read in $F=\left(F_{0}, F_{1}, \ldots, F_{N-1}\right)^{T}$ order where $F_{a}=d_{f(a)}^{t-1}$, and $d_{i}^{t}$ denotes the $i$ th data element at stage $t$. After computations, the resulting data elements are in $G=\left(G_{0}, G_{1}, \ldots, G_{N-1}\right)^{T}$ order where $G_{a}=d_{g(a)}^{t}$. The mapping functions used for definition of $F$ and $G$ are $f(a)$ and $g(a)$, respectively, and they are defined as

$$
\begin{align*}
f(a)= & <a 2^{n-k}>_{2^{n}}+\left\lfloor a 2^{n-k} / 2^{n}\right\rfloor  \tag{82}\\
g(a)= & a,  \tag{83}\\
& \text { for } a=0,1, \ldots, 2^{n}-1 .
\end{align*}
$$



Fig. 55. Operation scheduling in case $n=5, k=1$, and $q=2$ : a) initial computation stage, b) proposed changes, c) after rescheduling, d) mapping onto two processing elements. F: data element read order. G: data element write order. H: data element storage order. PE: processing element. B: memory module. SN: switching network.

In other words, the data elements are read in stride-by- $2^{(n-k)}$ order while the resulting data appear in stride-by-1 order [1,13]. An example of the computation stage, where data elements are read in stride-by-16 order, is shown in Fig. 55. In such a case, the orders of data element read and write are given with $F$ and $G$, respectively.

By reducing the parallelism of computation $(Q<N)$, the complexity of interconnections increases. In order to simplify these interconnections, the following approach is proposed. First, the PE inputs are directly connected to $Q$ memory modules, which implies that the switching network between the memory modules and PEs inputs is discarded. In addition, $F$ and $G$ are reordered by redefining the mapping functions $f(a)$ and $g(a)$ through linear transformations, hence $a$ is expressed in binary notation as $a=\left(a_{n-1}, \ldots, a_{1}, a_{0}\right)^{T}$ where $a_{n-1}$ refers to the most significant bit. The trans-
formation is based on Boolean matrices $X, Y$, and $Z$ and arithmetic operations are defined over the Galois field $\operatorname{GF}(2)$ where multiplication and addition correspond to bitwise AND and XOR operations, respectively. The new mapping functions are:

$$
\begin{align*}
f^{\prime}(a) & =X a  \tag{84}\\
g^{\prime}(a) & =Y a \tag{85}
\end{align*}
$$

As a result, the input data elements are read in $F^{\prime}$ order, $F_{a}^{\prime}=d_{f^{\prime}(a)}^{t-1}$, while the resulting data elements appear in $G^{\prime}$ order, $G_{a}^{\prime}=d_{g^{\prime}(a)}^{t}$. Furthermore, the resulting data elements are ordered into $H=\left(H_{0}, H_{1}, \ldots, H_{N-1}\right)^{T}$ where $H_{h(a)}=d_{a}^{t}$,

$$
\begin{equation*}
h(a)=Z a \tag{86}
\end{equation*}
$$

From $H$, the data elements are stored in blocks of $Q$ into the memory modules.
In Fig. 55, the operation rescheduling is shown for 32-element array computed with two radix-2 PEs. Initially, the input data is read in stride-by- 16 order while the results are given in stride-by-1 order, as depicted in Fig. 55(a). These orders are now changed by the operation rescheduling. The arrows in Fig. 55(b) indicate the swapping of data elements and the framed PEs represent the change in the PEs' order from the initial top to bottom order. The result is depicted in Fig. 55(c), which can be mapped onto two PEs, as shown in Fig. 55(d). As a benefit of the rescheduling, the number of different connection patterns is reduced to two, which can be realized with a single switching network requiring only four 2-to-1 multiplexers in this case.

The construction of the transformation matrices $X, Y$, and $Z$ is described in the following where $[X]_{i, j}$ represents an entry at row $i$ and column $j$, and $[X]_{0,0}$ is in the lower right corner of the matrix. A matrix with $i$ rows and $j$ columns and full of zeros or ones is denoted as $0_{i \times j}$ or $1_{i \times j}$, respectively. An identity matrix of order $i$ is denoted as $I_{i}$. Let us first define a $q \times n$ matrix $T$ as

$$
\begin{equation*}
T=\left(U, 1_{1 \times\lfloor n / q\rfloor} \otimes I_{q}\right), \tag{87}
\end{equation*}
$$

where $U$ is a $q \times<n>_{q}$ matrix defined as

$$
[U]_{i, j}= \begin{cases}1, & \left(j=<i>_{n-q}\right) \wedge(1<n / q<2)  \tag{88}\\ 0, & \text { otherwise }\end{cases}
$$

Eg., if $n=5$, and $q=2$ the matrix $T$ will be

$$
T=\left(\begin{array}{ccccc}
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

Next, the transformation matrix $Y$ is defined with the aid of $T$ as

$$
Y=\left(\begin{array}{c:c}
I_{n-q} & 0_{n-q \times q}  \tag{89}\\
\hdashline T
\end{array}\right),
$$

which, in case of $n=5$, and $q=2$, is

$$
Y=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The transformation matrix $X$ is derived from $Y$ as

$$
\begin{equation*}
[X]_{i, j}=[Y]_{<i-k>_{n}, j}, \tag{90}
\end{equation*}
$$

which, in case $n=5, q=2$, and $k=1$, becomes

$$
X=\left(\begin{array}{lllll}
0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0
\end{array}\right)
$$

For the definition of the transformation matrix $Z$, the matrix $T$ is modified as

$$
\begin{equation*}
\left[T^{\prime}\right]_{i, j}=[T]_{i,<j-k>_{n}} \tag{91}
\end{equation*}
$$

and is then used as a part of $Z$ as

$$
Z=\left(\begin{array}{c:c}
I_{n-q} & 0_{n-q \times q}  \tag{92}\\
\hdashline T^{\prime}
\end{array}\right) .
$$

Hence, the transformation matrix $Z$ in case of $n=5, q=2$, and $k=1$ is

$$
Z=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0
\end{array}\right)
$$

The generation of the transformation matrices $X, Y$, and $Z$ can also be given as the following procedure:

1. Initialize $X, Y$, and $Z$ as identity matrices of order $n$.
2. Define matrix $T$ according to (87).
3. Replace the lowest $q$ rows in $X$ and $Y$ with $T$.
4. Shift the rows in $X$ cyclically by $k$ downwards.
5. Shift the columns in $T$ cyclically by $k$ rightwards.
6. Replace the lowest $q$ rows in $Z$ with $T$.

### 5.2.2 Row Address Generation

The operation scheduling defines the data allocation to memory modules and, furthermore, the order the data appear at the PEs' input/output ports. As the input ports are directly connected to the memory modules, the row address generator is responsible for providing the addresses for $Q$ memory modules such that the processing elements receive the data elements in correct order. In case of a full column structure, i.e., $Q=N$, no storage is needed and thus no row address needs to be computed. Let $A^{(t, i, j)}$ be the row address for module $i$ at $j$ th data element access at computation stage $t$.

The row addresses for $Q$ memory modules are constructed in the following where $x \gg y$ is a cyclic shift of $x$ by $y$ bits towards least significant bit (LSB), and $x \oplus y$ represents a bitwise XOR of $x$ and $y$ :

1. Compute the base address

$$
\begin{equation*}
C^{(t, j)}=j \gg k t \tag{93}
\end{equation*}
$$

where $j=0,1, \ldots, 2^{n-q}-1$.
2. Define $(n-q) \times(n-q)$ matrix $W$ as

$$
[W]_{i, j}=\left\{\begin{array}{cc}
1, & i=j \vee((n-q) / q \geq 2 \wedge i<k \wedge  \tag{94}\\
\left.j<\lfloor n / q\rfloor-1 \wedge<j>_{q}=1\right) \\
0, & \text { otherwise }
\end{array}\right.
$$

3. Compute a correction coefficient

$$
E^{(t, i)}= \begin{cases}i, & t=0  \tag{95}\\ \left(W E^{(t-1, i)}\right) \gg k, & \text { otherwise }\end{cases}
$$

where $E^{(t-1, i)}=\left(E_{n-q-1}^{(t-1, i)}, E_{n-q-2}^{(t-1, i)}, \ldots, E_{0}^{(t-1, i)}\right)^{T} ; i=0,1, \ldots, 2^{k}-1$.
4. Compute a correction coefficient

$$
D^{(t, i)}= \begin{cases}0, & t \vee i=0  \tag{96}\\ \left(\widehat{D}^{(t-1, i)} \gg k\right) \oplus \hat{i}, & k>n-q \\ E^{(t, i)} \oplus D^{(t-1, i)}, & \text { otherwise }\end{cases}
$$

where $i=0,1, \ldots, 2^{k}-1 ; \hat{i}=\left(i_{k-1}, i_{k-2}, \ldots, i_{k-\left\langle n>_{q}\right.}\right)$ and $\widehat{D}^{(t-1, i)}=\left(D_{n-q-1}^{(t-1, i)}, D_{n-q-2}^{(t-1, i)}, \ldots, D_{n-q-<n>_{q}}^{(t-1, i)}\right)$.
5. Compute a row address for module $i$ at access $j$ at stage $t$ as $A^{\left(t, i, 2^{n-q}-1\right)}$ ),

$$
\begin{equation*}
A^{(t, i, j)}=D^{\left(t,<i>_{K}\right)} \oplus C^{(t, j)} \tag{97}
\end{equation*}
$$

where $i=0,1, \ldots, 2^{q}-1 ; j=0,1, \ldots, 2^{n-q}-1$.

The row address $A^{(t, i, j)}$ is computed by taking a bitwise XOR between the correction coefficient $D^{\left(t,<i>_{2^{k}}\right)}$ and the base address $C^{(t, j)}$. Because only $2^{k}$ coefficients are used in the XOR operation, $2^{k}$ different row addresses are resulted for all the $2^{q}$ modules at each access instant $j$.

### 5.2.3 Design Example

To illustrate the proposed scheme, a design case is considered where a radix-2, 32element signal flow graph is computed with two PEs, as illustrated in Fig. 55. In such a case, the design parameters are $n=5, q=2$, and $k=1$. The input and output data is in the order specified by $F^{\prime}$ and $G^{\prime}$, respectively, as depicted in Fig. 55(c). The output data is further reordered with a switching network in the order given by $H$. The corresponding block diagram of the kernel is depicted in Fig. 56.

Computation of the row address begins with generation of the base address $C^{(t, j)}$. As the base address is computed by cyclically shifting the $(n-q)$-bit access index $j$, the period of $C^{(t, j)}$ is $\operatorname{lcm}(n-q, k) / k$ where $\operatorname{lcm}(x, y)$ denotes the least common multiple of $x$ and $y$. In the given example case, the period is $\operatorname{lcm}(3,1) / 1=3$ resulting in the base address $C^{(t, j)}$ as follows:

$$
\begin{array}{ll}
C^{0}=(0,1,2,3,4,5,6,7), & t=0 \\
C^{1}=(0,4,1,5,2,6,3,7), & t=1 \\
C^{2}=(0,2,4,6,1,3,5,7), & t=2 \\
C^{3}=(0,1,2,3,4,5,6,7), & t=3
\end{array}
$$



Fig. 56. Block diagram of radix-2 computation kernel in example case when $n=5, k=1, q=$ 2. PE: processing element. SN: switching network. B: dual-port memory module. $A^{(t, i, j)}$ : row address.

Next, the correction coefficient $E^{(t, i)}$ is defined according to (95). As a result, $E^{(t, 0)}$ equals zero irrespective of $t$ and $E^{(t, 1)}$ becomes

$$
E^{(t, 1)}=1,4,2,1,4,2,1, \ldots
$$

where $t=0,1,2,3,4,5,6, \ldots$.
In step 4 of the row address generation procedure, the correction coefficient $D^{(t, i)}$ is defined. In this case, $D^{(t, 0)}$ is always zero and $D^{(t, 1)}$ is a bitwise XOR between $E^{(t, 1)}$ and $D^{(t-1,1)}$ resulting in

$$
D^{(t, 1)}=0,4,6,7,3,1,0,4,6, \ldots
$$

where $t=0,1,2,3,4,5,6,7,8, \ldots$
Finally, in step 5, the row address $A^{(t, i, j)}$ is computed and two different address sequences are obtained:

$$
\begin{array}{ccc}
A^{(0,2 i)} & =(0,1,2,3,4,5,6,7), & t=0 \\
A^{(1,2 i)} & =(0,4,1,5,2,6,3,7), & t=1 \\
A^{(2,2 i)} & =(0,2,4,6,1,3,5,7), & t=2 \\
A^{(3,2 i)} & =(0,1,2,3,4,5,6,7), & t=3 \\
A^{(4,2 i)} & =(0,4,1,5,2,6,3,7), & t=4 \\
A^{(5,2 i)} & =(0,2,4,6,1,3,5,7), & t=5 \\
\vdots & \vdots & \vdots
\end{array}
$$

row index

|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~B}_{0}$ | 0 | 5 | 8 | 13 | 18 | 23 | 26 | 31 |
|  | $\mathrm{~B}_{1}$ | 2 | 7 | 10 | 15 | 16 | 21 | 24 | 29 |
|  | $\mathrm{~B}_{2}$ | 1 | 4 | 9 | 12 | 19 | 22 | 27 | 30 |
|  | $\mathrm{~B}_{3}$ | 3 | 6 | 1114 | 17 | 20 | 25 | 28 |  |


|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~B}_{0}$ | 0 | 8 | 18 | 26 | 5 | 13 | 23 | 31 |
| $\mathrm{~B}_{1}$ | 7 | 15 | 21 | 29 | 2 | 10 | 16 | 24 |  |
|  | $\mathrm{~B}_{2}$ | 1 | 9 | 19 | 27 | 4 | 12 | 22 | 30 |
|  | $\mathrm{~B}_{3}$ | 6 | 14 | 20 | 28 | 3 | 11 | 17 | 25 |


|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~B}_{0}$ | 0 | 18 | 5 | 23 | 8 | 26 | 13 | 31 |
| $\mathrm{~B}_{1}$ | 15 | 29 | 2 | 2 | 24 | 7 | 21 | 2 | 16 |
|  | $\mathrm{~B}_{2}$ | 1 | 19 | 4 | 22 | 9 | 27 | 12 | 30 |
|  | $\mathrm{~B}_{3}$ | 14 | 28 | 2811 | 25 | 6 | 20 | 3 | 17 |


|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~B}_{0}$ | 0 | 5 | 8 | 13 | 18 | 23 | 26 | 31 |  |
| $\mathrm{~B}_{1}$ | 29 | 24 | 21 | 1 | 16 | 15 | 10 | 7 | 2 |  |
|  | $\mathrm{~B}_{2}$ | 1 | 4 | 9 | 12 | 19 | 2 | 2 | 27 | 30 |
|  | $\mathrm{~B}_{3}$ | 28 | 25 | 2017 | 2014 | 14 | 11 | 6 | 3 |  |



|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~B}_{0}$ | 0 | 18 | 5 | 23 | 8 | 26 | 13 | 31 |
|  | $\mathrm{~B}_{1}$ | 16 | 2 | 21 | 7 | 24 | 10 | 29 | 15 |
|  | $\mathrm{~B}_{2}$ | 1 | 19 | 4 | 22 | 9 | 27 | 12 | 30 |
|  | $\mathrm{~B}_{3}$ | 17 | 3 | 20 | 6 | 25 | 11 | 28 |  |

Fig. 57. Data evolution in four memory modules in the example case with design parameters $n=5, k=1, q=2$.

$$
\begin{array}{ll}
A^{(0,2 i+1)}=(0,1,2,3,4,5,6,7), & t=0 \\
A^{(1,2 i+1)}=(4,0,5,1,6,2,7,3), & t=1 \\
A^{(2,2 i+1)}=(6,4,2,0,7,5,3,1), & t=2 \\
A^{(3,2 i+1)}=(7,6,5,4,3,2,1,0), & t=3 \\
A^{(4,2 i+1)}=(3,7,2,6,1,5,0,2), & t=4 \\
A^{(5,2 i+1)}=(1,3,5,7,0,2,4,6), & t=5
\end{array}
$$

where $i \in\{0,1\}$. The evolution of the data elements in four memory modules based on the presented row address generation is depicted in Fig. 57. When $t=0$, only write operations are made corresponding to the initialization of memory modules. In Fig. 57, the contents of the modules are shown after the write operations. When $t=6$, the memory contents return back to the initial order and thus the sequence starts over.

### 5.2.4 Implementation Complexity

Based on the given row address generation procedure, implementation issues are discussed in the following. Complexity figures of the scheme are given in terms of the number of multiplexers, registers, and logic gates. In addition, flexibility to support various data array sizes is discussed. Finally, complexity of the switching network is reviewed in terms of different connection patterns.


Fig. 58. Row address generator. $i=\left\{0, \ldots, 2^{k}-1\right\} . x \gg y$ : cyclic shift of $x$ towards the LSB by y bits. $K=2^{k}$. $v K<Q, v=0,1,2,3, \ldots$.

To begin with, the functionality of row address generator can be divided into four operational parts based on the generated coefficient, i.e., C, D, E, and A generators, as depicted in Fig. 58. Next, the realizations of such generators are discussed in detail.

The $(n-q)$-bit base address $C^{(t, j)}$ is produced by the $\mathbf{C}$ generator at each data element access $j$ with cyclic shifting. Index $j$ is cyclically shifted right by $k t$ bits, which in general requires multiplexers due to variable length shifting. While $k$ is constant, $t$ is not, hence the cyclic shift is variable.

In the $\mathbf{E}$ generator, $2^{k}(n-q)$-bit coefficients are computed. In Fig. 58, a general illustration of the coefficient generation is shown where only XOR ports and registers are needed. The operation is described as follows: the $(n-q)$-bit $E^{(t-1, i)}$ is divided into $\lfloor(n-q) / q\rfloor$ fields starting from the LSB side. From each field, $k$ LSBs are taken and the bits from the same position of the fields are XOR'ed together resulting into $k$ bits that form the LSBs of the intermediate result. The ( $n-q-1-k$ ) MSBs are taken as such from $E^{(t-1, i)}$ into the cyclic shift which is then conveniently made with hardwirings of bits as it is constant. Hence, the only hardware requirements come from the storage of $2^{k}(n-q)$-bit coefficients, and $2^{k}\lfloor(n-q) / q\rfloor$-input XOR ports.

Table 4. Complexity of row address generator given in number of 2-to-1 multiplexers, 1-bit registers, and 2-input logic ports.

|  | Multiplexers | Registers | XOR | AND |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{C}$ | $\left\{\begin{array}{cl}((n-q) / k-1)(n-q) & \text { if }<n-q>_{k}=0 \\ (n-q-1)(n-q) \\ \text { otherwise }\end{array}\right.$ | $n-q$ | $n-q$ | $n-q$ |
| $\mathbf{D}$ | none | $(n-q)\left(2^{k}-1\right)$ | $(n-q)\left(2^{k}-1\right)$ | none |
| $\mathbf{E}$ | none | $(n-q) 2^{k}$ | $(\lfloor(n-q) / q\rfloor-1) 2^{k}$ | none |
| $\mathbf{A}$ | none | none | $(n-q)\left(2^{k}-1\right)$ | none |

In the $\mathbf{D}$ generator, a bitwise XOR of $D^{(t-1, i)}$ and $E^{(t, i)}$ is made requiring XOR ports and registers for storing the $D^{(t-1, i)}$ coefficients, $i \in\{0,1, \ldots, K-1\}$. Because $D^{(t, 0)}$ is zero with all $t$, only $2^{k}-1$ coefficients need to be XOR'ed. Thus the number of 2-input XOR ports is $(n-q)\left(2^{k}-1\right)$ where $n-q$ is the coefficient size in bits. A special case occurs when $k>n-q$. In such a case, the $<n>_{q}$ MSBs of $D^{(t-1, i)}$ are cyclically shifted right by $k$ bits, which is simply a hardwiring of bits, and the result is XOR'ed with $<n>{ }_{q}$ MSBs of index $i$ to produce $D^{(t, i)}$.

In the $\mathbf{A}$ generator, the row address $A^{(t, i, j)}$ is computed with $K-1$ bitwise XOR operations between $D^{\left(t,<i>_{K}\right)}$ and $C^{(t, j)}$, where only $(n-q)\left(2^{k}-1\right)$ XOR ports are required, $i \in\{0,1, \ldots, Q-1\}$. The $<\cdot>_{K}$ operator in $D^{\left(t,<i>_{K}\right)}$ causes that the result of a bitwise XOR operation is used as row address for $Q / K$ different memory modules. As an example, the $D^{(t, 0)}$ is always zero, thus $A^{(t, 0+v K, j)}$ is a straight copy of the base address $C^{(t, j)}, v K<Q, v=0,1,2,3, \ldots$.

The complexity figures of the proposed row address generator are shown in Table 4, where the figures are given in terms of 1-bit 2-to-1 multiplexers, 2-input logic gates, and 1-bit registers. It is worth noting that these complexity figures are given with base 2 logarithms of the actual design parameters, i.e., $n=\log _{2} N, q=\log _{2} Q, k=\log _{2} K$.

In certain cases, it may be useful to support different array lengths $N$. In such a case, the PEs remain unchanged but the data element connectivity changes, and thus, some modifications to the presented row address generator have to be done. In the generation of $C^{(t, j)}$, the sequence length of binary up counter has to be configurable. In addition, the number bits in the cyclic shift varies, as $j$ changes. This will require more multiplexers, in general. In the generation of $E^{(t, i)}$, the number of bits taken into XOR operations has to be controlled, i.e., the unnecessary MSBs must be masked. Furthermore, the cyclic shift becomes more complex since the number of bits varies
requiring multiplexers for control. In the generation of $D^{(t, i)}$, there is also a cyclic shift in case $k>(n-q)$, which has to be controlled with multiplexers if $n$ changes. As a conclusion, the presented row address generator can be modified with minor supplementary logic to support variable size $n$.

In order to estimate the complexity of the switching network, the number of required connection patterns, $C P$, is given as

$$
C P= \begin{cases}1, & \left(<n>_{q}=0\right) \vee\left((n / q<2) \wedge\left(<q>_{n-q}=0\right)\right)  \tag{98}\\ 2^{k}, & (n / q>2) \wedge\left(<n>_{q} \neq 0\right) \\ 2^{\min (\beta\lceil\alpha / \beta\rceil, k)}, & \text { otherwise }\end{cases}
$$

where $\lceil\cdot\rceil$ is the ceiling function, $\min (\cdot, \cdot)$ and $\max (\cdot, \cdot)$ return the minimum and maximum value, respectively, and $\alpha$ and $\beta$ are defined as

$$
\begin{aligned}
& \alpha=\max \left(<n>_{q}-<q>_{n-q},<n>_{n-q}\right) \\
& \beta=\min \left(<n>_{q}-<q>_{n-q},<n>_{n-q}\right) .
\end{aligned}
$$

The upper bound for $C P$ is $2^{k}$, which requires $2^{q}\left(2^{k}-1\right)$ multiplexers of type 2 -to-1. On the contrary, multiplexers are totally avoided when $C P=1$ and thus the switching network is simply a hardwired network. When $\left\langle n>_{q}=0\right.$, an interesting case is found where the connection pattern is a stride-by- $2^{(q-k)}$ permutation. This can be exploited when several array lengths are supported; $k$ and $q$ are constants, and the same hardwired network can be used for each $n$, when $<n>_{q}=0$. For example, consider the case where $k=1, q=1$ and $n$ is varied. It is found that for each even $n$, the connection pattern is a stride-by- 2 permutation.

Configuration of the proposed scheme for variable array lengths and radices is illustrated with an example. Consider a 16-port kernel, $Q=16$, where the array lengths are $N=\{16,64,256\}$ and radices $K=\{2,4\}$. The required connection patterns in this case are shown in Fig. 59(a-d) and the corresponding switching networks in Fig. 59(e-g). The switching network in Fig. 59(e) supports radix-2 algorithms of lengths $N=\{16,64,256\}$. Correspondingly, the switching network in Fig. 59(f) can be used for radix-4 algorithms of array lengths $N=\{16,64,256\}$. The combined switching network in Fig. 59(g) realizes all the given connection patterns in Fig. 59(a-d).
a)

b)

c)

d)

e)

f) $\qquad$ g)


Fig. 59. Connection patterns and corresponding switching networks for 16-port kernel: a) $N=\{16,256\}, K=2, b) N=64, K=2, c) N=\{16,256\}, K=4, d) N=64$, $K=4, e)$ switching network for $(a, b), f)$ switching network for $(c, d)$, $g)$ switching network for ( $a, b, c, d$ ). PE: processing element. B: dual-port memory module. $S$ : switch. M: multiplexer.

### 5.3 Comparison

In the following the proposed two schemes, the low control complexity and low interconnection complexity schemes, are compared against the other reported schemes. An overview of different memory-based scalable structures of radix- $2^{k}$ FFT and Viterbi algorithms is given followed by a brief comparison.

In general, the overall complexity of a storage scheme depends on the size and type of memory, the complexities of interconnections, and control generation. In many schemes, dual-port memories are used because of the simultaneous read and write operations. However, the number of parallel memories varies as several data elements may occupy one memory word. In addition, the interconnections differ as hardwired

Table 5. Overview of memory-based scalable structures for radix- $2^{k}$ algorithms.

|  | Scalability | Interconnections | In-Place | Modules | RA | PEs | Cycles | Limitations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[27,28]$ | $2^{q}, k \leq q \leq n-k$ | $2 \times 2$ switches | yes | $2^{q}$ | yes | $2^{q}$ | $2^{k}$ | - |
| $[96,97]$ | $2^{q},<2^{n}>_{2}=0$, | $2 \times 2$ switches / | no | $2^{q+1}$ | no | $2^{q}$ | $2^{k}$ | multiport |
|  | $q<n$ | hardwired |  |  |  |  |  | memories |
| $[112]$ | $2^{q}, 1 \leq q \leq n$ | registers and muxes | yes | single | yes | $2^{q-1}$ | 1 | radix-2 |
| $[58]$ | $2^{q}, 1 \leq q \leq n$ | $2 \times 2$ switches | yes | $2^{q}$ | no | $2^{q-1}$ | 1 | radix-2 |
| $[51]$ | $2^{q}, k \leq q \leq n$ | registers and muxes | yes | $2^{q-k}$ | yes | $2^{q-k}$ | 1 | - |
| $[94]$ | $2^{q}, 0 \leq q \leq n$ | muxes | yes | $2^{q}$ | yes | $2^{q-k}$ | 1 | - |
| $[121]$ | $2^{q},<n>q=0$ | hardwired | yes | $2^{q}$ | yes | $2^{q-k}$ | 1 | - |
| Proposed 1 | $2^{q}, k \leq q \leq n$ | muxes | yes | $2^{q}$ | yes | $2^{q-k}$ | 1 | - |
| Proposed 2 | $2^{q}, k \leq q \leq n$ | muxes/hardwired | yes | $2^{q}$ | yes | $2^{q-k}$ | 1 | - |

networks are supported by some schemes while multistage interconnection networks are required in other schemes.

An overview of memory-based scalable structures for radix-2 ${ }^{k}$ algorithms is shown in Table 5. The low control complexity scheme is referred to as Proposed 1 and the low interconnection complexity scheme as Proposed 2. In all the given structures, memories are used for data storage and their access is made conflict-free.

In the given overview, the scalability of a structure is reported, which determines the degree of parallelism it supports, i.e., the number of parallel computed operations. With Interconnections, the type of the interconnection network is described. If no switching elements or registers are needed, the network is referred to as hardwired. By using only the minimum amount of memory for the data storage, the scheme is remarked as in-place. The term Modules refers to the number of individual memory modules and the term RA to the definition of row address generation. The number of processing elements is remarked in the PEs column and the number of clock cycles needed for a computational node is given in the Cycles column. If the scheme has constraints, which do not appear in all the other schemes, they are given in the Limitations column.

The main advantage of the proposed low control complexity scheme is the simple address generator. In the address generation, each individual XOR is performed on at most $\lfloor n / q\rfloor+2$ bit lines while in other schemes, e.g., in [78], some XORs require all the $n$ address bits, which complicates implementations when several array lengths need to be supported. The support for different array lengths in the implementation requires only a single predetermined control word defining the bit selection and rota-

Table 6. Comparison of interconnection networks in radix $-2^{k}$ structures. D: number of registers. M: number of multiplexers. HW: conditions when no multiplexing is needed. For CP, see (98). ( $\dagger$ ): $(n-q+1) \leq n \leq(n-q+k)$, ( $\ddagger$ ): otherwise.

|  | [58] | [94] | [121] | [51] | [27] | Proposed 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Limits <br> HW | radix-2 <br> never | $\begin{gathered} - \\ \text { never } \end{gathered}$ | $\begin{aligned} & \left\langle n>_{q}=0\right. \\ & \left\langle n>_{q}=0\right. \end{aligned}$ | never | never | $\begin{gathered} <n>_{q}=0 \vee \\ ((n / q<2) \wedge \\ \left.\left(<q>_{n-q}=0\right)\right) \end{gathered}$ |
| $\begin{gathered} \hline \text { Radix-2 } \\ M \\ D \end{gathered}$ | $2^{q}$ | $2^{q}\left(2^{q+1}-2\right)$ | ${ }_{-}^{-}$ | $\begin{gathered} 2^{q} \\ 2^{q-1} \cdot 3 \end{gathered}$ | $2^{q}$ | $\begin{gathered} 2^{q}(C P-1) \leq 2^{q}, \\ C P \in\{1,2\} \\ - \end{gathered}$ |
| $\begin{gathered} \hline \text { Radix-2k } \\ M \\ D \end{gathered}$ | - | $2^{q}\left(2^{q+1}-2\right)$ | $\left\lvert\, \begin{aligned} & - \\ & - \\ & \end{aligned}\right.$ | $\left\lvert\, \begin{gathered} 2^{q}\left(2^{k}-1\right) \\ 2^{q-k}\left(2^{k}\left(2^{k}-1\right)\right. \\ \left.+\sum_{i=0}^{2^{k}-1} i\right) \end{gathered}\right.$ | $\begin{cases}2^{q}\left(2^{k}-1\right) \\ k 2^{q} & \dagger \\ \dagger\end{cases}$ | $\ddagger \begin{gathered} 2^{q}(C P-1) \leq 2^{q}\left(2^{k}-1\right), \\ C P \in\left\{1, \ldots, 2^{k-1}\right\} \\ - \end{gathered}$ |

tion. This control word needs to be modified only when the length of the array to be accessed is changed. There is no need to store the complete transformation matrix as in some proposed realizations, e.g., in [78].

In order to estimate the complexity of interconnection networks, the number of switching elements and registers must be known. By giving the estimate as a function of the design parameters $n, q$, and $k$, an insight into the complexity change is seen if the parameters are varied. In Table 6, the schemes, whose interconnection networks can be expressed as a function of the design parameters, are compared. The other schemes exploited heuristics or the details of the permutation networks were omitted and, therefore, they were left out from the comparison.

The structure presented in [58] supports only radix-2 algorithms and does not result in a hardwired network in any case. In addition, the number of multiplexers is the same or larger than in the proposed scheme. In [94], more multiplexers are needed and no hardwired network is supported in any case. The proposed scheme results in a hardwired network more often than [121] without the limitation $<n>_{q}=0$. Compared to [51], the proposed scheme results fewer or the same number of multiplexers and does not require any registers. In addition, the scheme in [51] supports no hardwired network in any case. The scheme in [27], on the other hand, results in fully
connected PEs when $(n-q+1) \leq n \leq(n-q+k)$. In certain cases, the scheme results in the network with same complexity as the proposed scheme. However, it never results in a hardwired network as [121] and the proposed scheme.

### 5.4 Summary

In this chapter, systematic design methods for the stride permutation access in parallel memory systems were developed. Since the complexity in in-place access schemes comprises of control and interconnection complexities, solutions to these two problems were provided.

First, the low control complexity scheme was proposed, which supports also bit reversal access thus it covers all the access patterns in Cooley-Tukey radix-2 FFT. In this scheme, all the possible power-of-two stride permutation accesses are conflict-free. The module address generation is simple requiring only bit-wise XOR operations. It was shown that several array lengths can be supported by including a $q$-bit left shifter into the module address generator. In this case, all the additional operations are performed on the $q-1$ least significant bits of the address independent on the array length. The presented scheme supports different initial addresses but arrays need to be stored into $n$-word boundaries.

In order to reduce the interconnection complexity, the number of connection patterns between processing elements and memory modules needs to be reduced. This approach was utilized in the low interconnection complexity scheme where the operations were rescheduled. Similar to the first scheme, it provides a conflict-free stride permutation access to data elements. It is aimed at algorithms where the interconnection topology is according to the stride permutation and where the computation is performed with radix- $2^{k}$ processing elements. Compared to the other reviewed schemes, it results in lower interconnection complexity.

## 6. CONCLUSIONS

In this Thesis, systematic methods for designing hardware realizations of stride permutation interconnections have been studied. Managing the interconnections is crucial in parallel hardware structures because of the time dependencies of data elements. Especially in the cascaded and partial column structures, the interconnections become complex requiring the use of registers or memories. Based on the review of previous work, two alternative approaches for the realization of stride permutation interconnections were developed: register- and memory-based stride permutation networks.

### 6.1 Main Results

The proposed register-based networks were derived based on the decompositions of stride permutation matrices into smaller, more efficiently implementable permutations. The derived decompositions were directly mapped onto efficient hardware structures. It was shown that the resulting networks reach the minimum register complexity in all cases. Also the multiplexing complexity was reduced compared to the other reviewed networks.

As the second approach, memory-based stride permutation networks based on parallel memories were considered. The in-place update method in such cases results in the minimum memory usage but implies more complex address generation and interconnections. For resolving such problems, two different access schemes were proposed, where the first scheme resulted in simplified control generation and the second scheme in reduced interconnection complexity.

Based on the studies in this Thesis, it can be concluded that the proposed systematic design methods are applicable to designing parallel hardware structures for the algorithms with stride permutation topology. The resulting stride permutation networks
have the minimum storage complexity and their interconnection complexity is reduced compared to the reviewed state-of-the-art networks. The attractive feature of the proposed networks is that they lend themselves for automated design generation.

### 6.2 Future Development

In some applications, a run-time configuration of sequence sizes and strides may be needed. While such configurability can be embedded in the proposed memory-based networks, it is not applicable to the given register-based networks. Therefore, the development of register-based networks could be continued with designing the run-time configuration support. Moreover, power consumption in the register-based networks is of great concern due to the continuous movement of data elements. Reduction of this switching activity and utilization of clock gating would be profitable for power savings.
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