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ABSTRACT

CDMA is the multiple access technique selected for the 3G mobile commu-
nications systems and it has a significant role in the research beyond 3G systems.
CDMA systems over wireless channels have to cope with fading multipath prop-
agation, which makes the channel estimation an important issue in CDMA re-
ceivers. Despite a significant amount of scientific literature on CDMA receivers,
there are still open problems regarding the multipath delay and coefficient estima-
tion in hostile environments and the design of low-complexity DSP-based channel
estimators for CDMA applications. Good multipath delay estimation techniques
can also find their applicability in mobile phone positioning, which is an area with
many challenging questions. Additionally, theoretical measures of performance
in CDMA detection in the presence of fading multipath channels have mainly
been derived for ideal channel estimators. However, developing such analytical
models in the presence of channel estimation errors can decrease significantly the
computational time when analyzing the performance of different algorithms.

The research results presented in this thesis are focused on three main axes:
channel estimation algorithms for low-complexity Rake receivers (with the main
focus on the delay estimation part), code synchronization schemes for closely
spaced multipath scenarios (including the applications in WCDMA positioning),
and analytical studies of the performance of Rake receivers in the presence of
multipath fading channels and delay estimation errors. First, the algorithms for
the estimation of the main parameters of a fading channel are described, focusing
on the channel complex coefficients and the multipath delays. The estimation of
some other channel parameters (e.g., Doppler spread, noise variance) is briefly
overviewed and a new channel estimation filter with adaptive filter length and
fixed coefficients is derived. The problematics of closely spaced paths are em-
phasized and several solutions are proposed to deal with this situation. Second,
two practical applications of the aforementioned channel estimation techniques
are shown. The first one is a low-complexity Rake receiver based on interpola-
tion, with incorporated channel estimation block. The second application is the
mobile positioning, for which purpose several link-level solutions for the estima-
tion of the delay of the first arriving path are presented. Third, we discuss the
main techniques for the theoretical computation of the bit error probability (BEP)
of a Rake receiver in the presence of multipath fading channels. The effects of
the channel estimation errors on BEP analysis are also discussed. The last part of
this thesis is a collection of nine publications that contain the main results of the
author’s research work. New algorithms and architectures for the multipath delay
estimation in fading channels are introduced and their performance is studied un-
der various CDMA scenarios. A semi-analytical method for computing BEP of a
Rake receiver in the presence of code synchronization errors is also presented.



Contents

Preface iv

List of Publications vi

Main abbreviations and symbols viii

List of figures xiv

1 Introduction 1
1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . 1
1.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Scope of the thesis and parallel work . . . . . . . . . . . . . . . . 6
1.4 Outline and main results of the thesis . . . . . . . . . . . . . . . . 8

2 Channel and signal models 10
2.1 Fading channel models . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 WSSUS model . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Typical distributions . . . . . . . . . . . . . . . . . . . . 14

2.2 CDMA baseband signal model . . . . . . . . . . . . . . . . . . . 16

3 Channel estimation algorithms 23
3.1 General methods for channel coefficient estimation . . . . . . . . 23

3.1.1 DA and DD methods . . . . . . . . . . . . . . . . . . . . 23
3.1.2 NDA methods . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Fine estimation filter . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Wiener filter . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Filters with fixed coefficients and suboptimal filter length . 31
3.2.3 Filters with fixed coefficients and optimal filter length . . 31
3.2.4 Notes on the estimation of mobile speed and noise variance 33

3.3 Multipath delay estimation problem . . . . . . . . . . . . . . . . 34
3.3.1 Acquisition and tracking . . . . . . . . . . . . . . . . . . 34
3.3.2 Closely spaced path problem . . . . . . . . . . . . . . . . 35

ii



3.3.3 Feedback loop delay estimators . . . . . . . . . . . . . . 36
3.3.3.1 DLL-based structures . . . . . . . . . . . . . . 36
3.3.3.2 EKF-based structures . . . . . . . . . . . . . . 39

3.3.4 Feedforward delay estimators . . . . . . . . . . . . . . . 40
3.3.4.1 Maximum-likelihood estimation . . . . . . . . 41
3.3.4.2 Pulse-subtraction techniques . . . . . . . . . . 42
3.3.4.3 Deconvolution methods . . . . . . . . . . . . . 42
3.3.4.4 Subspace-based algorithms . . . . . . . . . . . 43
3.3.4.5 Quadratic-optimization algorithms . . . . . . . 44
3.3.4.6 Teager-Kaiser algorithm . . . . . . . . . . . . . 44

4 Applications 46
4.1 Practical Rake architectures with channel estimator . . . . . . . . 46

4.1.1 Oversampling-based methods . . . . . . . . . . . . . . . 46
4.1.2 Interpolation-based methods . . . . . . . . . . . . . . . . 46
4.1.3 Complexity issues . . . . . . . . . . . . . . . . . . . . . 47

4.2 Mobile positioning . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Short overview of mobile positioning problem . . . . . . 48
4.2.2 LOS detection . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.3 LOS estimation . . . . . . . . . . . . . . . . . . . . . . . 50

5 Analytical performance in the presence of channel estimation errors 52
5.1 Gaussian approximations . . . . . . . . . . . . . . . . . . . . . . 53

5.1.1 Analytical methods based on the alternative representa-
tion of Q-functions . . . . . . . . . . . . . . . . . . . . . 55

5.1.2 Semi-analytical fast approach . . . . . . . . . . . . . . . 55
5.2 Quadratic-receiver model . . . . . . . . . . . . . . . . . . . . . . 57

6 Summary of publications 62
6.1 Description of the main results . . . . . . . . . . . . . . . . . . . 62
6.2 Author’s contribution to the publications . . . . . . . . . . . . . . 64

7 Conclusions 67

Bibliography 69

iii



Preface

The more precisely the position is determined
the less precisely the momentum is known.
Heisenberg, The Uncertainty principle, 1927

The work for this thesis has been carried out during the years 1999-2003 at the In-
stitute of Communications Engineering (ICE), former Telecommunications Labo-
ratory, of Tampere University of Technology, Finland as part of the wider research
projects “Digital and Analogue Techniques in Flexible Receivers”, “Advanced
Transceiver Architectures and Implementations for Wireless Communications”,
and “Advanced Techniques for Mobile Positioning”.

First and foremost I wish to express my deep gratitude to my supervisor, Pro-
fessor Markku Renfors, for his enthusiastic encouragement, valuable guidance
and constant support within the years, and for giving me the opportunity to work
on a stimulating research topic.

I would like to thank Professor Markku Juntti from the Telecommunications
Laboratory, University of Oulu and Professor Risto Wichman from the Signal
Processing Laboratory, Helsinki University of Technology, the reviewers of this
thesis, for their constructive feedback and helpful comments.

For four years I had the privilege of being a postgraduate student in the Grad-
uate School in Electronics, Telecommunications, and Automation (GETA), which
partially funded my studies and which is gratefully acknowledged. This thesis
was also supported by the National Technology Agency of Finland (Tekes) and
by Nokia Foundation, which are appreciatively thanked. I also wish to express
my gratitude to Professor Iiro Hartimo, the Director of GETA, and to Marja Lep-
päharju, secretary-coordinator of GETA, for organizing enjoyable and interesting
courses and seminars, and for their encouragements and recommendations during
the annual GETA meetings.

Distinguished thanks are due to my co-authors, Dr. Ridha Hamila, Abdel-
monaem Lakhzouri, Anna Zhuang, Babak Soltanian, and Vesa Lehtinen for nu-
merous hours of working together and for fruitful technical discussions. I express
my appreciation to all my present and former colleagues at ICE for creating a re-
laxed and pleasant working atmosphere. I thank as well many of the colleagues
from other institutes of the Department of Information Technology, who shared



their technical knowledge with me in formal or less formal discussions and pre-
sentations. In particular, I want to thank Professor Ioan Tabuş, Professor Jarmo
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Chapter 1

Introduction

1.1 Background and motivation

Wireless channels pose great challenges as mediums for reliable communications.
A signal transmitted via a wireless channel is affected by various types of distor-
tions, such as reflections, diffractions, and scattering [162]. The signal received
at any point can be seen as a sum of multiple transmitted signals, each with dif-
ferent delay, phase, and attenuation. These signals may interfere constructively or
destructively, and the result will be a combination of large and small magnitudes,
depending on time and location. The time-varying fluctuations of the channel path
coefficients are grouped under the name of fading and they are highly random in
nature [154], [160], [162]. Various statistical channel propagation models have
been proposed and studied in the literature [21], [85], [162]. Some authors also
make the distinction between small-scale fading (i.e., fluctuations over short peri-
ods of time or distance) and large-scale fading (i.e., the path losses due to motion
over large areas) [154], [178]. In this thesis, fading refers only to the small-scale
fading phenomenon.

The most-used statistical model for the variation of the multipath fading am-
plitudes is Rician distribution (Rayleigh distribution can be seen as a particular
case of Rician distribution) [6], [162], [178], [191]. The random fluctuating
phases of the channel paths are usually modeled as uniform distributed and the
most encountered channel model is the linear tapped delay line model [5], [6],
[9], [25], [91], [121], [138], [160]. These distributions and channel models have
been validated in the literature via numerous channel measurements [100], [144],
[159], [168], [208].

By channel estimation we understand the estimation of the multipath delays
and channel complex coefficients [65], [121] or, equivalently, the estimation of the
time-varying channel impulse response. The knowledge about the channel behav-
ior has multiple applications in wireless communications receivers. The estimates
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of the path delays are used for synchronization and, when needed, for mobile po-
sitioning, while the channel complex coefficient estimates are used in coherent
receiver structures, such as the maximum ratio combiner (MRC). The estimates
of the channel complex coefficients may also be needed for the signal quality esti-
mation, for power control, for handover, for adaptive rate control, for transmit and
receive antenna diversity, and for advanced multiuser receiver architectures [28],
[91], [111], [141], [163], [169], [205], [209].

Although communications over fading channels have been studied for more
than half a century, there has always been room for new and improved digital
signal processing (DSP) solutions for the estimation of fading channel parameters.
When designing DSP solutions for mobile communication systems, one has to
deal with a multitude of propagation scenarios (e.g., indoors and outdoors, slow
and fast fading, etc.) and one has to take into account the omnipresent requirement
of high data rates and high mobility. The higher the signal bandwidth, the more
likely it is that the channel becomes selective in frequency and the signal spectrum
is subjected to different gains and phase shifts across the frequency band [160],
[162]. Moreover, increased mobile speeds cause the channel to be fast fading
and decrease the time correlation between channel samples, making the channel
estimation more difficult.

The keywords when designing a wireless digital receiver are flexibility, reli-
ability, and low complexity for all the receiver building blocks [29], [197], in-
cluding the channel estimation part. Low-complexity requirements are motivated
by economical drivers such as low cost and low power consumption. Good per-
formance in a multitude of scenarios and high flexibility are also desired to meet
various manufacturers’ and operators’ specifications and to keep the pace with
ever-evolving telecommunication systems. The multiple access technology se-
lected for today’s standards of third generation (3G) wireless communications is
the direct sequence code division multiple access (DS-CDMA)1 [1], [5], [154].
It is also likely that future wireless systems (sometimes referred to as 4G sys-
tems) will retain a CDMA component [126]. Therefore, some of the DSP al-
gorithms developed for 3G systems may be adapted and used in the context of
future wireless systems as well. The recent European 3G standard, with wideband
CDMA (WCDMA)2 [1] air interface, introduced new concepts such as intercell
asynchronous operation and pilot channels associated with individual data chan-
nels [5]. These new features (compared, for example, with the narrowband IS-95

1In this thesis we will use the short notation CDMA, standing for the DS-CDMA technique.
However, in a broader sense, the CDMA term is sometimes used in the literature to cover all the
spread-spectrum-based multiple access techniques, such as time-hopping, frequency-hopping, and
direct sequence [177].

2Sometimes, the European 3G systems are also called Universal Mobile Telecommunications
Systems (UMTS) [197]. However, since ’universality’ of the standard has not yet been established,
the acronym WCDMA is preferred instead, referring both to the air interface and to the system as a
whole.

2



CDMA standard [154]) confer several advantages to the system, such as easier
continuous deployment from outdoors to indoors, more accurate channel estima-
tion, and coherent diversity reception, but require also new receiver algorithms
and solutions. A Rake receiver is the optimum CDMA receiver in a single-user
fading channel, provided that accurate channel estimates are available at the re-
ceiver [160]. A Rake receiver consists of several despreading units (or fingers),
followed by an MRC block. Although Rake receivers were proved to be sub-
optimal in the presence of multiple access interference (MAI) [91], [121], [200],
they are still the main building blocks of today’s CDMA receivers [1], [52]. Most
of the channel estimation algorithms proposed in this thesis have been applied
and analyzed in the context of Rake receivers, motivated by the general require-
ments of low-complexity receivers, especially from the mobile terminal point of
view. Nevertheless, most of the methods presented here could also be extended to
more advanced receiver architectures, such as the receivers based on interference
cancellation or on linear equalization [76], [91], [102], [121], [147].

A relatively new and particularly challenging problem in CDMA systems is
the situation of closely spaced paths [25], [44], [52], [113], [172], [216], [219],
where different replicas of the transmitted signal arrive at the receiver within less
than one chip interval. Closely spaced paths are overlapping in time domain and
they are usually “seen” at the receiver as a single path. Hence, some diversity
is lost. The loss of diversity is particularly significant in channels with low de-
lay spreads (e.g., indoors), where the number of paths is typically low and the
marginal multipath diversity gain (i.e., the diversity obtained by increasing by one
the number of multipaths) is important. Moreover, detecting the closely spaced
path scenarios and being able to estimate the delays of the individual paths is of
utmost importance in mobile positioning applications. The mobile position com-
putation is often done based on the delay estimates of the line-of-sight (LOS) be-
tween several base stations (BSs) and the mobile receiver [35], [99], [110], [156],
[189], [210] . When an LOS component is obstructed by closely spaced non line-
of-sight (NLOS) components, the position estimation accuracy can be severely
degraded [124], [125], [216], [219].

Theoretical studies of fading channel behavior and of receiver performance
deterioration due to imperfect parameter estimates have also gained particular at-
tention during the last decades. Due to the complexity of emerging wireless com-
munication systems, exhaustive theoretical models are still not available in the
literature and many simplifying assumptions are usually made when analyzing
a wireless system. In WCDMA communications, multiple random parameters,
with a priori unknown underlying distributions, should be taken into account,
such as the fading channel parameters, the MAI, the pseudorandom-noise (PN)
code characteristics, etc. Moreover, when the signal bandwidth is limited, due,
for example, to some frequency regulations, the analysis usually becomes highly
non-linear (and hence more difficult) because of the pulse-shape waveforms, such
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as the widely used square root raised cosine (RRC) waveforms [1]. Many ef-
ficient theoretical models for the BEP analysis of CDMA communications are
available in the literature under the assumptions of Rayleigh/Rician fading chan-
nels, no channel estimation errors, rectangular pulse shapes, and no coding [95],
[97], [121], [122], [129], [160], [175], [207]. The analysis becomes more difficult
when the errors in the estimation of the channel coefficients are also considered
[65], [91], [138], [157], [175]. The impact of delay estimation errors is even more
difficult to study via closed form expressions, especially when bandlimiting pulse
shapes have to be considered [14], [65], [157], [188]. For CDMA systems with
different types of channel coding or antenna diversity, an exact value of the bit
error probabilities is usually hard to obtain, and lower or upper bounds on the
performance have to be used instead [68], [175], [195].

1.2 State of the art

The optimum receiver in a fading channel, in the sense of minimum sequence er-
ror probability, is the maximum likelihood sequence detector (MLSD), which es-
timates the data and the channel parameters (i.e., delays and complex coefficients)
in a joint manner [66], [160], [203]. The complexity of MLSD (exponential with
the length of the data sequences and channel impulse responses) is prohibitive
for practical applications with wideband signals. Suboptimal solutions which are
simpler to implement can be obtained via differentially coherent or non-coherent
receivers, or via decoupling the channel estimation and data detection in a coher-
ent receiver. The performance of differentially coherent and noncoherent receivers
is usually poorer than that of the coherent receivers [138], [175]. The receivers
of choice for the 3G systems are the coherent ones [1], which are the main topic
in this dissertation. Coherent receivers need channel estimation [160]. The chan-
nel estimation can be further decoupled into channel coefficient estimation and
multipath delay estimation, to allow for even less complex implementations [65],
[121].

Channel estimation algorithms for CDMA receivers are usually classified into
data-aided (DA), decision-directed (DD) and non-data aided (NDA) approaches,
according to the situation when data symbols are known, estimated, or unknown
by the receiver [91], [121], [138], [142]. The DA case corresponds to the trans-
mission of some known training sequences (or pilot symbols), code-multiplexed
[1], [78] or time-multiplexed [1], [5], [9], [74] with the data symbols. The DD
approaches can be seen as two-stage structures, where preliminary data decisions
are taken to help the channel estimation task and the channel coefficient estimates
are used in the data decision process [11], [91], [142]. The NDA approaches
(also called blind channel estimators) estimate the channel impulse response with-
out using known data or data decisions. Instead, the statistical properties of the
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transmitted signal are exploited [22], [138], [142], [194]. The data modulation is
removed using a nonlinear operator, such as squaring or envelope detection.

When studying the different algorithms for the estimation of the channel com-
plex coefficients, most authors usually assume that perfect knowledge about the
path delays is available at the receiver [5], [9], [11], [43], [74], [78], [106], [128],
[161]. However, in a realistic CDMA receiver both channel coefficient estimation
and delay estimation tasks should be performed, either in a joint or in a decou-
pled manner. Most of the papers describing joint channel estimation solutions
employ high-complexity approaches based on maximum-likelihood (ML) theory
[20], [30], [49], [142], [181], [214]. Few authors also addressed the problem of
both channel coefficient and delay estimation via decoupled channel estimation
architectures [65], [121], [217].

The DA and DD channel coefficient estimators have become increasingly pop-
ular due to the fact that current CDMA standards specify the use of pilot symbols
both in uplink and downlink directions [1], [72], [154]. Typical channel coeffi-
cient estimation is done in the narrowband domain, after the despreading oper-
ation [9], [11], [74], [91], [128], [161]. Channel coefficient estimation directly
from the wideband domain, where the signal-to-noise ratio (SNR) is very low, is
theoretically possible, but not well-documented in the literature. Wideband chan-
nel coefficient estimates may be needed, for example, in chip equalization-based
receiver structures [47], [76], [137]. A straightforward approach in this case is
to interpolate between narrowband channel coefficient estimation samples. An-
other approach, based on adaptive filtering and time-multiplexed pilot symbols,
is proposed in [51] and called chip-level adaptive channel estimation. However,
blind chip equalizers are usually preferred [40], [76], because channel coefficient
estimation is very difficult at low SNRs. The work of this thesis focuses on nar-
rowband channel coefficient estimators.

Delay estimation solutions are mostly based on feedback tracking loops [25],
[38], [52], [57], [61], [64], [81], [123], [124], [125], [170], [173], [187]. Several
open-loop solutions have also been proposed in the literature, such as those based
on ML theory [55], [149], [150], based on deconvolution approaches [44], [67],
[112], [113], [216], [219], based on differential correlation [165], or based on
subspace approaches [86], [90], [135], [164], [172], [186], but their performance
has traditionally been studied in the presence of rectangular pulse shapes and short
codes3.

Several solutions for solving closely spaced paths can be found in the litera-
ture, such as approaches based on delay locked loops (DLL) with interference can-
cellation or minimization [25], [52], multipath estimating DLL (MEDLL) [149],
[150], deconvolution [44], [113], [216], and multiple signal classification (MU-

3By short codes we understand the PN codes whose period is equal to the symbol period. The
long codes, by definition, are those with the period higher than the symbol length. Most CDMA
standards nowadays specify the use of long codes (e.g., WCDMA and IS-95 standards [1], [154]).
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SIC) [67], [86], [112], but some of the major questions such as the impact of
the bandlimiting pulse shaping waveform, the impact of the code length, and the
complexity and performance comparison of the proposed algorithms are usually
disregarded.

The theoretical analysis of receiver performance in the presence of channel
estimation errors and fading channels has also been developing during the past
decades. Performance limits of the estimators such as the Cramer Rao bound
(CRB) or the mean square error (MSE) of the estimates have been thoroughly an-
alyzed in mobile and fixed environments under several simplifying assumptions
such as the absence of fading, single path channels or piecewise-linear pulse shap-
ing waveform (e.g., the rectangular waveform) [23], [49], [186]. The performance
bounds of the channel parameter estimation, such as the CRB, depend on the sig-
nal bandwidth, the noise level, the channel delay and Doppler spread, etc. [59],
[184]. For the situation where random nuisance parameters are present, various
CRB-like bounds have been derived in the literature in order to make the analysis
simpler or more tractable. Examples of such bounds include the modified CRB
[60], [143], the asymptotic CRB [143], the hybrid CRB [60], the Miller Chang
bound [60], [134], and the Bhattacharyya bound [3], [134].

On the other hand, global measures of receiver performance are usually based
on BEP. The analytical methods for computing the BEP of CDMA receivers in
fading channels can be mainly divided into two categories: those based on the
knowledge of the probability distribution function (PDF) or of the moment gen-
erating function (MGF) of the received signal-to-noise ratio (e.g., at the output of
the MRC) [7], [160], [175], [176], [185] and those based on the statistical prop-
erties of a quadratic receiver4 [16], [65], [95], [121], [138]. The semi-analytical
approaches based on one of the two above categories have also gained consider-
able attention during the past years [34], [95]. The target features in modeling the
system performance should be low complexity and easy extension of the model
to cases with uncertainties in the estimated signal parameters (such as imperfect
delay estimation, various multipath profiles with different statistical properties,
etc.).

1.3 Scope of the thesis and parallel work

The core of this thesis is the design and analysis of fading channel estimation al-
gorithms suitable for CDMA receivers. The aim of this thesis is to introduce new
channel estimation algorithms in order to solve some of the problems related to
the propagation of the CDMA signal via fading multipaths. The main focus is
on the low-complexity solutions for the Rake receiver, with a particular empha-

4Most CDMA wireless receivers can be seen as particular cases of the general quadratic receiver
introduced by Bello in [18] and later developed by Barrett in [16].
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sis on the delay estimation part. Multipath delay estimation in the presence of
closely spaced paths is addressed in detail, with the focus on both MRC receivers
and mobile positioning applications. Several new algorithms and architectures are
proposed in the context of CDMA multipath channel estimation. The results of
the proposed algorithms were mainly obtained in a downlink WCDMA environ-
ment, built according to the current standard [1]. However, the applicability of the
proposed algorithms is not restricted to the downlink WCDMA. Since the focus
was on decoupled channel-estimation and decoding structures, the performance
measure was mainly the raw bit error ratio (BER), i.e., without coding-decoding
stages.

The motivation behind the choice of the simple Rake receiver structure with
decoupled channel estimation and decoding blocks came from the low-complexity
requirements of today’s manufacturers of CDMA receivers and from the fact that
most of the work presented in this thesis has been done as part of implementation-
oriented projects. Although the studies of multiuser detection techniques and it-
erative joint channel estimators and decoders have gained considerable attention
in the research community during the last few years [46], [91], [94], [111], [205],
the low-cost Rake receivers with decoupled channel estimation and decoding are
still those most encountered in practical applications. Recently, more and more
research work has also been focused on multiple antenna systems, triggered by the
potential ability of the multiple-inputs-multiple-outputs (MIMO) systems to im-
prove the transmission capacity [2], [12], [42], [48], [58], [62], [153], [163], [195].
The analysis of MIMO systems in the context of CDMA receivers is outside the
scope of this thesis, due again to the extra complexity of their implementation
compared to single antenna systems. However, the assumption of single antenna
systems was not a fundamental pre-requisite in developing the delay estimation
algorithms proposed in this thesis. The author believes that most of the proposed
delay estimation algorithms could be extended to MIMO CDMA systems as well.
Good treatments of the problematics and impact of imperfect channel estimation
in multiantenna CDMA systems can be found, for example, in [28], [141], [163],
[169], [209].

This thesis also aims at providing a general framework for the theoretical anal-
ysis of Rake receiver performance in the presence of fading channels and channel
estimation errors. Existing approaches are presented and a new method for com-
puting BEP in the presence of multipath delay errors is introduced.

Since the topic of CDMA channel estimation has gained considerable atten-
tion especially after the proposal of CDMA as a multiple access technique for
3G systems, it is natural that parallel work has been independently done in other
research groups as well. For example, an extension of the pilot aided decision
directed (PADD) channel coefficient estimation algorithm proposed and studied
by the author and her co-authors, both in the absence and in the presence of delay
estimation errors in [223] and [P1], respectively, has recently been presented in

7



[158]. In [158] the path delays were assumed known.
A delay estimation approach partially similar to the pulse subtraction (PS)

algorithm, which is the core idea of the improved PS of [P3], was described in
[140] in the context of uplink WCDMA TDD mode, and called successive multi-
path estimation technique (SMET). There, the pulse to be subtracted is the auto-
correlation of the RRC waveform (observed in [P3] to give sub-optimal results
compared to the ideal triangular pulse) and the method is applied only for distant
paths (4 chips apart).

Parallel studies on the delay estimation of the closely spaced paths in WCDMA
environments have been performed independently by Fock & al. and a MUSIC-
based solution, somehow similar to our solution of [P5], has been proposed in
[53]. However, in [53] only the synchronous uplink situation was considered and
the effect of the pulse shaping waveform on the algorithm was not discussed. In
[53] it is also stated that the MUSIC-based solution exhibits very good results, but
no comparison with other methods is given. Our comparison with Teager-Kaiser
(TK) estimator in [P5] showed that the MUSIC algorithm is usually outperformed
by the TK estimator and that the RRC waveform has an important effect on the
performance of both algorithms.

Parallel results regarding LOS estimation in the presence of multipath interfer-
ence have recently been reported in [87], [88], [202], but the algorithms described
there are different from those presented in the publications [P6]–[P8].

1.4 Outline and main results of the thesis

The contributions of this thesis are in the area of multipath fading channel esti-
mation for CDMA applications. This thesis consists of an introductory part with
seven chapters and a compendium of nine publications ([P1]–[P9]), attached as
appendices. The structure of this thesis was chosen with the intention of pro-
viding a comprehensive and unified summary of the problems and challenges in
channel estimation and of its applications in CDMA fading multipath environ-
ments. The parts which are widely covered in the publications [P1]–[P9] are only
briefly reviewed in the introductory part of the thesis and the parts which ensure
the link between publications are described in more detail. The new algorithms
and the main results of the thesis are originally reported in [P1]–[P9]. In the thesis,
the emphasis is on a downlink WCDMA system where different users’ dedicated
signals are transmitted synchronously within a cell and different BSs transmit
asynchronously [1]. Good overviews of the WCDMA standard can be found in
[75], [154].

Chapter 2 gives a short overview of the fading channel and signal models. In
Chapter 3, the channel coefficient estimation is considered first and then DA, DD,
and NDA methods are described. The choice of the filters for accurate channel
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coefficient estimation is analyzed and a new method is proposed to compute the
optimal filter length of a smoother-type filter with fixed coefficients.

The problem of multipath delay estimation is addressed next and several feed-
forward architectures are proposed (both in DA/DD and NDA modes) as a viable
alternative to the traditional feedback loop structures. The combined architecture
with separate channel coefficient estimation and delay estimation blocks is given
in [P1]. Particular attention is paid to the situation with closely spaced paths and
several new solutions are given to distinguish between overlapping paths. The
first solution, described in detail in [P3], is a low-complexity technique, referred
to as the improved pulse subtraction (iPS) method, based on the ML theory and
the MSE optimization. The second solution, described in [P4] and, partially, also
in [P5] and [P6], is based on the non-linear TK operator and it also has a reduced
implementation complexity. The third solution, given in detail in [P5], is an exten-
sion of the MUSIC algorithm to the systems with long codes. The main drawback
of the MUSIC algorithm is its high complexity. Moreover, it is shown that the
performance of the MUSIC algorithm is rather limited in the presence of RRC
pulse shaping. The fourth solution, first introduced in [P8], is based on deconvo-
lution theory: a new projection onto convex (POCS) algorithm is proposed and its
performance is compared with that of other existing deconvolution methods.

The performance of the proposed algorithms is studied in environments built
in accordance with WCDMA specifications, with the focus on applications such
as low-complexity Rake receivers and high-accuracy LOS estimation for mobile
positioning, as discussed in Chapter 4. Details related to these two applications
are also found in [P2] and [P7]. Moreover, to improve the LOS estimation pro-
cess in the absence of a priori knowledge about the number of channel paths, a
new adaptive threshold is introduced, as explained in [P7], and its performance is
analyzed for a WCDMA downlink receiver.

Chapter 5 deals with the theoretical modeling of the receiver performance in
the presence of multipath fading channel and channel estimation errors (the main
emphasis is on the delay estimation errors). The existing analytical methods for
BEP computation are summarized and a semi-analytical model for BEP compu-
tation is proposed by the author and derived in detail in [P9]. The method of [P9]
has the advantage of giving fast and reliable results for Rake receivers in Rician
fading channels and incorporates the multipath delay errors and pulse shaping ef-
fects. However, its applicability to channel coefficient estimation errors and coded
systems (e.g., antenna diversity, channel coding) remains an open issue.

A short summary of the thesis publications [P1]–[P9] is given in Chapter 6,
where the author’s contribution to the publications is clarified as well. The general
conclusions of the thesis and the remaining open issues are given in Chapter 7.
The original results of the thesis, which are summarized in the introductory part,
are mainly reported in the publications, attached as appendices to the thesis.
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Chapter 2

Channel and signal models

In this chapter we introduce the channel and signal models for CDMA communi-
cations over fading channels. We present first the fading channel model used in
this thesis and we explain the reason behind the choice of a linear time-variant fil-
ter model. The main channel parameters are enumerated and the typical statistical
models for their underlying distributions are given. Then, we present the received
baseband signal model for a CDMA receiver with maximum ratio combining.

2.1 Fading channel models

Multipath propagation over wireless channels is associated with fading effects
which can be directly related to the impulse response of the mobile radio channel
[138], [160], [162]. Most frequently, a mobile radio channel is modeled as a
linear filter with a time-varying impulse response h(t, ξ) and a finite number of
paths [12], [17], [91], [121], [138], [152], [160], [162]:

h(t, ξ) =
L∑

l=1

αl(t)δ(ξ − τl(t)), (2.1)

where αl(t) = al(t)ejθl(t) is the time-varying complex coefficient of the l-th path,
(al(t) and θl(t) are its amplitude and phase, respectively), δ(t) is the Dirac pulse,
L is the number of channel paths, τl(t) is the time-varying delay of the l-th path,
t is the time variation (due to the receiver motion in space), and ξ is the delay
variation (due to multipath propagation). The channel parameters al(t), θl(t), and
τl(t) can usually be seen as realizations of some random processes, with underly-
ing PDFs pal

(a), pθl
(θ), and pτl

(τ), respectively [175]. The channel impulse re-
sponse (CIR) h(t, ξ) is sometimes called the input delay-spread function [17]. Fig.
2.1 shows an example of a time-varying channel impulse response with Rayleigh
distributed amplitudes and 6 channel paths.
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Figure 2.1: Example of a time-varying CIR with finite number of paths.

The Fourier transform of the CIR is the channel transfer function (CTF):

H(ξ, f) =
∫ ∞

−∞
h(t, ξ) exp(−j2πft)dt. (2.2)

The CTF is also randomly varying with respect to the frequency and delay axes,
as illustrated in Fig. 2.2.

We note that several nonlinear fading channel models have also been pro-
posed in the literature and they usually fail into two categories: the models based
on expanding the nonlinear characteristics into a power series [19], [63] and the
Markov chain models, where the individual channel states are still characterized
by Eq. (2.1) [115], [221].

In this thesis, the discrete linear time-variant model for the channel impulse
response is used. The motivation came from the majority of experimental field
measurement results reported in the literature so far [4], [100], [144], [159], [208]
and from the fact that linear models are much simpler to simulate and analyze than
the nonlinear ones. Moreover, the channel modeling with a finite number of taps
is more convenient and natural for computer simulations and has been proved to
cover a multitude of wireless propagation scenarios [145], [154].
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Figure 2.2: Example of a time-varying CTF with finite number of paths.

2.1.1 WSSUS model

In many physical channels the statistics of the fading paths may be assumed ap-
proximatively stationary for sufficiently long time intervals. It is therefore cus-
tomary, for the sake of simplified analysis, to make the assumption that we have
a wide sense stationary (WSS) channel [17], [85], [162]. We say that the lin-
ear time-variant channel is WSS if its channel impulse response has its mean and
variance invariant under a translation in time direction [17], [160]:{

E(h(t, ξ)) = µh(ξ)
E(h(t1, ξ1)h∗(t2, ξ2)) = Φh(t1 − t2, ξ1, ξ2).

(2.3)

Above, E(·) is the expectation operator, µh(ξ) is the channel mean with respect
to the time axis, Φh(·) is the time-delay channel auto-correlation function (ACF)
(which is stationary under a time translation and non-stationary under a delay
translation). Moreover, if the channel coefficients are assumed uncorrelated, the
channel becomes wide sense stationary with uncorrelated scattering (WSSUS)
[17], [85]. This translates into stationarity property both in time and delay direc-
tions [17]:

Φh(t1 − t2, ξ1, ξ2) = Φh(t1 − t2, ξ1 − ξ2). (2.4)

The Fourier transform of the time-delay channel ACF represents the delay-
Doppler power spectrum (DDPS) Ψh(f, ξ) of the channel (also called the scatter-
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ing function [160]). For WSSUS channels, Ψh(f, ξ) is given by [160]

Ψh(f, ξ) =
∫ ∞

−∞
Φh(t, ξ) exp(−j2πft)dt. (2.5)

Under the WSSUS assumption and the discrete channel tap model, the channel
time-delay ACF is related to the ACF of the complex coefficients Φαl

(·) via the
following relationship [17]:

Φh(∆t, ∆ξ) =
L∑

l=1

Φαl
(∆t)Φτl

(∆t, ∆ξ), (2.6)

where⎧⎨⎩
Φαl

(∆t) = E(αl(t)α∗
l (t + ∆t)) and

Φτl
(∆t, ∆ξ) = E

(
δ(∆ξ − τl(t))δ(∆ξ − τl(t + ∆t))

)
.

(2.7)

We note that under the assumption of constant channel tap delays, from Eqs. (2.5)
and (2.6) it follows that:

Ψh(f, ξ) =
L∑

l=1

Ψαl
(f)δ(ξ − τl), (2.8)

where Ψαl
(·) is the Doppler power spectrum (DPS) of the l-th path (i.e., the

Fourier transform of the channel coefficient ACF Φαl
(·)). Fig. 2.3 shows two

examples of DDPS for a Rayleigh fading channel with maximum Doppler spread
fD = 506 Hz and constant versus time-varying channel path delays (for the as-
sumptions about the path delays distributions see Section 2.1.2).

The frequency-dispersive nature of the fading channel is best described by two
inter-dependent parameters, namely the Doppler spread and the coherence time.
The Doppler spread is a measure of the spectral broadening due to the time rate
of change of the channel parameters [162]. If the delay axis ξ is considered fixed
(e.g., ξ = 0), then the maximum Doppler spread fD is given by the maximum
frequency range over which the DDPS is essentially non-zero [160]. The dual
of the Doppler spread is the coherence time of the channel, which represents the
maximum time range over which the channel time-delay ACF (at fixed delay ξ)
is essentially non-zero (e.g., when the channel time-delay ACF decreases at half
of its maximum value) [162]. The Doppler spread and the coherence time are
inversely proportional. The maximum Doppler spread fD depends on the mobile
speed ν and the carrier frequency fc [162]:

fD =
ν

c
fc, (2.9)
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Figure 2.3: Examples of a time-varying DDPS; constant path delays (left plot)
and random path delays (right plot).

where c = 3 ∗ 108 m/s is the speed of light.
The complementary parameters describing the time dispersive nature of the

channel are the delay spread and the coherence bandwidth [160], [162], [178],
[179]. The channel delay spread can be seen as the maximum delay range over
which the channel time-delay ACF (at fixed time t) is essentially non-zero. The
delay spread and the coherence bandwidth are also inversely proportional to one
another. The higher the delay spread, the higher time dispersion the channel suf-
fers, and, hence, it becomes more selective in frequency.

2.1.2 Typical distributions

The statistical properties of the channel random parameters are well-studied in the
literature [160], [162]. Typically, the channel paths’ time-varying envelopes al(t)
are seen as realizations of Rician distributed random processes [4], [6], [174],
[191], whose probability distribution functions are given by:

pal
(a) � Proba(al(t) = a)

=

⎧⎨⎩ 2a(1+Kl)e
−Kl

Pl
exp
(
− (1+Kl)a

2

Pl

)
I0

(
2a
√

Kl(1+Kl)
Pl

)
, if a ≥ 0

0, otherwise

where Pl = E(|al(t)|2) is the average power of the l-th path, Kl is the Rician
factor of the l-th path, ranging from 0 (Rayleigh) to ∞ (no fading) [174], [175],
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and I0(·) is the zero-th order modified Bessel function of the first kind:

I0(x) � 1
2π

∫ 2π

0
exp (x cos ϑ)dϑ =

+∞∑
i=0

x2i

22i(i!)2
(2.10)

Rayleigh fading is a particular case of Rician distribution, with Kl = 0. The
Rayleigh fading model typically agrees well with experimental data for mobile
systems where no LOS path exists between the transmitter and the receiver an-
tennas [100]. The Rician fading model is more general and incorporates also the
LOS situations, both for terrestrial and satellite communications [174], [175]. Ex-
amples of Rician PDFs are shown in Fig. 2.4.
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Figure 2.4: Examples of Rician PDFs for three Rician parameters: K = 0, K = 2
and K = 10; normalized average path power P=1.

The time-varying phases of the channel paths are mostly modeled as uniform
distributed [85], [162]:

pθl
(θ) � Proba(θl = θ)

=
{

1
2π , if 0 ≤ θ ≤ 2π
0, otherwise

(2.11)

The reason behind the uniform distribution of phases comes from the Gaussian
assumption of the complex fading random process characterizing each multipath
component [162].

The multipath delays are usually assumed constant [52], [113], [121], [124],
[150], [186] [216], [219]. For terrestrial communications this is a reasonable as-
sumption, due to the small Doppler shift usually encountered in these systems. If
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we consider, for example, the downlink connection of WCDMA [1] and a mo-
bile receiver moving at 80 km/h (with respect to the transmitter), a delay variation
of one tenth of a chip1 is achieved in about 0.35 seconds, meaning that the delay
variation due to Doppler shift can be neglected during typical observation times of
orders of tens of milliseconds2. The time-varying delay models are seldom used
and mainly in the context of satellite communications, where a linear or quadratic
time dependence3 is typically assumed [56], [167].

For the Rician fading WSSUS channel model (which is the model used within
this thesis), the general expression of the channel coefficient ACF is given by
[191]:

Φαl
(t) =

Pl

Kl + 1
J0(2πfDt) +

PlKl

Kl + 1
exp
(
− 2πfDt cos(θ0l

)
)

, (2.12)

where θ0l
is the angle between the LOS component and the receiver direction of

movement and J0(·) is the zero-th order Bessel function of the first kind:

J0(x) �
+∞∑
i=0

(−1)i

Γ(i + 1)i!

(
x

2

)2i

, (2.13)

and Γ(·) is Euler function Γ(x) =
∫ +∞
0 ϑx−1 exp(−ϑ)dϑ.

The DPS for the Rician fading coefficient can be expressed in the following
form [191]:

Ψαl
(f) =

Pl

Kl + 1
1

π

√
1 −
(

f
fD

)2
+

PlKl

Kl + 1
δ(2πf − cos(θ0l

)). (2.14)

We mention that for Rayleigh fading (Kl = 0), from Eqs. (2.12) and (2.14) we
obtain the well-known Jakes equations [85], [220]. An example of the normalized
channel ACF and DPS for a Rayleigh fading channel is shown in Fig. 2.5.

2.2 CDMA baseband signal model

In an CDMA multicell multiuser environment with M -PSK modulation, the re-
ceived baseband signal via a multipath fading channel with additive white Gaus-
sian noise (AWGN) can be modeled as:

1One chip interval in WCDMA is equal to 0.26 µs; the chip rate is equal to 3.84 Mcps.
2WCDMA physical channels are organized into frames of duration of 10 ms. Each frame is split

in 15 slots and each slot corresponds to one power control period [1]. Typical channel estimation
times are of the order of slot period.

3A linear dependence has the form τ(t) = ι + ιvt, and a quadratic dependence has the form
τ(t) = ιvt + ιat2, where ι, ιv , and ιa are constant factors.
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Figure 2.5: Ideal ACF and DPS for a Rayleigh fading channel tap.

r(iTs) =
Nu∑
v=1

∞∑
m=−∞

√
E

(m)
bv

b(m)
v

SFv∑
k=1

c
(m)
k,v

L∑
l=1

α
(m)
l,v g(iTs −

mTv − kTc − τ
(m)
l,v Ts) + η(iTs), (2.15)

where r(iTs) are the samples of the received signal, Ts is the sampling interval,

i is the sample index, E
(m)
bv

is the transmitted bit energy of the m-th symbol and

the v-th user or base station 4), b
(m)
v is the m-th transmitted data symbol of the

v-th user 5, α
(m)
l,v is the complex fading coefficient of the l-th path of the v-th user,

corresponding to the m-th symbol and τ
(m)
l,v is the delay (expressed in samples)

introduced by the l-th multipath component of the v-th user, corresponding to the
m-th symbol. Furthermore, c

(m)
k,v is the code value for the k-th chip of the v-th

user, during the m-th symbol. If long codes are employed, the code sequences are
different from one symbol to the other. For short codes, the code value c

(m)
k,v does

not depend on the symbol index.
Above, Tv is the symbol interval of the v-th user, Tc is the chip interval (as-

sumed to be the same for all users), Tc = TsNs, where Ns is the number of

4In what follows, by ’user’ we understand any type of signal that is transmitted in the mobile
communication system, such as user dedicated channels or BS common channels. We remark that
comprehensive descriptions of the signals transmitted in a WCDMA system can be found in [1],
[5].

5The symbols are modeled as real numbers if binary phase shift keying (BPSK) modulation is
used, and as complex numbers if higher order phase shift keying (PSK) modulation is used.
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samples per chip (or the oversampling factor), g(·) is the chip pulse shape after the
matched filtering (g(t) = gT (t)�gR(t), gT (·) is the transmitter pulse shape, gR(·)
is the receiver filter matched to the transmitter pulse shape), SFv is the spreading
factor of the v-th user (SFv = Tv/Tc), and L is the number of channel paths6. The

code chips are normalized in such a way that
∑SFv

k=1 |c(m)
k,v |2 = 1, ∀v, m.

In Eq. (2.15), η(iTs) are the samples of a complex AWGN of double-sided

power spectral density bN0, where b = |b(m)
v |2 (since M -PSK modulation is as-

sumed for all users, the symbols have constant envelope7). M -PSK modulation
has been selected according to the 3G standards [1] and to the current standards for
CDMA-based navigation systems [56], [72], [73], [124] where BPSK and QPSK
modulations are mainly used.

We note that in publication [P9] the same signal model was described in
continuous-time domain for the sake of easier theoretical analysis. However, from
now on, the discrete-time description of Eq. (2.15) will be preferred, since all the
received signal processing (including the matched filtering) is assumed to be done
in digital domain.
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Path complex 
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estimated data bits (for DD cases)

Reference signal
generation

Figure 2.6: Block diagram of a Rake receiver with Lr fingers and separate channel
estimation blocks.

The simplest coherent receiver for CDMA communications is a Rake receiver,
whose block diagram is illustrated in Fig. 2.6. In our architecture of Fig. 2.6, the
channel coefficient estimation is done in the narrowband domain and it is therefore
decoupled from the delay estimation block. Different techniques may be used

6If the users experience different channels with different paths, L is taken equal to the maximum
number of paths that might be encountered and the channel coefficients corresponding to ’missing’
paths are considered to be zero.

7For example, b = 1 for BPSK modulation, and b = 2 for quadrature PSK (QPSK) modulation.
The symbol energy Es is related to the bit-energy Eb via Es = bEb.
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independently for each of these two tasks. In this thesis, we assume that uncoded
systems are used; hence, the channel decoding stage illustrated in Fig. 2.6 is not
incorporated. If the channel estimation blocks use the data decisions (hard or
soft), the estimation is done in a decision directed mode. The output of several
Rake fingers in Fig. 2.6 is coherently combined before the data detection. The
number of Rake fingers Lr may be different from the number of channel paths L,
since there is no a priori knowledge about L. The reference signal in Fig. 2.6 is
the code sequence, possibly multiplied with data symbols (DA case) or with data
decisions (DD case).

The despread signal of the u-th user, at the output of the l1-th finger during
the n-th symbol can be written as:

z
(n)
l1,u =

1
SFuNs

(n+1)SFuNs∑
i=nSFuNs

r(iTs)
SFu∑
k1=1

(c(n)
k1,u)∗g1(iTs − nTu − k1Tc − τ̂

(n)
l1,uTs),

(2.16)
where τ̂

(n)
l1,u is the estimated delay of the l1-th path of the u-th user, during the n-th

symbol (expressed in samples), and g1(·) is the pulse shape of the replica code
at the receiver. For unshaped replica codes, g1(·) is the rectangular pulse shape
[121]. For shaped replica codes, g1(·) is different from the rectangular pulse shape
(we might have, for example, g1 ≡ g or g1 ≡ gT ).

It follows from Eqs. (2.15) and (2.16) that each Rake finger output z
(n)
l1,u can

be written as:

z
(n)
l1,u =

√
E

(n)
bu

b(n)
u α

(n)
l1,uR

(
τ̂

(n)
l1,u − τ

(n)
l1,u

)
+
√

E
(n)
bu

b(n)
u

SFu∑
k=1

L∑
l=1
l �=l1

Z(n,n)
l,k,k,u,u

+
√

E
(n)
bu

b(n)
u

SFu∑
k=1

SFu∑
k1=1
k1 �=k

L∑
l=1

Z(n,n)
l,k,k1,u,u

+
∞∑

m=−∞
m�=n

√
E

(m)
bu

b(m)
u

SFu∑
k=1

SFu∑
k1=1

L∑
l=1

Z(m,n)
l,k,k1,u,u

+
Nu∑
v=1
v �=u

∞∑
m=−∞

√
E

(m)
bv

b(m)
v

SFv∑
k=1

SFu∑
k1=1

L∑
l=1

Z(m,n)
l,k,k1,v,u

+
SFu∑
k=1

W(n)
k,u , (2.17)

19



where the notations Z(m,n)
l,k,k1,v,u and W(n)

k,u stand for:

Z(m,n)
l,k,k1,v,u = c

(m)
k,v

(
c
(n)
k1,u

)∗
α

(m)
l,v R

(
nTu − mTv

+ (k1 − k)Tc + (τ̂ (n)
l1,u − τ

(m)
l,v )Ts

)
, (2.18)

and, respectively,

W(n)
k,u =

1
SFuNs

(
c
(n)
k,u

)∗ (n+1)SFuNs∑
i=nSFuNs

η(iTs)g1(iTs−nTu−kTc− τ̂
(n)
l,u Ts), (2.19)

and R(·) is the normalized correlation function between the received signal pulse
shape and the reference code pulse shape (normalization means that R(0) = 1):

R(τTs) =
1

SFuNs

(n+1)SFuNs∑
i=nSFuNs

g(iTs + τTs)g1(iTs). (2.20)

The subscript u has been dropped from the correlation function, for clarity rea-
sons, and also because it is reasonable to assume that all the users have the same
pulse shape function. We mention that the correlation function R(·) is invariant
with respect to symbol index n.

The first term in the summation of Eq. (2.17) represents the useful signal
component, the second term is due to inter-path interference (IPI), the third term
is due to inter-chip interference (ICI), the fourth term is due to inter-symbol in-
terference (ISI), the fifth term is due to the multiple access interference, and the
last one is due to the complex additive white Gaussian noise. If IPI, ICI, ISI, MAI
and AWGN terms are grouped under the generic noise term notation η̃

(n)
l1,u, then

the output of the Rake finger of Eq. (2.17) becomes:

z
(n)
l1,u =

√
E

(n)
bu

b(n)
u α

(n)
l1,uR

(
τ̂

(n)
l1,u − τ

(n)
l1,u

)
+ η̃

(n)
l1,u. (2.21)

If the Gaussian approximation (GA) is used, by virtue of central limit theorem,
η̃

(n)
l1,u term can be seen as a Gaussian noise of zero mean and a certain variance σ2

η ,
directly related to N0, to the channel multipath profile and to the MAI parameters.

The output of the MRC for the n-th symbol of the u-th user is

y(n)
u =

Lr∑
l1=1

(
α̂

(n)
l1,u

)∗
z
(n)
l1,u, (2.22)
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where
(
α̂

(n)
l1,u

)∗
is the conjugate of the estimated complex coefficient of tap l1

during the n-th symbol, and Lr is the number of Rake fingers used in the MRC.
An equivalent CDMA received signal model is the matrix model of [91],

[121]. Since the matrix model will be used in Chapter 5 for BEP analysis of
the quadratic receiver, we also review here the matrix notations for the received
signal model. We assume that the baseband processing is done in groups of N
symbols and we group the received samples r(iTs), i = 1, 2, . . . , NSF Ns under
the vector notation r ∈ C

NsSF N×1. Here we assumed without loss of general-
ity8 that all the users have the same spreading factor SF . Then, the vector of the
received samples is equal to [91], [121]:

r = SCAb + v, (2.23)

where S is the signature matrix (including the pulse shaping effect):

S =
(
s(1)
1,1, . . . s(1)

L,1, . . . s(n)
l,u , . . . s(N)

1,Nu
, . . . s(N)

L,Nu

)
∈ C

NNsSF×NNuL,

(2.24)
with vector elements

s(n)
l,u =

(
0, . . . 0, s

(n)
l,u,1, . . . s

(n)
l,u,NsSF

, 0, . . . 0
)T ∈ C

NNsSF×1. (2.25)

In the Eq. (2.25) there are nNsSF + τ
(n)
l,u zeros at the beginning, corresponding to

the l-th path delay of the u-th user and the n-th symbol, and (N −n)NsSF − τ
(n)
l,u

zeros at the end (for n = N , the sequence is truncated). The elements s
(n)
l,u,ns

represents the signature of the u-th user, l-th path and n-th symbol, corresponding
to the sample ns, ns = 1, 2, . . . , NsSF (the pulse shape effect is included in the
signatures). The matrix C in Eq. (2.23) is the channel matrix and it has a block-
diagonal structure:

C = diag
(
c(1)
1 , . . . , c(1)

Nu
, . . . , c(n)

u , . . . , c(N)
1 , . . . , c(N)

Nu

)
∈ C

NNuL×NuN ,

(2.26)

with vector elements equal to: c(n)
u =

(
α

(n)
1,u, · · · , α(n)

L,u

)T ∈ C
LNu×1.

The matrix A in Eq. (2.23) is the diagonal bit square-root energy matrix

A = diag

(√
E

(1)
b1

, . . .
√

E
(1)
bNu

, . . .

√
E

(N)
b1

, . . .
√

E
(N)
bNu

)
∈ R

NuN×NuN

(2.27)
The vector b is the vector of users’ symbols

b =
(
b
(1)
1 , . . . b

(1)
Nu

, . . . , b
(N)
1 . . . b

(N)
Nu

)T ∈ C
NuN×1. (2.28)

8Indeed, spreading one symbol with a code of spreading factor SF can be viewed as spreading
two identical symbols with different codes of lower spreading factor SF /2.
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The last term in Eq. (2.23) is the vector of noise samples:

v = (η(Ts), η(2Ts), . . . η(NsSF Ts))
T ∈ C

NNsSF×1. (2.29)

The despreading operation can be viewed as a multiplication with the hermi-
tian of the signature matrix at the receiver (e.g., simultaneous despreading for all
users):

z = ŜHr = ŜHSCAb + ŜHv, (2.30)

where z =
(
z
(1)
1,1 , . . . z

(1)
L,1, . . . z

(n)
l,u , . . . z

(N)
1,Nu

, . . . z
(N)
L,Nu

)T ∈ C
NNuL×1 is the

vector of despreading fingers outputs and Ŝ is a matrix with the same structure as
matrix S, where the true channel path delays τ

(n)
l,u were replaced with the estimated

path delays τ̂
(n)
l,u .

The output of the MRC of Eq. (2.22) can be written in matrix form as well:

y(n)
u =

(
ĉ(n)

u

)H
z(n)

u , (2.31)

where ĉ(n)
u is the vector of estimated channel complex coefficients of the n-th

symbol and the u-th user. For the above equation, the number of Rake fingers Lr

was assumed to be equal to the number of true paths L. However, the model can
be straightforward extended to Lr 	= L.
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Chapter 3

Channel estimation algorithms

This chapter provides an overview of the fading-channel estimation problematic
and main algorithms. The channel coefficient estimation and delay estimation
tasks are addressed separately. The main features and the main challenges for
each of these approaches are discussed.

3.1 General methods for channel coefficient estimation

In this section, we assume that the multipath delays are correctly estimated at the
receiver and we are interested only in the channel complex coefficient estimation
part. The problem of multipath delay estimation will be addressed in Section 3.3.

3.1.1 DA and DD methods

The received signal, after the filter matched to the transmitter pulse shape, is si-
multaneously despread in Lr fingers. The channel estimation is done at symbol
level (in narrowband domain), because the low chip energy-to-noise ratio specific
to an CDMA system would make a chip-level estimation much more difficult.
Moreover, simulation results [5], [9], [223] showed that a symbolwise estimation
is sufficient for velocities of the mobile up to 120 km/h, since the channel is not
significantly changing during one symbol interval. Under the assumption of cor-
rect path delay estimates, it follows from Eq. (2.21) that the output of the l1-th
Rake finger during the n-th symbol interval is1:

z
(n)
l1

=
√

E
(n)
b b(n)α

(n)
l1

+ ηl1(n). (3.1)

If the transmitted symbol b(n) and the corresponding transmit bit energy are known,
and the noise level ηl1(n) is low compared to the signal level, a coarse estimate of

1The user index u has been dropped for clarity reasons.
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the l1-th path of the channel can be obtained through:

α̃
(n)
l1

≈ z
(n)
l1

b(n)∗

b

√
E

(n)
b

(3.2)

where b � |b(n)|2 is the square of the data symbol envelope.
In a realistic case, the receiver has the prior knowledge of the pilot symbols

only. The pilot symbols may be either continuously transmitted (e.g., the Common
Pilot Channel CPICH in WCDMA downlink or the Dedicated Physical Control
Channel DPCCH in WCDMA uplink [1]) or time-multiplexed with the data sym-
bols (e.g., the Dedicated Physical Control Channel DPCCH in WCDMA downlink
[1]).

When the pilot channel is transmitted continuously, the channel coefficient es-
timates are typically obtained via multiplication with the pilot symbols (see Eq.
(3.2)), followed by low-pass filtering to diminish the noise [78], [91], [96], [121],
[204]. The choice of the adequate filter length and coefficients is one of the most
important tasks in the channel coefficient estimation process, as it will be dis-
cussed in Section 3.2. There is a fundamental tradeoff between reducing the noise
level and keeping the fading spectrum of the channel coefficients undistorted.

When a continuous pilot channel is available, the best option is an DA chan-
nel coefficient estimator. The DA architecture consists basically of a correlator
(between the incoming signal and the reference pilot signal), followed by a fine
estimation filter. In DA techniques, when the pilots are time-multiplexed with
data, the traditional ways to estimate the channel coefficients corresponding to
data symbols are either via weighted multi-slot averaging (WMSA) [5], [9], [74]
or via interpolation techniques [P2], [9], [105], [121], [128], [198], [204]. The
raw channel estimates corresponding to pilot symbols are first obtained using Eq.
(3.2). Then, they are either weighted and averaged over several slots and hold
constant for each symbol within one slot [5], [9], [74], or interpolated in order to
obtain symbolwise estimates of the channel [P2], [105], [128], [198], [204]. The
WMSA method exhibits good results in case of slowly fading environments [9].
For faster fading, interpolation methods perform better [9], [204]. The linear in-
terpolation is the best choice in terms of complexity, and its performance is close
to that of higher-order interpolation methods [128], [204].

An alternative to interpolation or WMSA-based DA approaches is to use DD
methods, where unknown data symbols are replaced by data decisions. Various
DD methods have been proposed in the literature, such as the decision feedback
with adaptive linear prediction (DFALP) algorithm [11], [91], [96], [130], [222],
[223], the decision feedback (DF) algorithm [222], [223], the pilot aided decision
directed algorithm [P1], [84], [223]. The DD methods can be mainly classified
into two classes:
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1. Feedback DD channel coefficient estimators, such as DFALP or DF [11],
[91], [96], [130], [222], [223]: previous channel coefficient estimates (or
data decisions) are used to update the current channel coefficient estimates.
The block diagram of a feedback DD estimator is shown in Fig. 3.1. The
channel coefficient estimation block selects either the past estimate α

(n)
l1

or
the current estimate given by Eq. 3.2, according to a pre-defined criterion.
For example, if we assume that M -PSK modulation is used, the decision
rule can be defined as follows [130], [223]:

α̃
(n)
l1

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z
(n)
l1

b(n)∗

b

√
E

(n)
b

, if b(n) is a pilot symbol,

z
(n)
l1

b̂(n)∗

b

√
E

(n)
b

, if

∣∣∣∣∣arg
(
α

(n)
l1

)
− arg

(
z
(n)
l1

b̂(n)∗

b

√
E

(n)
b

)∣∣∣∣∣ ≤ π
2M

and b(n) is not a pilot symbol,

α
(n)
l1

, if

∣∣∣∣∣arg
(
α

(n)
l1

)
− arg

(
z
(n)
l1

b̂(n)∗

b

√
E

(n)
b

)∣∣∣∣∣ > π
2M

and b(n) is not a pilot symbol.

Above, b̂(n) stands for the estimated n-th data symbol and M is the modula-
tion order. The estimates α

(n)
l1

are obtained via feedback filtering. Examples
of feedback filters proposed in the literature are based on linear prediction
(LP) with constant [222], [223] or adaptive coefficients [11], [130], [222],
[223].
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Figure 3.1: Feedback DD complex-tap estimation principle.

2. Feedforward DD channel coefficient estimators, such as PADD [P1], [84],
[223]: only the current data decisions are used in the channel complex co-
efficient estimation process, as illustrated in Fig. 3.2. The first stage of a
feedforward DD channel coefficient estimator is similar to the DA chan-
nel coefficient estimator for time-multiplexed pilot symbols. Based on the
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available pilot symbols and on averaging and interpolation methods, pre-
liminary channel coefficient estimates can be obtained as seen in Fig. 3.2.
In the second stage, data decisions are formed at the output of the MRC, and
the data modulation is removed from the incoming sequences z

(n)
1 , . . . , z

(n)
Lr

for each Rake finger. An infinite impulse response (IIR) or a finite impulse
response (FIR)-type smoother can be used to reduce the noise effect and to
obtain the final complex tap estimates α̂

(n)
1 , . . . , α̂

(n)
Lr

(see Section 3.2 for
the discussion about the choice of the fine estimation filter).
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Figure 3.2: Feedforward DD complex-tap estimation principle.

A detailed comparison between different DD channel coefficient estimation
methods in the absence of code synchronization errors was shown in [223] for a
WCDMA downlink scenario with time-multiplexed pilot symbols. Fig. 3.3 shows
an example of the BER performance of different DD methods for indoor channel
A and vehicular channel B [1]. The impact of the delay estimation errors on the
performance of different DA and DD channel coefficient estimation algorithms
was studied in [P1].

In practical applications when the pilots are time-multiplexed with the data
symbols, combined DA/DD approaches such as PADD algorithm are usually the
best choice, both from the complexity point of view and from their robustness to
delay estimation errors, as shown in [P1].

The time-multiplexed pilot-based channel coefficient estimators might seem
somehow obsolete in WCDMA applications nowadays since the introduction of
continuous (code-multiplexed) pilot sequences both in uplink and downlink di-
rections [1], [161]. However, there are still various situations, such as transmit
antenna diversity2 [209] or lack of power control for the common CPICH chan-
nels3 [41], when a time-multiplexed pilot sequence might be still the best available
option for coherent detection. Moreover, combined channel coefficient estimators

2For example, the CPICH channels transmitted via 2 antennas have orthogonal patterns and
some de-patterning process should be performed before they can be used for channel estimation.

3CPICH channels are not power controlled, which causes them to be received with very low
power by the mobile receivers situated at the cell edges [1].
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Figure 3.3: BER comparison for indoor channel A, mobile velocity 3 km/h (left)
and vehicular channel B, mobile velocity 250 km/h (right). DD channel coeffi-
cient estimators based on time-multiplexed pilot symbols, known path delays.

based on both time-multiplexed and continuous pilots may be used to increased
the receiver performance [41], [105], [161].

3.1.2 NDA methods

Non-data aided (or blind) methods may be used when none or very few pilot sym-
bols are available at the receiver. It is usually assumed that the receiver knows the
PN code sequence. NDA algorithms in the context of fading channel coefficient
estimation and CDMA receivers have not received much attention in the literature,
due to several open issues which are generally associated with the blind phase es-
timators, such as the phase-ambiguity (or cycle-slip) problem [89], [138], and the
typical non-coherent loss4. The phase ambiguity problem can be solved either by
using differential or non-coherent detection or by having separate pilot symbols
as a phase reference [138]. We will briefly explain here the concepts of NDA
channel coefficient estimation when M -PSK modulation and coherent detection
are used (e.g., such as in WCDMA systems [1]).

The despreader output of Eq. (3.1) can be written as a function of the ampli-
tudes and phases of the channel and data symbols:

z
(n)
l =

√
bE

(n)
b a

(n)
l e

(
j( 2πm(n)

M
+θ

(n)
l )

)
+ η

(n)
l , (3.3)

where m(n) is a random index defining the phase of the n-th M -PSK modulated
data symbol, taking values in the set {0, 1, . . . , M − 1}. In the absence of noise,

4When differentially coherent or non-coherent detection is used instead of coherent detection,
the receiver performance is usually deteriorating with up to 3 dB [160].
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the M -th power non-linearity removes completely the phase of the modulation
data symbol:

(z(n)
l )M =

(√
bE

(n)
b a

(n)
l

)M

e

(
jMθ

(n)
l

)
. (3.4)

Taking the argument of both terms of Eq. (3.4) we obtain an estimate for the
channel phase in the form

θ̃
(n)
l =

1
M

arg
(
z
(n)
l

)M
+

kNDAπ

M
, (3.5)

where kNDA ∈ {−(M −1), . . . ,−1, 1, . . . , M −1} is the phase ambiguity factor
and it is due to the non-uniqueness of the solution of Eq. (3.4). In the presence
of noise, some non-coherent averaging over NNC symbols may be used to reduce
the effect of noise, and the coarse estimates for the l-th channel-path phase and
amplitude are obtained as follows [142]⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

θ̃
(n)
l = 1

M arg

⎛⎝ 1
NNC

n∑
j=n−NNC

(
z
(j)
l

)M

⎞⎠+ kNDAπ
M ,

ã
(n)
l =

√√√√ 1
NNC

n∑
j=n−NNC

∣∣∣z(j)
l

∣∣∣2.
The block diagram of an NDA channel coefficient estimator (when the estimation
is done in narrowband domain) is shown in Fig. 3.4. Similarly to the DA and DD
estimators, fine channel coefficient estimates can be obtained via a supplementary
filter (denoted here by fine estimation filter), applied on real and imaginary parts of
the estimates. If pilot symbols are available, then the phase ambiguity problem can
be removed by disallowing the estimated phases to lie outside a certain interval,
which is computed with the help of the pilots [31], [138].
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Figure 3.4: NDA complex tap estimation principle.

Alternatively to the above presented structure, NDA channel coefficient es-
timates may also be obtained via subspace-based methods [30], [141], [193],
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[206]. In [206] it was shown that a subspace-based approach is significantly out-
performed by a decision-directed channel estimation. The system considered in
[206] was the synchronous downlink IS-95 system. The study of the performance
of subspace-based approaches in the context of channel coefficient estimation and
realistic CDMA scenarios (such as those in conformity with 3G standards) has not
gained much attention in the research literature, due to their high complexity and
low robustness to noise. The subspace-based approaches will also be discussed in
the context of CDMA delay estimation, in Section 3.3.4.4.

3.2 Fine estimation filter

As seen in the block diagrams of Figs. 3.1, 3.2, and 3.4, the coarse channel co-
efficient estimates α̃

(n)
l1

are passed via an IIR or FIR filter (referred to as fine
estimation filter), in order to reduce the noise effect and to obtain the final esti-
mates α̂

(n)
l1

. The finite impulse response filters are sometimes more adequate for
low-complexity receivers than infinite impulse response filters [93] and they will
be used in what follows. The channel estimation filter may have either fixed or
adaptive coefficients.

Under the assumption of unbiased estimates, the coarse channel coefficient
estimates α̃

(n)
l1

can be re-written as the sum between the true channel coefficients

and a noise process η
(n)
l , of zero mean and variance σ2

α̃
(n)
l1

= α
(n)
l1

+ η
(n)
l . (3.6)

The noise variance σ2 is usually estimated from the received signal samples [45],
[50]. In the next sections, two types of FIR channel coefficient estimation filters
are discussed and compared: the classical Wiener filter (with adaptive coefficients)
and the smoother filter with fixed coefficients.

3.2.1 Wiener filter

The optimum adaptive filter in the minimum-mean-square-error (MMSE) sense is
the Wiener filter [37], [71], [108]. If we select an FIR implementation with Npfl

coefficients, the fine channel-coefficient estimates are obtained as:

α̂
(n)
l =

Nfl∑
i=−Npl

w
(n+i)
l α̃

(n+i)
l = w(n)H

l c̃(n)
l , l = 1, . . . , Lr, (3.7)

where Npfl
= Npl

+Nfl
+1 is the filter length, Npl

is the number of past symbols
used by Wiener filter applied to the l-th path, and Nfl

is the number of future sym-
bols (optimally, Npl

and Nfl
tend to infinity, but in practical implementations, they

29



should be truncated to some finite values [71]). The notation w(n)
l stands for the

vector of the Wiener filter coefficients of the l-th path, centered at the n-th sym-

bol: w(n)
l = [w

(n−Npl
)

l . . . w
(n)
l . . . w

(n+Nfl
)

l ]T , and c̃(n)
l is the vector of coarse

estimates of the channel coefficients c̃(n)
l = [α̃

(n−Npl
)

l . . . α̃
(n)
l . . . α̃

(n+Nfl
)

l ]T .
The optimal Wiener filter coefficients are found by minimizing the mean square

error function JWiener,MSE(·) with respect to w(n)
l :

JWiener,MSE(w(n)
l ) � E

∣∣∣∣w(n)H
l c̃(n)

l − α
(n)
l

∣∣∣∣2. (3.8)

It can be shown that the coefficients which minimize the MSE error of Eq. (3.8)
are given by the Wiener-Hopf equation [71]:

w(n),opt
l =

(
E(c̃(n)

l c̃(n)H
l )

)−1
E(α(n)

l c̃(n)H
l ) �

(
Σ

c̃
(n)
l c̃

(n)
l

)−1



α
(n)
l c̃

(n)
l

, (3.9)

where Σ
c̃
(n)
l c̃

(n)
l

� E(c̃(n)
l c̃(n)H

l ) is the auto-correlation matrix of the coarse chan-

nel coefficient estimation vector c̃(n)
l and 


α
(n)
l c̃

(n)
l

� E(α(n)
l c̃(n)H

l ) is the cross-

correlation vector between the coarse channel coefficient estimation vector and
the true channel coefficient.

Under the WSSUS assumption of the channel, the matrix Σ
c̃
(n)
l c̃

(n)
l

and the

vector 

α

(n)
l c̃

(n)
l

(and hence the Wiener filter coefficients) are independent on the

symbol index and their elements can be re-written as:

ρxx,l(i, i1) = Φαl
(i−i1)+σ2δK(i−i1), ∀i, i1 = 1, 2, . . . , Nfl

+Npl
+1, (3.10)

and, respectively:

ραx,l(i) = Φαl
(i − Npl

− 1), ∀i = 1, 2, . . . , Nfl
+ Npl

+ 1, (3.11)

where ρxx,l(i, i1) is the element corresponding to the i-th row and the i1-th column
of the matrix Σ

c̃
(n)
l c̃

(n)
l

, ραx,l(i) is the element corresponding to the i-th row of the

column vector 

α

(n)
l c̃

(n)
l

, and δK(·) is the Kronecker delta function. We note that

for Rayleigh and Rician fading channels, the expression of Φαl
(·) is given by Eq.

(2.12).
The coefficients of the Wiener filter depend on the filter length Npfl

, on the
channel ACF function Φαl

(·), and on the noise variance at the output of the coarse
estimation unit σ2. In practice, these parameters have to be estimated.

From Eqs. (3.8) and (3.9) the MMSE for the optimal Wiener coefficients is:

JWiener,MMSE(Npl
, Nfl

) = Φαl
(0) − 
H

α
(n)
l c̃

(n)
l

(
Σ

c̃
(n)
l c̃

(n)
l

)−1



α
(n)
l c̃

(n)
l

(3.12)
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3.2.2 Filters with fixed coefficients and suboptimal filter length

For practical implementations, filters with fixed coefficients, such as the moving
average (MA) filter, are usually preferred to the Wiener filter due to their lower
complexity. The only design parameter of such a filter with fixed coefficients is
its length, which is either assumed constant [9], [161], [223], or taken equal to the
coherence time of the channel (but not adapted to the noise level) [43]. Another
approximation based on maximizing the signal power at the output of the matched
filter is given in [219], where the optimal MA filter length N

(opt)
l for the l-th path

is the solution of the following equation:

N
(opt)
l −1∑
i=1

iΦαl
(i) = 0. (3.13)

3.2.3 Filters with fixed coefficients and optimal filter length

Adapting the filter coefficients in an optimal manner is usually quite computa-
tionally expensive due to the required matrix inversion of Eq. (3.9). Therefore,
we introduce here a smoother with fixed coefficients and adaptive filter length as
an alternative to Wiener filter for lower-complexity implementations. We then
show the MSE comparison between the proposed filter, the Wiener filter, and the
suboptimal filters of Section 3.2.2.

The output of the smoother with fixed coefficients is given by the average of
the coarse channel estimates

α̂l(n) =
1

Npfl

Nfl∑
i=−Npl

α̃
(n+i)
l . (3.14)

We mention that an MA filter using only the past Npl
symbols is a particular case

of the smoother described above, with Nfl
= −1.

The smoother filter with fixed coefficients is a linear-phase non-causal filter
with the transfer function:

Hsmf (ejω) =
sin

(
Npfl

ω

2

)
sin
(

ω
2

) exp
(

jω

(
Nfl

− Npl

2

))
, (3.15)

introducing a constant delay τd (positive or negative value):

τd =
Nfl

− Npl

2
. (3.16)

Since the filter coefficients are fixed, a new criterion can be derived to find the
optimal filter length Npfl

(and the optimal division between the past and future
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symbols). The new criterion is based on minimizing the following cost function
with respect to Npl

and Nfl
:

Jsmf (Npl
, Nfl

) = E
∣∣∣α̂(n−τd)

l − α
(n)
l

∣∣∣2 . (3.17)

After straightforward manipulations5 and using the WSSUS assumption, it
can be shown that:

Jsmf (Npl
, Nfl

) =
Φαl(0)

Npfl

+ Φαl
(0) +

2
N2

pfl

Npfl
−1∑

i=1

(Npfl
− i)Φαl

(i)

− 2
Npfl

Nfl∑
i=−Npl

Φαl

(
i − Nfl

− Npl

2

)
+

σ2

Npfl

(3.19)

Eq. (3.19) can be easily minimized numerically, and the optimal pair (N (opt)
pl ,

N
(opt)
fl

) can be derived.
Similarly to the Wiener filter coefficients, the optimal pair is dependent on the

channel path ACF function and on the noise variance σ2 at the output of the raw
estimation unit. The MMSE cost function is Jsmf (N (opt)

pl , N
(opt)
fl

).
Fig. 3.5 shows the comparison between the MMSE of the channel coefficient

estimates when the following filters are used:

• Fixed length, i.e., MA filter with fixed coefficients and fixed length.

• Yousef & al., i.e., MA filter with fixed coefficients and filter length given in
Eq. (3.13) [219].

• Wiener, truncated, i.e., smoother with adaptive coefficients, given by Eq.
(3.9), and length truncated at N

(opt)
pf or at N

(opt)
pf /2.

• Coh, i.e., MA filter with fixed coefficients and filter length equal to the
coherence time of the channel [43].

• Opt MA, i.e., MA filter with fixed coefficients and optimal filter length,
given by Eq. (3.19). We note that the simulation results showed that there
were less than 0.5 dB difference if we used a smoother-type instead of an
MA filter (when optimal filter lengths are used for both). For clarity pur-
pose, we plotted only the MA-type filter.

5We used the fact that

Nfl∑
i=−Npl

Nfl∑
i1=−Npl

Φαl(i1 − i) =

Npfl
−1∑

i=1

2(Npfl − i)Φαl(i) + NpflΦαl(0). (3.18)
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Figure 3.5: Filter length setting and comparison of MSE channel coefficient esti-
mation errors for different filters, Rayleigh fading channel.

The legend in Fig. 3.5 is ordered according to the performance at 20 km/h (de-
creasing order). In Fig. 3.5, the SNR = Eb/σ

2 is the bit-energy-to-noise ratio
at the output of the despreading unit (we focused only on one path). From Fig.
3.5 we notice that Wiener filter performance degrades very fast when the filter
length is decreased. For equal filter lengths (chosen in an optimal manner), the
performance of Opt MA filter is very close to the performance of Wiener filter. As
expected, using a Fixed length, a Coh, or a Yousef & al. filter is sub-optimal, in the
sense that the performance is deteriorating at too low or too high mobile speeds,
depending on the noise level. The reason comes from the fact that the length of
these three last mentioned filters is not adapted to the noise level, but only to the
fading ACF.

3.2.4 Notes on the estimation of mobile speed and noise variance

When deriving the optimal filter lengths or coefficients, the knowledge of the
channel ACF and noise variance σ2 is needed. For Rayleigh fading channels, the
channel ACF is completely determined by the maximum channel Doppler spread,
which, in turn, is dependent on the mobile speed and carrier frequency. The chan-
nel coefficient estimation problem is therefore closely related to the estimation of
the mobile speed and signal-to-noise ratios at different stages in the system. Esti-
mates of the mobile speed and SNR may also be needed for other receiver blocks,
such as the power control or the handover decision blocks [37], [108], [191].

The mobile speed estimation algorithms existing in the literature can be briefly
grouped in two categories:

1. Time-domain approaches, e.g., based on the covariance approximations, or
based on the envelope level crossing rates (LCR) or average fade duration
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(AFD) [10], [191], [220].

2. Frequency-domain approaches: based on the Doppler spectrum or on some
parametric spectral analysis [109], [191].

The noise variance estimators are usually based on the received-signal second-
order moment [45], [50], [79], [218].

3.3 Multipath delay estimation problem

This section gives a brief overview of the multipath delay estimation challenges
and main methods in CDMA systems. A detailed framework of different algo-
rithms and their performance in multipath fading channels can be found in [P6].
Furthermore, publications [P3]–[P5] and [P8] describe several new delay estima-
tion algorithms which are only briefly overviewed in this section.

3.3.1 Acquisition and tracking

The multipath delay estimation problem (or, equivalently, the code synchroniza-
tion problem in spread-spectrum systems [61]) has traditionally been seen as a
two-step process:

1. Acquisition stage: the received signal and the locally generated codes are
brought into phase with a residual error of a fractional part of a chip. The
search space is usually very large (e.g., without a priori information, all
the possible phases of the PN code should be searched). In WCDMA sys-
tems for example, the search space is divided into several regions, with the
help of several synchronization channels [1], [104]. The acquisition issues
in CDMA environments have comprehensively been treated in [61], [80],
[103], [177].

2. Tracking stage: once the received signal and its replica code are aligned
within less than one chip error, fine delay estimates are further obtained via
a tracking unit [25], [38], [61], [125], [170], [173], [177].

However, some authors also preferred to treat these tasks jointly, assuming
implicitly that the code search space is reduced via, for example, some network-
assisted information (e.g., synchronization channels, knowledge of previous es-
timates, etc.). In this situation, the delay estimation problem can be seen as a
tracking problem (i.e., very accurate delay estimates are desired) with initial code
mis-alignment of several chips or symbols [44], [53], [55], [69], [86], [90], [217].
This is also the definition of delay estimation that is used in this thesis.
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Similarly to the channel coefficient estimators, the delay estimators can be
classified into coherent (DA and DD) and non-coherent (NDA) estimators. Fur-
thermore, they can also be divided into feedback-loop delay estimators and feed-
forward delay estimators. The delay-estimation types are discussed in sections
3.3.3 and 3.3.4, after defining, in section 3.3.2, the problem of closely spaced
multipath components, which is one of the core problems addressed in this thesis.

3.3.2 Closely spaced path problem

In multipath propagation it may happen that the first ray is succeeded by one or
several multipath components which arrive at the receiver within less than one-
chip interval. This situation is found in the literature under the name of closely
spaced-paths or overlapping-paths situation [25], [44], [52], [113], [149], [172],
[216], [219]. A closely spaced-path situation is illustrated in Fig. 3.6 for two
pulse shapes (the RRC pulse shape with rolloff factor 0.22, similar to [1], and the
theoretical rectangular pulse shape). The two channel paths are in phase and have
1 dB difference in their average amplitudes. The spacing between the two paths
is 0.75 Tc. The receiver ’sees’ a combination of the two paths, and the individual
effect of each path is not easily distinguishable, especially in the case of the RRC
pulses.
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Figure 3.6: Illustration of the closely spaced path situation in the presence of RRC
and rectangular pulse shapes.

Traditional correlation-based techniques have a resolution limited by the auto-
correlation function width (i.e., to one chip interval) [160]. However, some diver-
sity gain may be achieved in the Rake receiver if closely spaced paths are also
incorporated in the MRC [106]. Moreover, being able to separate the first arriving
path of the successive interfering paths is of utmost important in mobile position-
ing applications [69], [87], [119], [124], [125], [149], [218], [219].
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3.3.3 Feedback loop delay estimators

3.3.3.1 DLL-based structures

Classically, the multipath delay estimation block is implemented via a feedback
loop. The most common feedback structures for the delay estimation are the so-
called delay locked loops [25], [52], [57], [61], [101], [121], [155], [170], [187].

Non-coherent DLLs use non-linear devices in order to remove the effect of
data modulation. Standard non-coherent (or NDA) DLLs seem to be adequate
only in single user, single path channels [123]. Coherent DLLs do not suffer from
squaring losses and gain imbalances [57], [121]. However, in spread-spectrum ap-
plications, the chip-energy-to-noise ratio is typically too low to obtain the carrier
recovery before despreading. Therefore, some “quasi-coherent” (also referred to
as coherent in what follows) solutions have been proposed [123], where the phase
is corrected after despreading, in an DA or DD mode. Since some signal power
will be lost, the solution is in fact a “quasi-coherent” one. When the code tracking
loop is implemented in baseband, it is sometimes referred to as digital DLL [57],
[187].

Usually, an DLL is based on the correlation between the incoming signal with
delayed and advanced versions of a local reference signal [61]. More advanced
approaches may use several delayed and advanced versions of the signal, e.g.,
the very early-very late loop described in [15] for modernized GPS and Galileo
applications. An alternative to the DLL structures is the sample-correlate-choose-
largest (SCCL) symbol synchronizer, initially proposed in [38], and later studied
also in [101]. The main difference between SCCL and DLL is in the way of
constructing the error signal. The DLL error signal is based on differences be-
tween the outputs of early and late branches. SCCL uses a comparator instead
of a subtraction block. The outputs of the early, late, and in-phase correlations
are compared and the error signal is built according the position of the maximum
between the three correlations.

Another way to mitigate the multipath effect is to use a Rake DLL (RDLL)
[124], [173]. A key feature of this tracking loop is the use of a separate multi-
path channel estimation unit which provides the estimates of the interfering path
parameters. The estimated parameters are used in a Rake-like structure to resolve
and combine the received multipath components. The RDLL is also conceptually
close to the DLL with interference-cancellation (IC) approaches [25], [52]. The
DLL with IC subtracts the estimated contribution of interfering paths from the
output of the finger tracking the path of interest l.

Another improved variant of DLL is the so-called DLL with interference-
minimization (IM) technique, proposed in [13], [52]. The idea of an DLL with
IM is to filter the outputs of the correlators with some adaptive FIR filter, whose
coefficients are designed in such a way to minimize the multipath interference.
Again, the knowledge about the interfering path parameters should be obtained
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via an additional multipath channel estimation unit.
A generic block diagram for all the mentioned DLL-based feedback loops

is shown in Fig. 3.7. Each branch represents a correlator with a certain code
phase (typically, the number of branches is κ = 3). The output of each correlator
is multiplied with the estimated data symbols and channel complex coefficients
(when available, e.g., in DA and DD cases) or a non-linear device, such as the
envelope detection, is applied for the NDA estimators. The effect of the interfering
paths is diminished via IC or IM techniques, using the estimates of a multipath
channel estimation unit. The combining rule refers to the way of forming the
error signal. The loop filter reduces the noise level and the error signal controls
the phase of the local code generator via a numerically controlled oscillator. The
output of the mid branch in Fig. 3.7 gives the estimated multipath delay.
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Figure 3.7: DLL-based delay estimators - generic block diagram.

The performance of an DLL is well-characterized by the so-called S-curve,
which presents the expected value of the error signal (at the output of the com-
bining rule of Fig. 3.7) as a function of the reference parameter error (i.e., the
code mismatch) [P6], [61], [177]. The mathematical definition of the S-curve for
the classical DLLs6 can be found in [P6]. The intuition behind the S-curve is

6By classical DLL we understand the feedback structures with three branches (in-phase, early,
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the fact that searching for maxima in the correlation function is equivalent with
finding the zeros of the gradient, which can be approximated by first-order dif-
ferences. Therefore, the presence of a multipath component is signalled by the
zero-crossings from below7 of the S-curve.

Two examples of the S-curve behavior of coherent and non-coherent DLLs in
the presence of distant and closely spaced paths are shown in Fig. 3.8 and Fig. 3.9,
respectively. Both situations with rectangular and RRC pulse shapes are shown
in these figures. For both figures a two path fading channel was assumed, with
average tap powers 0 and −1 dB, and with delay spacing equal to 3.25 Tc for Fig.
3.8 and to 0.75 Tc for Fig. 3.9. Clearly, coherent DLLs perform better than non-
coherent DLLs, especially for the RRC cases, when the spurious sidelobes of the
correlation functions may be quite high. When the channel paths are sufficiently
apart (e.g., Fig. 3.8), the zero-crossings from below of the S-curve show correctly
the presence of a multipath component (possibly with some spurious extra zero-
crossings from below due to the side lobes cross-correlation in the non-coherent
approaches, as seen in the left plot of Fig. 3.8).
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Figure 3.8: S-curves for coherent and non-coherent classical DLLs in the presence
of distant paths. RRC pulse shaping (left plot) and rectangular pulse shaping (right
plot).

When the paths are closely spaced, we cannot distinguish any more the correct
path delay directly from the output of the S-curve (see Fig. 3.9). In this case,
further processing should be done, such as the IC and IM solutions proposed in
[13], [25], [52], [64]. The main properties and performance of DLL with IC

and late), with error signal formed as the difference between early and late branches, and without
any interference cancellation block [61]. The SCCL, the RDLL, the very early-very late DLL, and
the DLLs with IC and IM do not belong to this definition.

7Equivalently, the zero-crossings from above are sometimes used [69], but we keep here the
definition of the S-curve of [P6].
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were shown in [52] to be quite similar to those of DLL with IM. Therefore, we
illustrate in Fig. 3.10 only the case of an DLL with IC. The same channel profile
with closely spaced paths of Fig. 3.9 is used. The path of interest is assumed to be
the first one, and two situations are plotted: the case with ideal channel estimation
(i.e., known channel coefficient and delay of the interfering path) and the case
with imperfect channel estimation (known channel coefficient, but estimated delay
of the interfering path with a delay error of 0.5 Tc). Under the ideal channel
estimation assumption, the DLL with IC is able to detect the correct path delay, as
seen in Fig. 3.10. However, under imperfect channel estimation assumption, the
performance of the DLL with IC starts to degrade rapidly.
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Figure 3.9: S-curves for coherent and non-coherent classical DLLs in the pres-
ence of closely spaced paths. RRC pulse shaping (left plot) and rectangular pulse
shaping (right plot).

Therefore, the main drawbacks of the DLL-based techniques include their
reduced ability to deal with closely spaced path scenarios under realistic assump-
tions (such as the presence of errors in the channel estimation process), their rel-
atively slow convergence [61], and the possibility to loose the lock (i.e., start to
estimate the delays with high estimation error) due to the feedback error propaga-
tion.

3.3.3.2 EKF-based structures

A different feedback structure for the delay estimation is based on the extended
Kalman filter (EKF) and it was originally proposed by Iltis [81] for joint delay and
multipath coefficients estimation in single-user CDMA systems with uniformly
spaced path delays. Later on, EKF estimators have been extended to the multiuser
CDMA environments [127], to the joint channel parameters and Doppler shift
estimation [32], and to the fading channels with non-uniform tap delay spacing
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Figure 3.10: S-curves for coherent DLLs with IC in the presence of closely spaced
paths. RRC pulse shaping (left plot) and rectangular pulse shaping (right plot).

[118], [119].
The EKF approach was shown in [118], [119] to provide accurate delay es-

timates in the presence of closely spaced paths and to converge much faster than
the DLLs to the correct solution. The performance of EKF and some typical sim-
ulation results in the presence of overlapping paths were also discussed in [P6].

Due to the complexity [173], to the linearization errors [81], [82] and to the
high sensitivity of the EKF algorithm to the initialization conditions, such as the
error covariance matrices [118], the use of EKF-based delay estimators is not
widespread in the research community nowadays. More recently, in the context
of CDMA channel estimation, the EKF algorithm has been proposed to be used
together with sequential importance sampling or particle-filtering techniques [82],
[107], in order to alleviate some of the problems due to the state-space nonlinear-
ities and the initialization of the noise-covariance matrix.

3.3.4 Feedforward delay estimators

In the next subsections we give a short overview of the main existing feedforward
delay estimation techniques and of the new algorithms introduced by the author in
publications [P3]–[P6] and [P8]. The feedforward approaches can also be imple-
mented in an DA, DD, or NDA mode [P1], [132], similar to the channel coefficient
estimation.

The generic principle of a feedforward delay estimator is illustrated in Fig.
3.11. The delay estimation can be performed either in the narrowband domain
(after despreading or correlation with the reference signal), or in the wideband
domain (e.g., via eigenvalue decomposition of the received signal covariance ma-
trix). The reference signal is the pseudorandom code (NDA approaches), multi-
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plied with known or estimated data if DA or DD approaches are used. After the
correlation or eigenvalue analysis, further optional processing may be done, such
as deconvolution, non-linear Teager-Kaiser processing, etc., to improve the delay
estimation process in the presence of closely spaced paths. Before a decision is
made about the significant path delays, non-coherent block averaging may be used
to reduce the effect of noise.

r(iT )

(wideband)

Correlation or
eigen value 
analysis

reference
signal

DSP algorithm
(e.g., TK, PS,
deconvolution,
etc.)

block averaging
Non−coherent

Search for the
significant
peaks

delay
estimatesrx signal

Figure 3.11: Feedforward delay estimators - generic block diagram.

3.3.4.1 Maximum-likelihood estimation

Most of the correlation-based solutions are derived from the ML theory [142].
Therefore, ML is a rather generic term used for a variety of feedback and feed-
forward estimators. However, in a strict sense, ML estimation refers to the joint
estimation of unknown channel parameters (e.g., multipath delays and complex
coefficients) via the joint minimization of the log-likelihood function LML(·):

LML(·) � ln (pML (r(iTs)|τ1, . . . , τL, α1, . . . , αL)) , (3.20)

where pML(·) is the PDF of the received signal, conditional to the channel param-
eters. Typically, pML(·) is a multivariate complex Gaussian distribution and the
minima of the expression in Eq. (3.20) are obtained via heavy matrix computa-
tions [49], [181]. Therefore, ML estimation has prohibitive complexity for prac-
tical applications. The large dimensional ML estimation problem can be decom-
posed into sub-problems of smaller dimensions. Examples of such approaches are
the pulse-subtraction techniques, described in Section 3.3.4.2 and the expectation-
maximization (EM) algorithm [49], [64], [83]. The EM algorithm was shown
to be equivalent to an envelope detection with parallel-interference-cancellation
technique [83]. The pulse-subtraction algorithms are also based on the interfer-
ence cancellation as it will be explained below, hence they can conceptually be
seen as a particular form of the EM algorithm.
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3.3.4.2 Pulse-subtraction techniques

The class of pulse-subtraction algorithms refers to the algorithms which try to
cancel the multipath interference by subtracting a certain reference pulse from
the correlation function [P3], [P6], [69], [149], [150], [181], [182]. The pulse is
usually built as a function of the pulse-shaping ACF [182], [149] or of the ideal
triangular ACF [P3], [P6], [69], and uses the previous estimated path coefficients
and delays to cancel the multipath interference. The PS algorithms are therefore
implemented iteratively and, according to the way the multipath interference is
canceled (i.e., successively or simultaneously), they can be viewed as successive
or parallel interference cancellation methods.

An improved pulse-subtraction algorithm is described in [P3] in order to deal
with the situation of closely spaced paths and RRC pulse shaping. The main idea
there is to built several sets of candidates for the path delay estimates and to choose
the sequence which minimize a certain performance criterion, such as the MSE.
The iPS algorithm outperforms the PS algorithm in closely spaced-path scenarios.

The performance of pulse-subtraction techniques in the presence of closely
spaced paths remains however quite limited compared with some other superreso-
lution approaches [P6] and their main advantage comes from a reduced complex-
ity and straightforward implementation.

3.3.4.3 Deconvolution methods

The expression of the output of the receiver correlators (or fingers) given by Eq.
(2.21) can be re-written as [P6]:

z(n) = ζ(n)Gc(n) + v(n)
η , (3.21)

where z(n) ∈ C
(τ̂max+1)×1 is a vector whose elements z

(n)
l are equal to the cor-

relation between the received signal and the reference code, shifted with dif-
ferent time lags l between 0 and the estimated maximum channel delay spread

τ̂max (given in samples8), ζ(n) =
√

E
(n)
b b(n) is a symbol-dependent factor, G ∈

C
(τ̂max+1)×(τ̂max+1) is the pulse-shape deconvolution matrix, whose elements are

Gi,i1 = R((i − i1)Ts), i, i1 = 0 . . . , τ̂max, vη is the vector of noise samples

[η̃(n)
0 , . . . , η̃

(n)
τ̃max

]T , and c(n) ∈ C
(τ̂max+1)×1 is the vector of channel coefficients,

with elements c
(n)
i :

c
(n)
i =

{
α

(n)
i if a channel path is present at the time delay iTs

0 otherwise
(3.22)

8For example, τ̂max may span over couple of symbol intervals, according to the uncertainty
search region for the multipath delays. If no a priori knowledge exists about the search region,
τ̂max should cover the whole code period.
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We remark that slightly different notations compared to [P6] were used in Eq.
(3.21) in order to keep a unitary mathematical framework in the introductory part
of the thesis.

Resolving multipath components refers to the problem of estimating the non-
zero elements of the vector c(n). Eq. (3.21) illustrates a standard deconvolution
problem with unknown vector c(n). Therefore, the multipath delay estimation
problem can be viewed as a standard deconvolution problem. We note that the
data modulation effect, included in ζ (n) factor, should be removed in an DA, DD,
or NDA mode before further processing.

Various solutions for this deconvolution problem exist [44], [67], [113], [114],
[139], [219]. The main solutions based on deconvolution methods are comprehen-
sively described in [P6] and [P8]. The least squares (LS) solution is shown to fail
completely in the presence of RRC waveforms [P8] due to the noise enhancement
when the matrix inversion is performed. Constrained or iterative solutions are
shown in [P6] and [P8] to be more robust with respect to the pulse-shape wave-
form choice. An example of such a constrained deconvolution technique is the
projection onto convex sets, initially proposed in [114] for solving closely spaced
echos in frequency-hopping signals and later applied to CDMA systems in [44],
[113], [114]. A novel POCS-based solution (with additional constraints) is de-
scribed in [P8] in order to increase the resolution of the first arriving-path delay
estimation in severe multipath and multicell interference.

A special class of the deconvolution algorithms is also the class of the so-
called minimum-variance (MV) estimators [87], [121], [202], where the solution
of the Eq. (3.21) is found in frequency domain. It was shown in [121] that the
MV solution can be seen as a generalization of subspace-based solutions, in the
sense that instead of using a subset of the eigenvalues and eigenvectors of the co-
variance matrices, the MV estimators take advantage of the full correlation space.
The complexity of MV algorithms is quite high and their applicability in CDMA
receivers remains rather limited. We note that the minimum output energy (MOE)
detector introduced in [166], [190] for multipath delay estimation is also a form
of the MV estimation.

From the point of view of the delay estimation accuracy in CDMA environ-
ments, the constraint deconvolution methods (such as the POCS variants) are one
of the best existing delay estimation methods nowadays [P6], [P8].

3.3.4.4 Subspace-based algorithms

The subspace-based algorithms involve the decomposition of the correlation space
into a noise subspace and a signal subspace. The subspace-based algorithms in-
volve eigenvector decomposition of high-order matrices, and they remain usually
very complex for practical applications. They have traditionally been reported as
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methods of high resolution9 in parameter estimation problems and near-far resis-
tant in CDMA related estimation problems [86], [186].

In [P5] a MUSIC-based delay estimation method was proposed and described
in detail and its performance in a synchronous single cell downlink WCDMA sys-
tem was asserted via simulations. In [P6], the same MUSIC-based algorithm was
tested in asynchronous multicell downlink WCDMA scenario (with synchronous
intracell interference, in conformity with [1]). It was shown in [P5] and [P6]
that the celebrated high resolution of MUSIC algorithm is usually valid only for
rectangular pulse shapes and it is outperformed in many situations by the lower-
complexity Teager-Kaiser algorithm. Therefore, the subspace-based solutions
seem to be more interesting from the theoretical point of view (e.g., correlation-
space analysis, benchmarks for comparison, etc.), rather than from their practical-
application point of view.

3.3.4.5 Quadratic-optimization algorithms

The delay estimation problem can also be viewed as a quadratic-optimization
problem as shown in [P6]. The original idea belongs to Fuchs [54], [55] and was
applied in a generic narrowband communications system. The quadratic program
(QP) was reformulated for an CDMA system in [P6]. The performance com-
parison with other delay estimation algorithms in [P6] showed that the quadratic-
optimization solution does not provide very good results and has the drawback of a
rather high complexity. The search for the QP solutions can be minimized if a pri-
ori knowledge about the paths delays exists (e.g., delays are previously acquired
within few chips error) and further refinements on the algorithm implementation
are also possible. However, the QP solution has gained but little attention in the
research community.

3.3.4.6 Teager-Kaiser algorithm

The nonlinear quadratic TK operator was first introduced for measuring the real
physical energy of a system [98]. Since its introduction, it has widely been used in
various speech processing and image processing applications and, more recently,
it has also been applied in CDMA applications [P4], [P6], [69], [70]. The discrete-
time TK operator of a complex valued signal z(n) is:

Ψd[z(n)] � z(n)z∗(n) − 1
2
[z(n − 1)z∗(n + 1) + z(n + 1)z∗(n − 1)]. (3.23)

Two examples of the output of TK operator applied on rectangular and RRC
pulses, respectively, are shown in Fig. 3.12. For the rectangular pulse shape,

9By high resolution (or superresolution), here we understand the ability to separate closely
spaced paths or echos.
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the peak is clearly distinguishable after applying the TK operator. The property
is preserved in closely spaced multipath channels. For the RRC case, we notice
smaller sidelobes in the correlation function after the TK processing. However,
the TK behavior in the presence of RRC pulses is not so intuitive as in the presence
of rectangular pulses and we mainly relied on the simulation results in studying
the behavior in closely spaced-path channels with bandwidth limitation.
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Figure 3.12: TK applied on the ACF of rectangular and RRC waveforms.

The principle and the properties of the TK delay estimation algorithm are
described in detail in [P4], and partially also in [P5]–[P7]. The TK algorithm
performance is very promising for CDMA delay estimation in terms of accuracy
and complexity [P4], [P6]. However, its performance degrades in the presence
of RRC pulse shaping compared to the ideal case with rectangular pulses [P4],
[P6]. Improvements of TK-based solutions (such as combined deconvolution and
non-linear processing) are challenging topics for further investigation.

The mentioned delay estimation algorithms have been presented in more de-
tail in [P6], together with simulation results. The most promising techniques in
the context of CDMA applications (from the point of view of delay estimation
accuracy) are the POCS variants and the TK algorithm. For the design of Rake
receivers, when low-complexity requirements are usually more stringent than the
requirements of very high delay estimation accuracy, the pulse-subtraction meth-
ods may also be good alternatives. All the described techniques, when applied in
the context of bandlimiting pulse shapes, such as the RRC waveforms, still suffer
from rather significant performance degradation compared to the situation when
rectangular pulses are used (i.e., no bandwidth limitation). Optimizing the ban-
dlimiting pulse shape to increase the delay estimation accuracy is still an open
problem.
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Chapter 4

Applications

4.1 Practical Rake architectures with channel estimator

A baseband Rake receiver should operate with at least 2 samples per chip to allow
accurate signal reconstruction via samples (no aliasing) [160] and to reduce the
signal degradation due to non-ideal sampling [52], [77], [104]. For accurate code
synchronization, usually more than 2 samples are needed at the receiver [142].
This can be achieved via oversampling or via interpolation.

4.1.1 Oversampling-based methods

The oversampling-based Rake architectures are widely used in theoretical and
simulation models. However, the term of “oversampled Rake” appears quite sel-
dom in the literature [171], [183] as such; usually an oversampling factor higher
than 2 is specified in the simulations or theoretical analysis, without further details
on the receiver architecture [74], [104], [123], [217].

4.1.2 Interpolation-based methods

An alternative to the oversampling-based receiver is to use a low sampling rate
(e.g., 2 samples per chip), followed by interpolation, in order to achieve the de-
sired accuracy of the code synchronization process [P2], [27], [52], [57], [180],
[211]. The interpolation block can be used either directly at the output of the
pulse-shape matched filter, at sample level [27], [52], [57], [211], or at the output
of the despreading unit, at symbol level [P2], [180]. The advantage of the second
approach is a reduced number of operations. We showed in [P2] that this archi-
tecture did not deteriorate the code synchronization process and even a low-order
interpolation, such as second order Lagrange interpolation, could be used with
good performance (both in terms of BER and delay estimation accuracy).
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The oversampling-based and the proposed interpolation-based architectures
for the Rake receiver are shown in Fig. 4.1. In this figure, sref (·) is the refer-
ence signal at the receiver, i.e., the code sequence plus optional data removal (in
DA/DD modes). For both architectures, the samples of the received signals are
first demultiplexed (into Ns branches for oversampling architecture, and into 2
odd and 2 even sequences for the interpolation architecture), such that the multi-
plication with the reference signal is done at chip rate.
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Figure 4.1: Oversampling versus interpolation-based Rake receiver architectures.

In the interpolation-based architecture, the sampling clock is reduced to only 2
samples per chip, which decreases the complexity of the baseband matched filter
[180]. On the other hand, by the additional interpolation stage, we ensure that
enough accuracy for the delay estimates is obtained.

4.1.3 Complexity issues

The complexity of the proposed interpolation-based Rake architecture with in-
corporated delay tracking unit was analyzed in [180]. Here we illustrate with a
short example the gain related to the number of operations (i.e., multiplications
and additions) for the proposed interpolation-based receiver architecture. The
complexity computations are divided into two parts: the baseband-matched-filter
complexity and the delay-tracking-unit complexity. The channel coefficient esti-
mation unit (e.g., PADD) is not incorporated, because the complexity of this part
will be the same for the two architectures. However, both the interpolation blocks
(for delay estimation and for channel coefficient estimation) shown in Fig. 4.1
(right plot) are included in the complexity computations. The interpolators are
second order Lagrange interpolators (studied in [P2]); this choice provides the
best tradeoff between the complexity and the accuracy of the delay estimates. The
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Table 4.1: Complexity comparison between the interpolation-based and
oversampling-based architectures

Overs. Interp. Ratio
(Ns = 4) Overs/Int.
× + × + × +

SF baseband 194560 304640 81920 128000
= 8 filter

delay est. 2566 20483 3857 17289
total 197126 325123 85777 145289 2.29 2.23

SF baseband 194560 304640 81920 128000
= 512 filter

delay est. 46 20483 77 15399
total 194606 325123 81997 143399 2.37 2.27

choice of the baseband-filter implementation is described in [180] (we used a low-
complexity interpolated FIR filter as that proposed in [151]). The delay estimation
part is a simple feedforward structure (as in Fig. 3.11) without any superresolution
processing (the search for maximum peaks is done directly on the averaged enve-
lope of the correlation function, with non-coherent averaging length NNC = 10).
The oversampling-based receiver operates at Ns = 4 samples per chip, and the
interpolation-based receiver at Ns = 2 (the interpolation degree is 2, such that we
have comparable delay estimation accuracy with the two architectures). The com-
plexity figures1 are shown in Table 4.1 for two values of the spreading factor. We
notice that less than half of the operations are needed for the interpolation-based
architecture. The gain is even higher when the comparison is done against higher
oversampling factors.

4.2 Mobile positioning

4.2.1 Short overview of mobile positioning problem

Mobile positioning (or radiolocation problem) has gained considerable attention
during the past decade, triggered, on one hand, by standardization requirements,
and, on the other hand, by economic factors such as the potential of new added-
value services to 3G networks (e.g., location-specific traffic information, effi-
cient resource management, vehicle tracking and intelligent transportation sys-
tems, etc.). The radiolocation methods are traditionally divided into 3 categories:

1Here, the number of additions and multiplications is used as a simple measure of the receiver
complexity.
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those based on the signal strength, those based on the angle of arrival (AOA)
and those based on the time of arrival (TOA). Combinations between these basic
techniques are also possible and widely encountered in practice. Comprehensive
overviews on the existing positioning methods can be found in [33], [35], [99],
[189].

The most encountered radiolocation methods in today’s CDMA systems are
the TOA methods and their variants, such as the time difference of arrival (TDOA).
The underlying principle of TOA and TDOA methods is that the distance measure-
ments are obtained from the measurement of the propagation time between the
mobile and 3 or more BSs (or satellites for GPS case). In asynchronous networks,
such as WCDMA network, the TDOA methods are preferred to TOA methods,
in order to avoid the need of a universal clock. By using 3 or more estimated
distances, the mobile position is found as the solution of a hyperbolic set of equa-
tions [36]. The estimate of the distance between the transmitter and the receiver is
accurate provided that the receiver is in LOS situation with respect to the transmit-
ter. However, the LOS signal might be obstructed by stronger NLOS rays arriving
within short delays (i.e., closely spaced-path problem) or it may be completely
absent (e.g., indoor propagation).

The NLOS propagation (or, equivalently, the multipath propagation) is one of
the major sources of error in mobile positioning applications. Other sources of er-
ror in radiolocation are the hearability problem (i.e., inability to receive the signal
from at least 3 BSs with strong enough power) [99], the multiaccess interference
[33] and the presence of Doppler shifts2.

The main problem addressed in this thesis is the estimation of LOS with high
accuracy, targeting at TOA/TDOA mobile positioning methods. The first arriving
path is considered to be a LOS path, and situations when it is weaker than its
following neighbor rays are also analyzed (e.g., in [P7] and [P8]). The related
problems of detecting whether LOS is present or not and estimating LOS out
of NLOS components (when LOS is completely absent) are much more difficult
and there are not many viable solutions in the research literature at the moment.
Some existing solutions for LOS detection are overviewed in Section 4.2.2, and,
afterwards, Section 4.2.3 deals with our proposed solutions for the estimation of
the first arriving path.

4.2.2 LOS detection

The first methods to detect whether LOS is present are based on the history of
the range measurements (i.e., the measurements of the time of arrival) and have
initially been proposed by Wylie & al. in [212], [213]. In a range-measurement
solution, the distance measurements are assumed to be equal to the true distances

2The Doppler shift can be neglected in terrestrial communications, being very small; it repre-
sents a major problem in satellite communications.
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plus some estimation noise, whose variance is usually assumed to be known. The
measurement process is either modeled as a high-order polynomial filter [212] or
as a random process with exponentially decaying correlation and variable mean,
according to whether LOS was present or absent [213]. The current-position esti-
mate can be derived from previous estimates (e.g., via regression) and, based on
certain a priori assumptions, it can be decided if we are in a LOS or NLOS situa-
tion. These two algorithms were reported to increase the accuracy of the location
estimation, but they are based on the strong assumption that a priori knowledge
of the measurement-noise variance is available. The ideas of [212] were also de-
veloped in [192], [210], where a Kalman filter was applied instead of polynomial
smoothing.

Another range-measurement solution is the residual weighting algorithm [39].
This algorithm is based on the assumption that the mobile is in connection with 4
or more BSs. Several position estimates are formed using subsets of 3 BSs at the
time and the most likely subset (in the sense of MSE error) is kept for the final
position estimate. In this algorithm, the NLOS cases are not explicitly detected,
but rather NLOS error is reduced, as reported in the simulations of [39]. However,
the assumption that more than 4 transmitter-receiver connections are available is
very limiting for practical applications.

More recent solutions try to use statistical information of the fading paths and
to decide whether the LOS component is present or not based on some statistical
tests (e.g., a Rician distribution with high Rician factor is likely to show a LOS
situation, while a Rayleigh distribution is more likely to show a NLOS situation)
[117].

4.2.3 LOS estimation

When LOS situation exists, one of the main problems in estimating LOS is the
presence of closely spaced paths, which are overlapping with the first arriving
path, as explained in Section 3.3.2. The same algorithms presented in Section
3.3.4 may also be used for accurate LOS delay estimation in the presence of over-
lapping paths and two examples are discussed in [P7] and [P8] for WCDMA sce-
narios. From the point of view of mobile positioning, very high accuracy of LOS
delay estimates is usually targeted, even at the expense of a slightly increased
complexity. Therefore, the methods with high potential for CDMA mobile posi-
tioning applications seem to be POCS and TK solutions.

When the number of channel paths is not a priori known or estimated, the
estimation of LOS delay from the overlapped correlation function can be done via
thresholding: first, a ’correlation’ (or cost) function is built, and then we search
for the peaks higher than a certain threshold. The so-called ’correlation’ function
may be the output of any of the DSP algorithms mentioned in Section 3.3.4 (e.g.,
a TK processing plus non-coherent averaging [P7]).
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The choice of the threshold is therefore important and statistical properties of
the signal can be employed for defining efficient adaptive thresholds. An algo-
rithm for the choice of the threshold is introduced in [P7]. The threshold methods
have recently been studied also in [88], [201], [202]. In [88], [201], and [202] the
LOS estimation is re-formulated as a composite hypothesis testing problem and
the threshold is derived via constant false-alarm rate assumption.
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Chapter 5

Analytical performance in the
presence of channel estimation
errors

A typical measure of performance of any digital receiver is its average bit error
probability. BEP is a global measure of performance in the sense that it incorpo-
rates the effect of all transmitter-receiver stages, such as modulation/demodulation,
coding/decoding, spreading/despreading, channel distortions (fading, MAI, addi-
tive noise), etc. Due to the complexity of the overall system, especially when ran-
dom parameters (such as the fading parameters) are to be taken into account, the
derivation of BEP is usually not a trivial task. Alternatively, the simulation-based
approaches are widely used for the system performance analysis [9], [11], [37],
[51], [78], [96], [148], [161], [164], [193]. In the simulation-based approaches
we talk about bit error ratios instead of BEP, since these approaches are basically
counting the number of errors which occur within a pre-defined period of time.
BER term is also used in test equipment measurements, etc.

The purpose of this chapter is to present and compare the main existing ap-
proaches for BEP computation of CDMA receivers in fading channels. The main
emphasis is on the Rake receiver architecture without channel coding. We also
discuss here how the different channel estimator errors might be incorporated in
the BEP analysis. When the channel coding is also taken into consideration, exact
error probabilities are much more difficult to be obtained and union bounds on
BEP may be used instead [175], [195].

We remark that alternative measures of performance, when describing a chan-
nel estimator algorithm, are the bounds on mean and variance of the estimation
errors, such as the Cramer Rao Bound. CRB serves as a lower bound for the
variance of any unbiased estimator and some variants adapted to multipath fad-
ing channels can be found in the literature [64], [131]. However, BEP and BER
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measures are still the most powerful performance measures from the point of view
of the receiver design, being the most revealing about the global behavior of the
system.

The main general methods of computing BEP in fading and non-fading chan-
nels for any type of receiver can be found in a concise form in Chapter 8 of [145].
In what follows we explain them in the context of fading multipath channels,
MRC spread-spectrum receivers and in the presence of channel estimation errors.
The underlying idea of the method proposed in [P9] for computing BEP in the
presence of code synchronization errors is also briefly reviewed.

There are basically two main methods of BEP analysis: the first one is based
on the Gaussian approximation of the various sources of interference over the
channel, as described in Section 5.1. The second method is based on the expres-
sion of the bit error probability of a quadratic receiver. The quadratic-receiver
concept was initially introduced by Bello [18]. Later on, Barrett gave the ex-
act expression for BEP of a quadratic receiver with binary modulation, under the
assumption of Rayleigh fading channels [16]. Since then, the Barrett-based ap-
proach has gained considerable attention in CDMA applications [64], [91], [97],
[121]. The analysis based on the quadratic-receiver model is explained in Section
5.2.

5.1 Gaussian approximations

The most encountered analytical method for the BEP calculation of digital re-
ceivers is the so-called standard Gaussian approximation (SGA), where the overall
bit error probability Pa,SGA is obtained as a function of the SNR γ at the output
of the receiver [24], [136], [145], [160] when the all the interference sources are
modeled as additive white Gaussian noise:

Pa,SGA =
∫ ∞

0
Pb(γ)pγ(γ)dγ, (5.1)

where Pb(γ) is the bit error probability conditional to the SNR, and it usually de-
pends only on the modulation/detection scheme, and pγ(γ) is the PDF of SNR. For
example, for BPSK modulation, BEP is [160] Pb(γ) = Q(

√
2γ), where Q(·) is

the standard Gaussian Q-function Q(x) �
∫∞
0

1√
2π

exp
(
−ϑ2

2

)
dϑ. Expressions

for other modulations types can be found in [160].
Therefore, the underlying assumption of the SGA method is that all the inter-

ference sources (such as IPI, ICI, ISI, MAI) can be modeled as Gaussian random
variables (according to the central limit theorem). Their variances are added to
the standard additive Gaussian noise variance and they are reflected in the over-
all received signal-to-noise ratio (here, SNR is actually used with the meaning of
’signal to noise plus interference ratio’).
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When the PDF of the SNR is replaced by its dual parameter, i.e., the mo-
ment generating function1, the SGA approach is also referred to as MGF-based
approach [8], [175]. For a low number of interfering users, SGA proved out to
give too optimistic results, and improved Gaussian methods were suggested [120],
[146], [215]. The improvement consists mainly of working with a conditional
variance of the interference, i.e., computing the corresponding conditional SNR
and error probabilities, before averaging over the distribution of the conditional
variance [120].

Under several simplifying assumptions, such as ideal channel estimation, no
coding, single user and MRC combining scheme, the SNR at the receiver output is
a quadratic form in Gaussian variables (with zero or non-zero means, according to
the fading type), whose probability distribution function and moment generating
function are well-known (both for Rayleigh and Rician fading channels) [7], [8],
[160], [175], [196] and the integral expression of Eq. (5.1) can be expressed as
a finite sum [160], [199]. For example, for an MRC receiver2 with L Rayleigh
fading paths of distinct average powers Pl, l = 1, . . . , L, BPSK modulation,
equal bit energies Eb for all transmitted bits, single-user case, uncorrelated distant
paths and ideal channel estimation, the closed form expression of BEP is [160]:

Pa,SGA =
1
2

L∑
l=1

(
L∏

l1=1
l1 �=l

Pl

Pl1 − Pl

)(
1 −
√

Pl

N0/Eb + Pl

)
(5.2)

Similar derivations may be applied for other combining schemes (e.g, equal gain
combining, selection diversity, etc.) and for other modulation types.

However, when the channel estimation errors have to be taken into account,
the analysis becomes much more tedious. In the presence of channel estimation
errors, two main challenges appear when one desires to use the Gaussian approxi-
mation of Eq. (5.1). The first problem is the highly non-linear dependence ofPb(·)
on SNR. The second problem refers to the derivation of the particular distribution
of SNR under imperfect channel estimation conditions (in the presence of channel
estimation errors, SNR is no longer a quadratic form in Gaussian variables [P9]).

For an accurate analytical analysis, the best known approach in current re-
search community is the unified approach of Simon & Alouini, based on the
alternative representation of Q-functions [174], [175]. This approach is briefly
described in Section 5.1.1. Other approaches are based on many simplifying as-
sumptions, such as assuming very slowly fading channels (or even constant within

1We recall that the MGF is the inverse Fourier transform of the PDF, and by definition, the MGF
Υx(·) of a random variable x is equal to Υx(ζ) = E(ejζx). MGF is also called the characteristic
function.

2The SNR at the output of an MRC receiver with uncorrelated branches is the sum of SNRs of
individual branches or paths [160], [175].
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the observation interval) [157], [188] or focusing only on single path scenario
[14].

An alternative to the fully analytical derivation is the semi-analytical approx-
imation, where the PDF of the SNR is computed via histogram methods and the
integral is replaced by a finite sum. In Section 5.1.2, the author explains the use
of Gaussian approximation in the context of imperfect delay estimation, fast Ri-
cian fading channels, MRC receiver and multiple access interference. A semi-
analytical approach is used. This approach was introduced in [P9]. Because the
variance of all the interfering processes (such as IPI, ICI, ISI and MAI) was con-
ditioned to the fading and to the synchronization errors before taking the average
over all possible fading process realizations, the approach in [P9] can be seen as
belonging to the class of improved GA techniques.

5.1.1 Analytical methods based on the alternative representation of
Q-functions

The main idea in the Simon & Alouini approach [175] is to replace the indefinite3

and infinite integration limits in the standard Q-functions (such as Gaussian Q-
function or Marcum Q-function) with finite integration limits. For example, the
Gaussian Q-function may be also re-written as [174], [175]

Q(x) =
1
π

∫ π/2

0
exp
(
− x2

2sin2ϑ

)
dϑ, x ≥ 0 (5.3)

This approach eases considerably the BEP computation (e.g., it is more suitable
for numerical implementation and it allows to interchange the order of integration
in analytical derivations). This method offer a wealth of new possibilities for
finding closed-form expressions for average error probabilities, even if the fading
statistics are neither Rayleigh, nor Rician. The unified approach of Simon &
Alouini has widely been applied for CDMA signals with ideal Rake reception
and various fading distributions [6], [7], [8], [174], [175], [176]. However, this
method has not been applied yet (to the author’s knowledge) to non-ideal Rake
reception, where channel estimation errors should also been taken into account.

5.1.2 Semi-analytical fast approach

A method to incorporate in the Gaussian approximation the delay estimation er-
rors and the effects of tap spacing and pulse shaping was introduced in [P9]. The
main assumptions are that the receiver is an MRC, that the spreading codes have
ideal cross-correlation and auto-correlation properties, and that the channel coef-
ficients are uncorrelated and with Rician fading amplitudes. The extension to the
correlated fading was presented in [133]. The underlying idea is that the SNR

3By indefinite limit we mean that it depends on some unknown variable.
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at the output of MRC is no longer a quadratic form in Gaussian variables if the
delay errors are present, but rather a ratio of sums of bilinear forms in Gaussian
variables4.

Indeed, it was shown in [P9] that the SNR at the output of the Rake receiver
for the u-th user can be written as

γ(n)
u =

Ebu

I(n)
u

∣∣∣B(0,n)
0,u,u

∣∣∣2 , (5.4)

where I(n)
u is the sum of IPI, ICI, ISI, MAI and AWGN interferences, given by:

I(n)
u = Ebu

SFu

SFu−1∑
k �=0

k=−SFu+1

∣∣∣B(0,n)
k,u,u

∣∣∣2 +
Ebu

SFu

+∞∑
m�=0

m=−∞

SFu−1∑
k=−SFu+1

∣∣∣B(m,n)
k,u,u

∣∣∣2

+
Nu∑
v �=u
v=1

Ebv

SFv

+∞∑
m=−∞

SFu−1∑
k=−SFu+1

∣∣∣B(m,n)
k,v,u

∣∣∣2 + N0(c(n)
u )HR(n)

1u
c(n)

u ,

(5.5)

and B(m,n)
k,v,u is a bilinear form in complex Gaussian variables, depending on the

channel complex coefficient vectors5 c(n)
u :

B(m,n)
k,v,u = (c(n+m)

v )HR(m,n)
k,v,u c(n)

u . (5.6)

Above, R(m,n)
k,v,u and R(n)

1u
are the pulse shaping correlation matrices, with ele-

ments:

ρ
(m,n)
Rk,u,v

(l, l1) = R
(
(m + n)Tu − nTv + kTc + (τ̂ (n+m)

l1,u − τ
(n)
l,v )Ts

)
, (5.7)

and, respectively:

ρ
(n)
R1u

(l, l1) = R1

(
τ̂

(n)
l1,u − τ̂

(n)
l,u

)
, l, l1 = 1, . . . L, (5.8)

and R1(·) is the auto-correlation function of the reference-code pulse shape

R1(τ) =
1

SFuNs

(n+1)SFuNs∑
i=nSFuNs

g1(iTs + τTs)g1(iTs)dt. (5.9)

4A bilinear form in the Gaussian vectorial variables x,x1 ∈ C
L×1 is an expression of the type

xHBx1, where B ∈ C
L×L is the bilinear form matrix. When x = x1, the bilinear form becomes

a quadratic form.
5The channel complex coefficient vectors are denoted by ξ in [P9].
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The advantage of having the SNR expression in the form of Eq. (5.4) comes
from the fact that the individual effect of each of the interference terms can be seen
separately from the others, which allows a better insight of the receiver behavior
(e.g., study the PDF of the interference terms under various fading scenarios).
Semi-analytical performance curves and the comparison with simulation results
can be found in [P9].

Although the Gaussian approximation is a powerful tool for the receiver per-
formance analysis, its main drawback comes from the fact that general and unified
formulas are very difficult to be obtained (e.g., covering several types of diversity
combining, including all types of estimation errors, etc.).

5.2 Quadratic-receiver model

Under the assumption that the number of Rake fingers is equal to the number of
channel paths6 the first user’s MRC output (see Eq. (2.31)) can be also re-written
as a quadratic form [91], [121], [138]:

y(n) = (x(n))HQxn, (5.10)

where x(n) is the random vector of estimated channel coefficients and despreading
outputs

x(n) =
[
(ĉ(n))Hz(n)

]
, (5.11)

and Q is the 2L × 2L matrix

Q =
1
2

[
OL IL

IL OL

]
. (5.12)

Above, IL is the identity matrix of dimension L×L, and OL is an all-zero matrix
of dimension L × L. It follows from Eq. (5.10) that MRC receiver is a particular
case of the more general quadratic receiver [16], [18].

Under the assumption of Rician fading channels, the vector x(n) is a vector of
complex Gaussian distributed variables having the means µ

(n)
i , i = 1, 2, . . . , 2L.

The means of the Gaussian distributed variables are zero only when the channel
is Rayleigh fading. The moment generating function Υ(n)

MGF (·) of the quadratic
form y(n) in complex Gaussian variables is well-known since Turin [196]:

Υ(n)
MGF (ζ) =

2L∏
i=1

exp

(
jλ

(n)
i |µ(n)

i |2
1 − jλ

(n)
i ζ

)
1

1 − jλ
(n)
i ζ

(5.13)

6The model can be easily extended to Lr �= L, either by taking only a subset of the set of
channel paths, if Lr < L, or by padding with zeros the channel coefficient vector.
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where λ
(n)
i , i = 1, 2, . . . , 2L are the eigenvectors of the matrix Σ(n)

xx Q, with:

Σ(n)
xx = E

(
(x(n))Hx(n)

)
�
(

Σ(n)
ĉĉ Σ(n)

ĉ,z

Σ(n)
z,ĉ Σ(n)

z,z

)
. (5.14)

The matrices of Eq. (5.14) can be further developed using the matrix model of
Eq. (2.23) and basic matrix operations. The channel estimation errors have al-
ready been incorporated in the expression of the channel coefficients vector ĉ(n),
and in the despreading matrix Ŝ. If the channel coefficient estimation errors are
assumed to be Gaussian distributed of zero-mean, then the presence of an error
in the channel complex coefficients estimates is signalled only in the sub-matrix
Σ(n)

ĉ,ĉ of Eq. (5.14). The delay estimation errors affect the despreading matrix Ŝ,

and hence they influence 3 sub-matrices Σ(n)
ĉ,z , Σ(n)

z,ĉ and Σ(n)
z,z .

The probability distribution function py(y(n)) is the Fourier transform of the
MGF and it is generally difficult to obtain in closed form because of the compli-
cated nature of the exponential factor in Eq. (5.13). However, in the special case
when the Gaussian variables have zero means (i.e., Rayleigh fading channels),
an exact expression of the PDF py(y(n)) can be obtained via the residue theorem
[97], [160], [196].

Based on the MGF of the quadratic form in Gaussian variables, a general
formula for the binary error rate in fast Rayleigh fading channels was derived in
[16]. Barrett showed [16] that, if x(n) is Gaussian distributed of zero mean, the bit
error probability Pb conditional to the transmitted bit (and under the hypothesis
of distinct eigenvalues) is:

(
Pb|b(n)

)
=

2L∑
i=1
λi<0

2L∏
j=1

j �=i

1

1 − λ
(n)
j

λ
(n)
i

, (5.15)

The formula (5.15) is valid for any binary modulation, and can be also applied to
QPSK modulations [122], [160]. Furthermore, approximations for higher-order
modulations based on Eq. (5.15) are also possible (e.g., MFSK [16]). To avoid
the zeros at the denominator, we need distinct eigenvalues. For multiuser and
multipath interferences, it is highly unlikely to obtain equal eigenvalues. In the
numerical analysis, the situation with equal eigenvalues can be treated by intro-
ducing small variations which should not affect BEP in a significant way [121].

To compute the average bit error probability Pa,Barrett, one has to compute

the BEP for each of the possible MNsym combinations (M being the modulation
alphabet size and Nsym the total number of transmitted symbols), and then, one
has to average over all these combinations. In practice, under the assumption
of BPSK and QPSK modulation, good estimates can be also obtained via the
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simplified formula:

Pa,Barrett =
1

Nsyms

Nsyms∑
n=1

(
Pb|b(n)

)
, (5.16)

where Nsyms is a sufficiently high number of symbols.
Barrett-based BEP analysis has found several applications in the context of

CDMA receivers, Rayleigh fading channels and ideal channel estimation [26],
[64], [91], [97], [121]. The impact of channel estimation errors via the quadratic-
receiver model (and especially the impact of the channel coefficient estimation
errors) was also addressed by few authors in the context of Rayleigh fading chan-
nels [64], [65], [91].

Two examples of applying Barrett-based BEP analysis in the context of Rake
receivers with channel estimation errors and Rayleigh fading channels are shown
in Figs. 5.1 and 5.2. Fig. 5.1 compares the theoretical Barrett-based BEP with
the COSSAP simulation results7 in the presence of imperfect channel coefficient
estimates. The channel coefficient estimation errors are assumed to be Gaussian
distributed of zero means and equal variances for all paths. The channel has 1 or
2 Rayleigh fading paths, the spreading factor is SF = 128, the pulse shape wave-
form is an RRC waveform with rolloff 0.22. The plots are for single-user case
(because the main idea is to illustrate the effect of channel coefficient estimation
errors under otherwise ideal conditions). The theoretical BEP agrees well with the
simulation results.

Fig. 5.2 shows an example of BEP analysis in the presence of code synchro-
nization errors, via Barrett-analysis and via the SNR-based approach proposed in
[P9]. All four channel paths are assumed to have the same constant delay error,
given in the legend of the figure. The results obtained with the two different meth-
ods are matching perfectly at low delay estimation error and they also agree pretty
well when the synchronization errors are higher than 0.5 Tc. The Barrett-based
analysis is taking into account the imperfect code properties, and therefore tend to
be slightly more pessimistical than SNR-based approach.

The advantages of BEP analysis based on the quadratic receiver are multiple,
and this analysis seems to be one of the most powerful and accurate analytical
tools existing nowadays to characterize the receiver performance over Rayleigh
fading channels. Despite the fact that the formulation of (5.14) is not very intu-
itive, it has the advantage that it incorporates the channel estimation errors, and,
basically, any error distribution might be used in this context (i.e., the formula is
valid for any channel estimation algorithm). Extensions to multiple sensors (i.e.,
transmit and receive antenna diversity) have also been studied for Rayleigh fading
channels [26], [92].

7A downlink WCDMA simulation model was built with COSSAP simulation tool, according to
the 3G current specifications [1]. More detailed description of the simulation environment can be
found in [P1].
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Figure 5.1: BEP in the presence of channel coefficient estimation errors; one and
two Rayleigh fading paths.
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On the other hand, Barrett-based approach suffers also from few drawbacks.
The main one is that the closed form expression of Eq. (5.15) is valid only for
Rayleigh fading channels (or zero-mean complex Gaussian vectors x(n)). For Ri-
cian fading channels with non-zero mean Gaussian variables, no trivial expression
for BEP does exist and saddle point approximations should be used in computing
the integrals that define the bit error probability [116], [136]. This makes the
Barrett-based approach quite impractical for the analytical study of the perfor-
mance under generic Rician fading channels. Another drawback comes from the
rather heavy computational effort involved in computing the covariance matrices
of Eq. (5.14) and the eigenvalue decomposition. The covariance matrices Σ(n)

ĉ,z ,

Σ(n)
z,ĉ and Σ(n)

z,z depend both on the spreading sequences and the pulse shaping
factors. It means that for accurate BEP expressions, an average over all possible
set of spreading sequences is usually desired, which increases the computational
time. When the code synchronization errors are also taken into account, this com-
putational time is further increased, because the average over all possible delay
errors is also needed.
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Chapter 6

Summary of publications

The second part of the thesis is based on nine publications. None of these publi-
cations has been used as part of any other dissertation.

The main topic considered in these publications is the development of new
delay estimation algorithms and theoretical analysis of the fading multipath chan-
nels, in the presence of spread spectrum signals, additive white Gaussian noise
and, possibly, multiple access interference. The simulations and theoretical mod-
els focus on the downlink WCDMA receiver, with the main emphasis on Rake
receiver type structures and mobile positioning applications. However, many of
the algorithms described here could find application in more general contexts as
well, such as in uplink scenarios and advanced multiuser detection structures.

6.1 Description of the main results

Publication [P1] deals with the channel estimation problem in a Rake receiver.
Publication [P2] illustrates a practical application of the channel estimation algo-
rithms in the context of a reduced complexity Rake receiver based on interpola-
tion. Publications [P3] to [P8] present different delay estimation algorithms for
closely spaced path scenarios. Publications [P3] to [P6] focus on the Rake receiver
applications. The comparison of different delay estimation algorithms in terms of
performance and complexity, together with the steps to be considered for practical
receiver design, are given in the publication [P6]. Publications [P7] and [P8] deal
with LOS estimation algorithms for mobile positioning. Two of the most promis-
ing solutions in the context of LOS estimation in CDMA systems with RRC pulse
shaping, namely TK algorithm with adaptive threshold setting [P7] and POCS
algorithm with additional constraints [P8], are studied in the context of downlink
WCDMA mobile positioning. The Rayleigh fading situation was considered there
as a worst-case scenario. Publication [P9] focuses on the theoretical analysis of
the Rake receiver performance in the presence of delay estimation errors.
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In [P1] we analyzed the robustness of a Rake receiver in the presence of de-
lay estimation errors, assuming that pilot-aided approaches were used for the es-
timation of the amplitudes and phases of the fading paths. The delay and the
complex coefficient estimation tasks were addressed independently and we stud-
ied and compared several combinations of different solutions for each of these
two tasks. The original feedforward architecture for the delay estimation part was
proposed in [132], but it was studied there only under the assumption of known
channel coefficients. The advantage of splitting the two channel estimation tasks
comes from the reduced complexity and the easier implementation in a Rake re-
ceiver compared to the joint maximum-likelihood channel estimation. We showed
in [P1] that, when the pilots were time-multiplexed with the data symbols, the best
results were obtained with a combined PADD coefficient estimation and an NDA
or an DD delay estimation scheme.

In publication [P2] we introduced a feedforward interpolation-based delay
tracking unit for a Rake receiver as a low-complexity alternative to the receivers
based on oversampling. We presented the detailed architecture of the delay track-
ing unit and we discussed and compared different interpolation methods. The
comparison with the oversampling-based Rake receiver and with the receiver op-
erating at one sample per chip was also shown. We note that more details about
the complexity of the overall Rake receiver, including the baseband filtering, can
be found in [180].

In [P3] an improved pulse subtraction method was proposed for the delay es-
timation in closely spaced multipath scenarios and square root raised cosine pulse
shapes. The method was implemented in a feedforward manner. It was shown
that, for RRC pulses, this method was significantly better than the traditional en-
velope tracking with subtraction methods.

An efficient technique for asynchronous CDMA multipath delay estimation
was presented in [P4]. This technique is based on the complex Teager-Kaiser op-
erator and has subchip resolution capability. Its performance was compared with
the performance of other super-resolution algorithms, adapted for asynchronous
systems with long codes. We also analyzed in [P4] the impact of the pulse shape
waveform on the performance of the algorithm. The ideas presented here can be
applied in multicell downlink WCDMA scenarios, where multiple BSs transmit
asynchronously, as well as in an uplink CDMA scenario, where the users’ signals
are not synchronized. We mention that we first proposed the delay estimation
algorithm based on the real TK operator in [70], for GPS receivers with short
codes and rectangular pulse shaping. The TK delay estimation algorithm was also
studied for GPS applications in [69].

In [P5] a MUSIC-based delay estimation algorithm for CDMA systems with
long codes was presented and its performance was compared with that of the TK
delay estimation algorithm. For the simulation results, we used a single cell syn-
chronous downlink WCDMA scenario with closely spaced paths. We showed that
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in the presence of RRC pulse shaping the performance of both algorithms was
worse than in the presence of rectangular pulse shaping, and that there were only
few cases when TK algorithm was outperformed by the MUSIC-based algorithm.

In [P6] we provided a comprehensive review of the main existing delay esti-
mation techniques which are able to cope with multipath propagation in CDMA
systems. Particular attention was devoted to the closely spaced path situations.
Some of the techniques presented here have previously been used in the context
of CDMA systems; some others were proposed by the authors for CDMA appli-
cations. We discussed both the closed-loop and open-loop implementations, with
their advantages and drawbacks. The closed-loop algorithms, such as the DLLs
and the EKF were usually found to be rather complex for CDMA mobile receivers.
Simulation results were provided, together with a unified theoretical framework.
The most promising methods for CDMA delay estimation in terms of accuracy
were found to be the TK and POCS algorithms. The simulations were carried out
for asynchronous WCDMA cells with synchronous downlink users.

In [P7] we proposed an adaptive threshold technique for the link-level estima-
tion of the first arriving path in a CDMA multipath environment. The adaptive
threshold technique was used in conjunction with TK delay estimation, but the
main principles can be further applied with any multipath delay estimation algo-
rithm.

In [P8], we introduced a new deconvolution algorithm, based on the projection-
onto-convex-sets idea, for LOS estimation in WCDMA systems, in the presence
of severe multipath and multicell interference. By incorporating additional con-
straints in the iterative steps of the POCS algorithm, we showed that the robustness
as regards noise and interference can be significantly increased.

In [P9] we introduced a simple and accurate semi-analytical method for com-
puting the bit-error probability of a Rake receiver with code synchronization er-
rors and Rician uncorrelated fading paths. The code synchronization errors were
quantized in terms of bilinear forms of complex Gaussian variables. The theoreti-
cal results were validated by link-level simulations with WCDMA long codes with
high spreading factors. The simulation tools were COSSAP and Matlab. We note
that we presented an extension of this work to correlated fading paths in [133].

6.2 Author’s contribution to the publications

The research work for this thesis was carried out at the Institute of Communica-
tions Engineering (formerly the Telecommunications Laboratory) as part of the
wider research projects “Digital and Analogue Techniques in Flexible Receivers”,
“Advanced Transceiver Architectures and Implementations for Wireless Commu-
nications”, and “Advanced Techniques for Mobile Positioning”. During the work,
the author has been a member of an active research group, involved in study-
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ing and developing DSP algorithms for CDMA receivers and mobile positioning.
Many of the ideas have originated in discussions within the group and some of
the simulation models, built in Matlab, COSSAP, or System Studio, have been
designed in cooperation with the co-authors. Therefore, the author’s contribution
cannot be separated completely from the contributions of the co-authors.

However, the author’s contribution to all of the publications included in this
thesis has been essential in that she has carried out the main theoretical derivations,
developed new algorithms, performed most of the simulations, and prepared the
manuscripts. Naturally, the co-authors contributed to the final appearance of each
article. The main contribution of the author to the publications can be summarized
as follows:

In publication [P1] the author built the new delay estimation schemes, elabo-
rated the theoretical framework, implemented the channel estimation algorithms
in COSSAP, carried out all the simulations, and wrote the manuscript. The orig-
inal idea of using feedforward structures for channel estimators belongs to Pro-
fessor Markku Renfors. The PADD channel coefficient estimation algorithm in
publication [P1] was derived in close cooperation with the co-authors. The author
received also some help from other members of the Institute of Communications
Engineering in building the Rayleigh fading channel simulator in COSSAP envi-
ronment.

The idea of using a feedforward interpolation-based architecture in publica-
tion [P2] belongs to Professor Markku Renfors. The architecture of the delay
tracking unit was designed with the help of the co-authors. The author proposed
and analyzed the performance of different interpolators, both in time domain and
frequency domain, built the COSSAP and Matlab models and carried out the sim-
ulations. The calculus of the Rake delay tracking unit complexity was the result
of the joint work of the co-authors.

In publication [P3], the author proposed the improved pulse subtraction algo-
rithm, developed both the theoretical and simulation parts of the algorithm, and
prepared the manuscript. She also studied the choice of the best pulse used in the
search algorithm. Originally, Professor Markku Renfors introduced the problem
of closely spaced multipath components to the author and gave the idea of using
a pulse subtraction approach.

In [P4], the author is the co-developer of the multipath delay estimation al-
gorithm based on the nonlinear complex Teager-Kaiser operator. The author pro-
posed the use of the Teager-Kaiser delay estimation algorithm in the context of
asynchronous CDMA environments. The author also built the simulation model,
performed all the simulations, and wrote more than half of the manuscript. The
theoretical model was built in close cooperation with co-authors. Originally, the
idea of TK processing was introduced to the author by Dr. Ridha Hamila.

In [P5] the author designed the MUSIC-based algorithm for the long CDMA
codes and developed the theoretical framework for the MUSIC estimator. The au-
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thor also carried out most of the Matlab simulations and prepared the manuscript.
In [P6] the author re-formulated the problem of the CDMA delay estimation in

terms of a deconvolution problem and proposed different signal processing algo-
rithms as solutions for this problem, namely the least-squares and constraint least-
squares, the quadratic programming, and the MUSIC algorithms. The author also
showed the connection between different ML-based delay estimation algorithms,
namely the pulse subtraction, the improved pulse subtraction, and the MEDLL.
She also compared and analyzed the different variants of the delay locked loops
and emphasized their drawbacks for CDMA applications. All the delay estima-
tion algorithms were re-defined by the author in a unified framework, valid for any
type of pulse shaping, and for both closely spaced and distant path scenarios. The
EKF algorithm was derived and implemented jointly with the co-authors. The PS
and TK algorithms were based on previous published ideas in co-operation with
the co-authors. The author also received useful suggestions from the co-authors
related to the parameter optimization and to the theoretical derivations. She im-
plemented most of the simulations and wrote the manuscript.

In [P7], the author developed the theoretical framework, proposed the empiri-
cal threshold, and performed most of the simulations. The collaboration with the
co-authors helped in refining the parameters of the algorithm.

In [P8], the author proposed the new deconvolution approach for LOS estima-
tion. She also carried out the theoretical derivations, implemented the algorithm,
and wrote the manuscript. The problem of the closely spaced multipaths and the
implications in the context of LOS estimation were originally introduced to the
author by Professor Markku Renfors.

The author developed the semi-analytical algorithm of publication [P9], per-
formed the simulations, and wrote the manuscript. The starting point for the theo-
retical model was the result of several fruitful discussions with Professor Markku
Renfors and Professor Markku Juntti (during a research visit at the University of
Oulu). The challenges related to the impact of code synchronization errors on
Rake receiver performance, both in uncorrelated and correlated fading scenarios,
were introduced to the author by Professor Markku Renfors.
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Chapter 7

Conclusions

This thesis covered several channel estimation issues related to CDMA commu-
nications over multipath fading channels. The problematics, the motivation, the
prior art, and the parallel work were introduced in Chapter 1.

After presenting the channel model and the main channel parameters in Chap-
ter 2, we included in Chapter 3 an overview of the main techniques for the decou-
pled channel coefficient estimation and delay estimation. The focus was on the
low-complexity Rake receiver structures, with decoupled channel estimation and
decoding blocks. We showed that a PADD estimation algorithm is a good option
when a burst-mode pilot channel is available. We also discussed the choice of
the fine channel coefficient estimation filter and we showed that an MA filter with
fixed coefficients and optimally chosen adaptive length has a performance close
to that of a Wiener filter and has the advantage of lower complexity.

For the delay estimation part we proposed feedforward architectures with an
incorporated unit for the estimation of multipath delays with subchip accuracy. As
discussed in Section 3.3.3 and illustrated with more examples in [P6], the feed-
forward architectures have the advantage of simplicity and better performance
compared to the traditional feedback delay estimation structures. Moreover, the
feedback loops such as DLL with IC, DLL with IM, and EKF may be used up to
a certain extent to solve the problem of closely spaced paths, but they are usually
quite complex and require some a priori information which is not easy to ob-
tain [P6]. Several feedforward solutions were introduced to deal with the closely
spaced path problem. The lowest-complexity solutions, among those proposed in
the thesis, are the PS and TK algorithms [P3]–[P6]. From the point of view of
Rake receiver design, these solutions seem to be the best choice, as explained in
[P6]. From the point of view of positioning applications and possibly in the con-
text of more advanced receiver architectures that are more sensitive to delay esti-
mation errors, the most promising algorithms are TK [P4], [P6] and POCS [P6],
[P8]. The POCS algorithm has the best performance under various pulse shapes
and with closely spaced as well as distant paths; however, its complexity is usually
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quite high [P6]. However, under certain environments and conditions, such as low
delay spreads and perfect power control, the complexity of POCS can be signif-
icantly reduced. For the generic case, when no a priori information is available,
the TK solution gives the best tradeoff between performance and complexity. We
also emphasized the need for even more powerful delay estimation schemes when
RRC pulse shaping is used to limit the signal bandwidth. The combination of the
deconvolution approaches with an TK operator could be one solution for dealing
with RRC pulse shapes and it remains a topic of future research.

Chapter 4 was dedicated to two CDMA applications where channel estimates
are needed. The first one is the well-known Rake receiver, the building block of
all present-day receivers. A good tradeoff between the code synchronization ac-
curacy and reduced implementation complexity was found in a new interpolation-
based architecture, where a low-order polynomial interpolation stage is applied in
the narrowband domain to increase the accuracy of the multipath delay estimates.
The second application referred to the mobile positioning in wireless networks.
The solutions proposed for solving the closely spaced path problem were found to
be very useful in the context of mobile location, where the LOS component may
suffer from strong interference from other NLOS components. A new threshold
for LOS delay estimation was also proposed [P7]. Due to its empirical derivation,
it is likely that slightly different threshold parameters may be the optimum choices
for other delay estimation schemes. However, the same idea behind deriving the
threshold for LOS estimation is likely to give good results.

Chapter 5 presented the main methods to compute the BEP of a CDMA re-
ceiver in the presence of multipath fading channels and discussed the effect of
channel estimation errors on the algorithm performance. Also, a new method
for incorporating the multipath delay estimation errors in the GA when comput-
ing BEP was presented. It was shown that the semi-analytical approach for BEP
derivation, proposed in [P9], represents a fast and efficient solution for studying
the Rake receiver performance in the presence of code synchronization errors.
Nevertheless, when the channel coefficient estimation errors are also present or
when the combining scheme is other than MRC, Barrett-based analysis remains
the most powerful tool offered in today’s literature. Open issues here are the
extension (in an efficient way) of Barrett-based analysis to generic Rician or Nak-
agami channels, and the incorporation of channel coefficient estimation errors in
the improved GA-based approach of [P9].

It remains as a challenging topic for future work to apply the algorithms pre-
sented in this thesis in the context of more advanced CDMA receiver structures
(such as linear equalizers, non-linear IC receivers, or MIMO structures) and to
some other CDMA based systems, such as the future satellite positioning system
Galileo and the future 4G communications systems. Also, there is still an open
question about how to extend the presented theoretical methods to CDMA systems
with coding and adaptive modulation schemes.

68



Bibliography

[1] 3GPP. Physical layer-general description. Technical Report TS 25.201
V3.0.0, available via web, at http://www.3gpp.org/ftp/Specs/latest/R1999/
(active in Sep 2003), 1999.

[2] T. Abe and T. Matsumoto. Space-time turbo equalization in frequency-
selective MIMO channels. IEEE Trans. on Vehicular Technology,
52(3):469–475, May 2003.

[3] J.S. Abel. A bound on mean-square-estimate error. IEEE Trans. on Infor-
mation Theory, 39(5):1675–1680, Sep 1993.

[4] A.F. Abouraddy and S.M. Elnoubi. Statistical Modelling of the Indoor
Radio Channel at 10 GHz through Propagation Measurements - Part 1:
Narrow-band Measurements and Modelling. IEEE Trans. on Vehicular
Technology, 49(5):1491–1507, Sep 2000.

[5] R. Adachi, M. Sawahashi, and H. Suda. Wideband DS-CDMA for next
generation mobile communications systems. IEEE Comm. Magazine,
36(9):56–89, Sep 1998.

[6] M.S. Alouini. Adaptive and Diversity Techniques for Wireless Digital Com-
munications over Fading Channels. PhD thesis, California Institute of
Technology, 1998.

[7] M.S. Alouini and M.K. Simon. Performance of coherent receivers with
hybrid SC/MRC over Nakagami-m fading channels. IEEE Trans. on Vehic-
ular Technology, 48(4):1155–1164, Jul 1999.

[8] M.S. Alouini and M.K. Simon. An MGF-based performance analysis of
generalized selection combining over Rayleigh fading channels. IEEE
Trans. on Comm., 48(3):401–415, Mar 2000.

[9] H. Andoh, M. Sawahashi, and F. Adachi. Channel estimation using time
multiplexed pilot symbols for coherent RAKE combining for DS-CDMA
mobile radio. In Proc. of IEEE Int. Symp. on Personal, Indoor and Mobile
Radio Comm. (PIMRC), volume 3, pages 954–958, Sep 1997.

69



[10] K.D. Anim-Appiah. On generalized covariance-based velocity estimation.
IEEE Trans. on Vehicular Technology, 48:1546–1557, Sep 1998.

[11] G. Auer, G.J.R. Povey, and D.I. Laurenson. Mobile channel estimation
for decision-directed RAKE receivers operating in fast fading radio chan-
nels. In Proc. of IEEE 5th Int. Symp. on Spread Spectrum Techn. and Appl.
(ISSSTA), volume 2, pages 576–579, 1998.

[12] J. Baltersee. Modeling & simulating fading channels for systems with smart
antennas. In Proc. of IEEE PIMRC, volume 2, pages 957–961, Sep 1998.

[13] J. Baltersee, G. Fock, and P. Schulz-Rittich. Adaptive code-tracking re-
ceiver for direct-sequence code division multiple access (CDMA) commu-
nications over multipath fading channels and method for signal processing
in a Rake receiver. US Patent Application Publication, US 2001/0014114
A1 (Lucent Technologies), Aug 2001.

[14] J. Baltersee, G. Fock, V. Simon, and H. Meyr. Performance bounds for
a UMTS RAKE receiver with imperfect timing synchronisation. In Proc.
of IEEE Global Telecomm. Conf. (GLOBECOM), volume 5, pages 2523–
2527, 1999.

[15] B.C. Barker, J.W Betz, J.E. Clark, J.T. Correia, J.T. Gillis, S. Lazar, K.A.
Rehborn, and J.R. Straton. Overview of the GPS M Code Signal. In
CDROM Proc. of NMT, 2000.

[16] M.J. Barrett. Error probability for optimal and suboptimal quadratic re-
ceivers in rapid Rayleigh fading channels. IEEE Journal on Sel. Areas in
Comm., SAC-5:302–304, Feb 1987.

[17] P.A. Bello. Characterization of Randomly Time-Variant Linear Channels.
IEEE Trans. on Comm. Systems, 11:360–393, Dec 1963.

[18] P.A. Bello. Binary error probabilities over selectively fading channels con-
taining specular components. IEEE Trans. on Comm., 14(4):400–406, Aug
1966.

[19] S. Benedetto, E. Biglieri, and R. Daffara. Performance of multilevel base-
band digital systems in a nonlinear environment. IEEE Trans. on Comm.,
24(10):1166–1175, Oct 1976.

[20] S. Bhashyam and B. Aazhang. Multiuser channel estimation for long code
CDMA systems. In Proc. of IEEE Wireless Comm. and Networking Conf.,
volume 2, pages 664–669, Sep 2000.

70



[21] E. Biglieri, J. Proakis, and S. Shamai. Fading channels: information-
theoretic and communications aspects. IEEE Trans. on Information Theory,
44(6):2619–2692, Oct 1998.

[22] D. Boss, K. Kammeyer, and T. Petermann. Is blind channel estimation
feasible in mobile communication systems? A study based on GSM. IEEE
Journal on Sel. Areas on Comm., 16(8):1479–1492, 1998.

[23] C. Botteron, A. Host-Madsen, and M. Fattouche. Cramer-Rao bound
for location estimation of a mobile in asynchronous DS-CDMA systems.
In Proc. of IEEE Int. Conf. on Acoustics, Speech, and Sign. Processing
(ICASSP), volume 4, pages 2221–2224, 2001.

[24] G.E. Bottomley, T. Ottosson, and Y.P.E. Wang. A generalized RAKE re-
ceiver for DS-CDMA systems. In Proc. of the IEEE VTC Spring, volume 2,
pages 941–945, Tokyo, Japan, May 2000.

[25] H. Boujemaa and M. Siala. Enhanced coherent delay tracking for direct
sequence spread spectrum systems. In Proc. of IEEE ISSSTA, volume 1,
pages 274–277, 2000.

[26] M. Brehler and M.K. Varanasi. Asymptotic error probability analysis of
quadratic receivers in Rayleigh-fading channels with applications to a uni-
fied analysis of coherent and noncoherent space-time receivers. IEEE
Trans. on Information Theory, 47(6):2383–2399, Sep 2001.

[27] K. Bucket and M. Moeneclaey. On the influence of the non-ideal inter-
polation on the chip synchronization performance of band-limited direct-
sequence spread-spectrum signals. In Proc. of IEEE Int. Conf. on Comm.
(ICC), volume 3, pages 1658–1662, Jun 1995.

[28] R.M. Buehrer and N.A. Kumar. The impact of channel estimation error
on space-time block codes. In Proc. of IEEE VTC Fall, volume 3, pages
1921–1925, Sep 2002.

[29] E. Buracchini. The software radio concept. IEEE Comm. Magazine,
38:138–143, Sep 2000.

[30] S. Buzzi and H.V. Poor. Channel estimation and multiuser detection in
long-code DS/CDMA systems. IEEE Journal on Sel. Areas in Comm.,
19(8):1476–1487, Aug 2001.

[31] E. Cacciamani and C.Jr. Wolejsza. Phase-Ambiguity Resolution in a Four-
Phase PSK Communications System. IEEE Trans. on Comm., 19(6):1200–
1210, 1971.

71



[32] J.J. Caffery. Parameter estimation in DS-CDMA systems. Technical report,
Georgia Institute of Technology, Jun 1995.

[33] J.J. Caffery and G.L Stuber. Overview of radiolocation in CDMA cellular
systems. IEEE Comm. Magazine, 36(4), Apr 1998.

[34] D. Cassioli, M.Z. Win, F. Vatalaro, and A.F. Molisch. Performance of low-
complexity RAKE reception in a realistic UWB channel. In Proc. of IEEE
ICC, volume 2, pages 763–767, 2002.

[35] M. Cedervall. Mobile positioning for third generation WCDMA systems.
In Proc. of IEEE 1998 Int. Conf. on Universal Personal Comm., volume 2,
pages 1373–1377, 1998.

[36] Y.T. Chan and K.C. Ho. A simple and efficient estimator for hyperbolic
location. IEEE Trans. on Sign. Processing, 42(8):1905–1915, Aug 1994.

[37] G. Chen, X.H. Yu, and J. Wang. Adaptive channel estimation and dedicated
pilot power adjustement based on the fading rate measurement for a pilot-
aided cdma system. IEEE Journal on Sel. Areas in Comm., 19(1):132–140,
Jan 2001.

[38] K. C. Chen and L. D. Davisson. Analysis of a SCCL as a PN code tracking
loop. IEEE Trans. on Comm., 42(11):2942–2946, 1994.

[39] P.C. Chen. Mobile position location estimation in cellular systems. Tech-
nical Report WINLAB-TR-181, Rutgers University, May 1999.

[40] Chong-Yung Chi, Chi-Horng Chen, and Ching-Yung Chen. Blind MAI
and ISI suppression for DS/CDMA systems using HOS-based inverse filter
criteria. IEEE Trans. on Sign. Processing, 6:1368–1381, Jun 2002.

[41] J.W. Choi and Y.H. Lee. Adaptive channel estimation in DS-CDMA down-
link systems. In Proc. of IEEE PIMRC, pages 1432–1436, Sep 2002.

[42] R.L.U. Choi, R.D. Murch, and K.B. Letaief. MIMO CDMA antenna sys-
tem for SINR enhancement. IEEE Trans. on Wireless Comm., 2(2):240–
249, Mar 2003.

[43] Zhou Chunhui, Meng Lin, Li Gang, Wang Jing, and Li Weidong. An order-
adaptive filter for channel estimation in DS-CDMA mobile systems. In
Proc. of Int. Conf. on Comm. Technology, volume 1, pages 355–358, 2000.

[44] D.D. Colclough and E.L. Titlebaum. Delay-doppler POCS for specular
multipath. In Proc. of IEEE ICASSP, volume 4, pages 3940–3943, 2002.

72



[45] Wei Dai, Youzheng Wang, and Jing Wang. Joint power estimation and
modulation classification using second- and higher statistics. In Proc. of
IEEE Wireless Comm. and Networking, pages 155–158, Mar 2002.

[46] S. Das, E. Erkip, and B. Aazhang. Computationally efficient iterative mul-
tiuser detection and decoding. In Record of the Thirty-Second Asilomar
Conf. on Sign., Syst. and Computers, volume 1, pages 631–634, Nov 1998.

[47] M. Davis, A. Monk, and L.B. Milstein. A noise whitening approach to
multiple-access noise rejection. II. Implementation issues. IEEE Journal
on Sel. Areas in Comm., 14(8):1488–1499, Oct 1996.

[48] M. Enescu. Adaptive methods for blind equalization and signal separation
in MIMO systems. PhD thesis, Helsinki University of Technology, Aug
2002.

[49] E. Ertin, U. Mitra, and S. Siwamogsatham. Maximum-likelihood-based
multipath channel estimation for code-division multiple-access systems.
IEEE Trans. on Comm., 49(2):290–302, Feb 2001.

[50] A. Fahrner, H. Dieterich, and T. Frey. SIR estimation for fast power control
for FDD-UMTS. In Proc. of IEEE VTC Fall, volume 2, pages 1274–1278,
2002.

[51] S. Faisal, A. Shah, and A.U.H. Sheikh. Downlink channel estimation for
IMT-DS. In Proc. of 12th IEEE PIMRC, pages E–137–E–141, Sep/Oct
2001.

[52] G. Fock, J. Baltersee, P. Schulz-Rittich, and H. Meyr. Channel tracking for
RAKE receivers in closely spaced multipath environments. IEEE Journal
on Sel. Areas in Comm., 19(12):2420–2431, Dec 2001.

[53] G. Fock, P. Schulz-Rittich, A. Schenke, and H. Meyr. Low complexity
high resolution subspace-based delay estimation for DS-CDMA. In Proc.
of IEEE ICC, volume 1, pages 31–35, Apr 2002.

[54] J.J. Fuchs. Multipath time-delay estimation. In Proc. of IEEE ICASSP,
volume 47, pages 237–243, Jan 1997.

[55] J.J. Fuchs. Multipath time-delay detection and estimation. IEEE Trans. on
Sign. Processing, 47(1):237–243, Jan 1999.

[56] J.L. Garrison, L. Bertuccelli, and M.C. Moreau. GPS code tracking in
high altitude orbiting receivers. In Proc. of IEEE Position Location and
Navigation Symp., pages 164–171, 2002.

73



[57] R. De Gaudenzi, M. Luise, and R. Viola. A digital chip timing recov-
ery loop for band-limited direct-sequence spread-spectrum signals. IEEE
Trans. on Commun., 41(11):1760–1769, Nov 1993.

[58] D. Gesbert, M. Shafi, D.S. Shiu; P.J. Smith, and A. Naguib. From theory to
practice: an overview of MIMO space-time coded wireless systems. IEEE
Journal on Selected Areas in Comm., 21(3):281–302, Apr 2003.

[59] F. Gini, M. Luise, and R. Reggiannini. Cramer-Rao bounds in the para-
metric estimation of fading radiotransmission channels. IEEE Trans. on
Comm., 46(10):1390–1398, Oct 1998.

[60] F. Gini and R. Reggiannini. On the use of Cramer-Rao-like bounds in
the presence of random nuisance parameters. IEEE Trans. on Comm.,
48(12):2120–2126, Dec 2000.

[61] S. Glisic and B. Vucetic. Spread Spectrum CDMA systems for wireless
communications. Artech House Publishers, 1997.

[62] A. Goldsmith, S.A. Jafar, N. Jindal, and S. Vishwanath. Capacity limits of
MIMO channels. IEEE Journal on Selected Areas in Comm., 21(5):684–
702, Jun 2003.

[63] L. Greenstein. A multipath fading channel model for terrestrial digital radio
systems. IEEE Trans. on Commun., 26(8):1247–1250, Aug 1978.

[64] M. Guenach. Receiver design for wideband CDMA communication sys-
tems. PhD thesis, Université Catholique de Louvain, Apr 2002.

[65] M. Guenach and L. Vandendorpe. Downlink performance analysis of a
BPSK-based WCDMA using conventional RAKE receivers with channel
estimation. IEEE Journal on Sel. Areas in Comm., 19(11):2165–2176, Nov
2001.

[66] R. Haeb and H. Meyr. A systematic approach to carrier recovery and detec-
tion of digitally phase modulated signals of fading channels. IEEE Trans.
on Commun., 37(7):748–754, Jul 1989.

[67] M.D. Hahm, Z.I. Mitrovski, and E.L. Titlebaum. Deconvolution in the
presence of Doppler with application to specular multipath parameter esti-
mation. IEEE Trans. on Sign. Processing, 45(9):2203–2219, Sep 1997.

[68] J. Hamalainen and R. Wichman. Asymptotic bit error probabilities of some
closed-loop transmit diversity schemes. In Proc. of IEEE GLOBECOM,
volume 1, pages 360–364, 2002.

74



[69] R. Hamila. Synchronization and multipath delay estimation algorithms
for digital receivers. PhD thesis, Tampere University of Technology, June
2002.

[70] R. Hamila, E.S. Lohan, and M. Renfors. Novel technique for multipath
delay estimation in GPS receivers. In Proc. of Int. Conf. on Third Genera-
tion Wireless and Beyond (3GWireless’01), volume 1, pages 993–998, San
Francisco, USA, Jun 2001.

[71] S. Haykin. Adaptive Filter Theory. Prentice-Hall, Upper Saddle River,
New Jersey, USA, 3rd edition, 1996.

[72] G.W. Hein, J. Godet, J.L. Issler, J.C. Martin, T. Pratt, and R. Lucas. Status
of Galileo frequency and signal design. In CDROM Proc. of ION GPS 2002
Meeting, 2002.

[73] G. Heinrichs, R. Bischoff, and T. Hesse. Receiver architecture synergies
between future GPS/Galileo and UMTS/IMT-2000. In Proc. of IEEE 56th
Vehicular Technology Conf. (VTC) Fall, pages 1602–1606, 2002.

[74] K. Higuchi, H. Andoh, K. Okawa, M. Sawahashi, and F. Adachi. Exper-
imental evaluation of combined effect of coherent RAKE combining and
SIR-based fast transmit power control for reverse link of DS-CDMA mo-
bile radio. IEEE Journal on Sel. Areas in Comm., 18:1526–1535, Aug
2000.

[75] H. Holma and A. Toskala, editors. WCDMA For UMTS: Radio Access For
Third Generation Mobile Communications. John Wiley & Sons, 2001.

[76] K. Hooli, M. Juntti, M.J. Heikkilä, P. Komulainen, M. Latva-aho, and
J. Lilleberg. Chip-Level Channel Equalization in WCDMA Downlink.
Eurasip Journal on Applied Sign. Processing, 2002(8):757–770, Aug 2002.

[77] F. Horlin and L. Vandendorpe. A comparison between chip fractional and
non-fractional sampling for a direct sequence CDMA receiver. IEEE Trans.
on Sign. Processing, 50(7):1713–1723, Jul 2002.

[78] A. Huang, M. Hall, and I. Hartimo. Multipath channel estimation for
WCDMA uplink. In Proc. of IEEE VTC Fall, volume 1, pages 141–145,
Sep 1999.

[79] L. Husson, A. Wautier, J. Antoine, and J.C. Dany. Estimation of noise and
interfering power for transmissions over Rayleigh fading channels. In Proc.
of IEEE 53rd VTC Spring, volume 3, pages 1548–1552, 2001.

75



[80] J. Iinatti. Matched Filter Code Acquisition Employing a Median Filter in
Direct Sequence Spread-Spectrum Systems with Jamming. PhD thesis, Uni-
versity of Oulu, 1997.

[81] R.A. Iltis. Joint estimation of PN code delay and multipath using the
extended Kalman filter. IEEE Trans. on Comm., 38(10):1677–1685, Oct
1990.

[82] R.A. Iltis. A sequential Monte Carlo filter for joint linear/nonlinear state es-
timation with application to DS-CDMA. IEEE Trans. on Sign. Processing,
51(2):417–426, Feb 2003.

[83] R.A. Iltis, Sunwoo Kim, and A. Thomas. EM-based acquisition of DS-
CDMA waveforms for radiolocation. In Proc. of IEEE ICASSP, volume 4,
pages 2229–2232, 2001.

[84] T. Irvine and J. McLaine. Symbol-aided plus decision-directed reception
for PSK/TCM modulation on shadowed mobile satellite fading channels.
IEEE Journal on Sel. Areas in Comm., 10:1289–1299, Oct 1992.

[85] W. C. Jakes. Microwave Mobile Communications. John Wiley and Sons,
New York, 1974.

[86] A. Jakobsson, A.L. Swindlehurst, and P. Stoica. Subspace-based estima-
tion of time delays and Doppler shifts. IEEE Trans. on Sign. Processing,
46:2472–2483, Sep 1998.

[87] R.E. Játiva and J. Vidal. First arrival detection for positioning in mobile
channels. In Proc. of IEEE PIMRC, volume 4, pages 1540–1544, Sep 2002.

[88] R.E. Játiva and J. Vidal. GLRT detector for NLOS error reduction in wire-
less positioning systems. In CDROM Proc. of IST Mobile and Wireless
Telecomm. Summit, Jun 2002.

[89] G. De Jonghe and M. Moeneclaey. Asymptotic cycle slip probability ex-
pression for the NDA feedforward carrier synchronizer for M-PSK. In
Proc. of IEEE ICC, volume 1, pages 502–506, 1993.

[90] J. Joutsensalo. Algorithms for delay estimation and tracking in CDMA. In
Proc. of IEEE ICC, volume 1, pages 366–370, 1997.

[91] M.J. Juntti. Multiuser Demodulation for DS-CDMA Systems in Fading
Channels. PhD thesis, University of Oulu, Sep 1997.

[92] M.J. Juntti. Performance analysis of linear multisensor multiuser receivers
for CDMA in fading channels. IEEE Journal on Sel. Areas in Comm.,
18(7):1221–1229, Jul 2000.

76



[93] M.J. Juntti and B. Aazhang. Finite memory-length linear multiuser detec-
tion for asynchronous CDMA communications. IEEE Trans. on Comm.,
45(5):611–622, May 1997.

[94] M.J. Juntti, B. Aazhang, and J.O. Lilleberg. Iterative implementation of lin-
ear multiuser detection for dynamic asynchronous CDMA systems. IEEE
Trans. on Comm., 46(4):503–508, Apr 1998.

[95] M.J. Juntti and M. Latva-aho. Bit error probability analysis of linear re-
ceivers for CDMA systems. In Proc. of IEEE ICC, volume 1, pages 51–56,
1999.

[96] M.J. Juntti, M. Latva-aho, K. Kansanen, and O.P. Kaurahalme. Perfor-
mance of parallel interference cancellation for CDMA in estimated fading
channels with delay mismatch. In Proc. of IEEE ISSSTA, volume 3, pages
936–940, Sep 1998.

[97] V.P. Kaasila and A. Mämmelä. Bit error probability of a matched filter in a
Rayleigh fading multipath channel. IEEE Trans. on Comm., 42(2/3/4):826–
828, Feb/Mar/Apr 1994.

[98] J. F. Kaiser. On a simple algorithm to calculate the ’energy’ of a signal. In
Proc. of IEEE ICASSP, pages 381–384, Albuquerque, New Mexico, 1990.

[99] K. Kalliojärvi. Terminal Positioning in WCDMA. In Proc. of EUSIPCO
2000, pages 2269–2272, Tampere, Finland, Sep 2000.

[100] K. Kalliola. Experimental Analysis of Multidimensional Radio Channels.
PhD thesis, Helsinki University of Technology, 2002.

[101] K. Kansanen. Performance of mismatched parallel interference cancella-
tion receivers in CDMA systems. Master’s thesis, University of Oulu, 1998.

[102] K. Kansanen, K. Kiiskila, and M.J. Juntti. An LMMSE receiver structure
and performance in WCDMA uplink. In Proc. of the 13th IEEE PIMRC,
volume 2, pages 869–873, Lisbon, Portugal, Sep 2002.

[103] M. Katz. Code acquisition in advanced CDMA networks. PhD thesis,
University of Oulu, 2002.

[104] M. Kiessling and S.A. Mujtaba. Performance enhancements to the UMTS
(W-CDMA) initial cell search algorithm. In Proc. of IEEE ICC, volume 1,
pages 590–594, 2002.

[105] H. Kim, K. Kim, and Y. Han. An efficient channel estimation scheme for
downlink in WCDMA/FDD systems. In Proc. of IEEE VTC Fall, volume 2,
pages 897–900, Atlantic City, NJ, USA, Sep 2001.

77



[106] Ki Jun Kim, Soon Yil Kwon, Een Kee Hong, and Chan Whan. Effect of
tap spacing on the performance of direct-sequence spread-spectrum RAKE
receiver. IEEE Trans. on Comm., 48(6):1029–1036, Jun 2000.

[107] S.J. Kim and R.A. Iltis. Performance Comparison of Particle and Extended
Kalman Filter Algorithms for GPS C/A Code Tracking and Interference
Rejection. In CDROM Proc. of Annual Conf. on Information Sciences and
Systems, Mar 2002.

[108] S.W. Kim. Adaptive orthogonal signalling with diversity in a frequency-
non-selective Rayleigh fading channel. IEEE Trans. on Comm.,
48(11):1865–1870, Nov 2000.

[109] T. Klaput and M. Niediwiecki. A novel approach to estimation of Doppler
frequencies of a time-varying communication channel. In Proc. of IEEE
American Control Conf., volume 4, pages 3213–3218, 2002.

[110] T. Kleine-Ostmann and A.E. Bell. A data fusion architecture for enhanced
position estimation in wireless networks. IEEE Comm. Letters, 5(8):343–
345, Aug 2001.

[111] C. Komninakis and R.D. Wesel. Joint iterative channel estimation and de-
coding in flat correlated Rayleigh fading. IEEE Journal on Sel. Areas in
Comm., 19(9):1706–1717, Sep 2001.
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