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Effects of temperature on the dynamics of the
LacI-TetR-CI repressilator

Jerome G. Chandraseelan, Samuel M. D. Oliveira, Antti Häkkinen, Huy Tran,
Ilya Potapov, Adrien Sala, Meenakshisundaram Kandhavelu and Andre S. Ribeiro*

We studied the behaviour of the repressilator at 28 1C, 30 1C, 33 1C, and 37 1C. From the fluorescence

in each cell over time, we determined the period of oscillations, the functionality (fraction of cells

exhibiting oscillations) and the robustness (fraction of expected oscillations that occur) of this circuit.

We show that the oscillatory dynamics differs with temperature. Functionality is maximized at 30 1C.

Robustness decreases beyond 30 1C, as most cells exhibit ‘failed’ oscillations. These failures cause

the distribution of periods to become bimodal, with an ‘apparent period’ that is minimal at 30 1C, while

the true period decreases with increasing temperature. Based on previous studies, we hypothesized

that the failures are due to a loss of functionality of one protein of the repressilator, CI. To test this, we

studied the kinetics of a genetic switch, formed by the proteins CI and Cro, whose expression is

controlled by PRM and PR, respectively. By probing the activity of PRM by in vivo detection of MS2-GFP

tagged RNA, we find that, beyond 30 1C, the production of the CI-coding RNA changes from sub-

Poissonian to super-Poissonian. Given this, we suggest that the decrease in efficiency of CI as a

repressor with temperature hinders the robustness of the repressilator beyond 30 1C. We conclude that

the repressilator is sensitive but not robust to temperature. Replacing CI for a less temperature-

dependent protein should enhance robustness.

Introduction

Natural genetic circuits can efficiently perform various tasks,
such as time counting,1 state holding,2 and signal filtering,3

while maintaining robustness to environmental changes. This
is necessary for them to be able to regulate complex cellular
processes under various conditions4–6 or to efficiently determine
cells’ response to environmental shifts and signals. Much effort has
been made to reproduce their behaviour in synthetic circuits.6–8

Once proven reliable, these synthetic circuits should have a wide
range of applications.9–12 For example, synthetic genetic clocks
promise to be of use as regulators of intracellular processes. For
that, they will need to be robust to environmental changes,
similarly to natural circuits.

One of the most famous synthetic circuits is the ‘repressilator’,
engineered by Elowitz et al.7 This circuit has three genes, whose
interactions form a negative feedback loop. Namely, the three
genes form a cycle, with each gene expressing a protein that
represses the next gene in the cycle. At 30 1C, the repressilator
exhibits periodic oscillations,7 visible in time-lapse measurements

of a green fluorescent protein (GFP) reporter that is under the
control of a promoter that is also present in the 3-gene circuit.

Temperature affects the dynamics of most cellular processes,
including gene expression.13 Evidence suggests that natural,
time-keeping circuits, such as circadian oscillators, evolved
robustness to temperature fluctuations.14–16 Similar robustness
is desired in synthetic circuits designed for time keeping.

The degree of robustness of the repressilator to temperature
is unknown, but studies on some of its components suggest
that its behaviour is bound to be strongly affected by small
changes in temperature. For example, one of its proteins, the
wild-type CI,7 has temperature-dependent DNA-binding stability.17

Namely, it is maximized at B30 1C and is gradually lost as
temperature increases, becoming B50% weaker at 42 1C.17 This
decreasemay arise from the fact that the ability of CI to discriminate
between operator sites depends on ion binding/release reactions18

and/or from the temperature-dependence of the CI’s dimerization
process.19

Here, we investigate how temperature affects the dynamics
of the repressilator. Afterwards, we search for causes. Motivated
by previous evidence that CI’s functionality is temperature-
dependent, we also study the temperature-dependence of
another circuit, the CI–Cro switch. After comparing the effects
of temperature on the kinetics of the two circuits, we propose
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modifications to the repressilator that may enhance its robust-
ness to temperature fluctuations.

Methods
Repressilator: strain, plasmid, and microscopy

Cells of E. coli lac� strain MC 4100 with the repressilator (pZS1-
lTlrLLtCL) and the reporter plasmid (pZE21-GFPaav) were
generously provided by M. Elowitz, Princeton University, NJ,
USA. Minimal media were prepared with 2 mM MgSO4�7H2O
(Sigma-Aldrich, USA), 7.6 mM (NH4)2SO4 (Sigma Life Science,
USA), 30 mM FeSO4�7H2O (Sigma Life Science, USA), 1 mM
EDTA (Sigma Life Science, USA), 60 mM KH2PO4 (Sigma Life
Science, USA) pH 6.8 with Glycerol 0.5% (Sigma Life Science,
USA) and Casaminoacids 0.1% (Fluka Analytical, USA).

E. coli cells with the repressilator and reporter plasmids were
grown in minimal media overnight at 28 1C, 30 1C, 33 1C or
37 1C with shaking at 300 rpm, to an optical density (OD) of 0.1
at 600 nm. Next, cells were diluted into fresh media and a few ml
of the culture was placed between a cover-slip and a slab of 2%
low melting agarose in minimal media, 0.75 mm thick. During
time lapse microscopy, the temperature of the samples was kept
stable by a control chamber (Bioptechs, FCS2, Pennsylvania, USA).
Images were obtained every 15 minutes for 10 hours by a Nikon
Eclipse (TE2000-U, Nikon, Tokyo, Japan) inverted C1 confocal
laser-scanning system with a 100� Apo TIRF (1.49 NA, oil)
objective. GFP fluorescence was measured using a 488 nm laser
(Melles-Griot) and a 515/30 nm detection filter. For image
acquisition, we used Nikon software EZ-C1.

Switch: strain, plasmid, and microscopy

E. coli CZ071 with a reporter plasmid PLtetO-1-MS2d-GFP and a
target plasmid pIG-BAC (PRM-limm(rexAB::bs48)) were generously
provided by I. Golding (University of Illinois, USA). The target
plasmid is a single-copy F-plasmid with a genetic switch coding for
CI, under the control of PRM, and Cro,20 under the control of PR.
Further, the plasmid contains the immunity region of wild-type
l,21 where the rexA and rexB genes were replaced by a 48 binding
site array for MS2d proteins, so as to detect individual RNAs whose
production is controlled by PRM. Depending on the occupation of
the sites OR1, OR2 and OR3, one of the two promoters will be in a
repressed state.32,33 Note that OR3 is absent in the repressilator.
Nevertheless, the existence of oscillations7 shows that CI still
achieves repression of PR.

Cells were grown in Luria–Bertani (LB) medium with the
following components: 10 g L�1 of Tryptone (Sigma Aldrich,
USA), 5 g L�1 of yeast extract (LabM, UK) and 10 g L�1 of NaCl
(LabM, UK), with addition of 34 mg ml�1 of Kanamycin and
34 mg ml�1 of Chloramphenicol (both antibiotics from Sigma
Aldrich, USA). Cells were grown overnight with shaking at
260 rpm, in an orbital shaker (Labnet), at 30 1C for 12–16 h
to an optical density (OD) of 0.1 at 600 nm. Thereafter, cells
were grown until they reached an OD of E0.01 and diluted to
1 : 10 in LB medium with antibiotics. Then, they were grown at
37 1C with shaking at 260 rpm for a few hours, until they
reached the exponential phase and an OD of E0.3.

The reporter gene, TetO1-MS2d, was activated using 10 ng ml�1

of anhydrotetracycline (aTc) (IBA GmbH, Germany), for at least
45 minutes, to allow the production and maturation of enough
reporter MS2-GFP proteins. For acclimatization, cells were grown at
room temperature for 1 hour. Afterwards, they were transferred to a
microscope chamber, for image acquisition.

Cells were kept at 24 1C, 27 1C, 30 1C, 34 1C, or 37 1C during
microscopy in a thermal chamber (Bioptechs, FCS2, Pennsylvania,
USA).We poured 100 ml of melted agarose-mediumwith 1% agarose
(Sigma life science, USA), LB medium, and aTc (10 ng ml�1), into a
microscope slide with a glass coverslip on top. After waiting for the
gel-pad to solidify, prior to adding cells, we removed the coverslip
and left the gel-pad to dry for 2–5 minutes at room temperature.
Finally, we added 5–8 ml of cell suspension into the gel and placed
this sandwich in the thermal chamber for image acquisition.

Cells were visualized in a Nikon Eclipse (TE2000-U, Nikon,
Japan) inverted microscope with C1 confocal laser-scanning
and a 100� Apo TIRF objective. Images were taken every
minute for 2 hours. GFP fluorescence was measured using
488 nm argon ion laser (Melles-Griot) and a 515/30 nm emission
filter. Images were acquired with Nikon EZ-C1 software and
were analysed by custom software written in MATLAB 2011b
(MathWorks).

Image analysis

Images of cells with the repressilator and with the switch were
analysed differently. To detect cells with the repressilator from
images (Fig. 1), we segment them by manually masking the area
each occupies in each frame. Next, the total fluorescence
intensity in each mask is extracted and the mean pixel intensity
of each cell is calculated for each time moment.

For cells containing the switch, thus expressing MS2-GFP
and its target RNA, the region occupied by each cell over time
was manually masked. In each mask, principal component
analysis (PCA) was used to obtain dimensions and orientation
of the cell at each moment. By kernel density estimation using a
Gaussian kernel22 and Otsu’s thresholding,23 fluorescent spots
were automatically segmented. To obtain the intensity of each spot,
the cell background was subtracted. Finally, RNA numbers in each
cell were obtained from the time series of the corrected total spot
intensity by a least squares fit of a monotone piecewise-constant
curve (Fig. 2b).24 The number of terms in the curve was selected by
an F-test with a p-value of 0.01. Each jump corresponds to the
production of one RNA24 (Fig. 2, for details see ref. 25).

Assessing functionality and apparent period of oscillations

To determine if a repressilator is ‘functional’ during a time
series, we use the criterion used in Elowitz et al.7 A fast Fourier
transform is applied to the temporal fluorescence signal from

Fig. 1 Cell exhibiting oscillatory fluorescence. 5 frames are shown, along with
time stamps in minutes. In this case, the images were taken at 30 1C.
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each cell and divided by the transform of a decaying exponen-
tial with a time constant of 90 min, the measured lifetime of the
fluorescent protein used (GFPaav).7 Power spectra with peaks
4.5 times higher than the background at frequencies of 0.15–0.5
per hour were classified as oscillatory. The bandwidth used
here is larger than in ref. 7 so as to include failed oscillations
that should cause apparent oscillations with close to double
period.

For cells considered functional, we estimated the ‘apparent
period’ as follows. First, we fit a quadratic curve in the least-
squares sense to the intensity time series, to estimate the
general trend (Fig. 3, top panel) since the measured intensity
is affected by, e.g., photo-bleaching. After subtracting the
estimated trend, the residual is scaled to unit power (Fig. 3,
middle panel), and then the autocorrelation function is com-
puted (Fig. 3, bottom panel). From this function, we estimate
the period by locating the first and the third zeros of the
autocorrelation function and computing their distance (Fig. 3,
bottom panel, black circles).

Detecting failed oscillations and estimating the true period

The above method of period estimation relies on robust periodic
behaviours. If a repressilator halts its activity for a while and
then resumes it, the above method cannot detect it. Instead, it
assumes an oscillation length that includes the halting and the
‘true’ oscillation. We observed by inspection that, in some cells,
the GFP reporter failed to report an oscillation, either because
the oscillation itself failed or because the reporters’ expression
failed. In general, the reporter signal ‘recovered’ in the next cycle.
In these cases, the measured time was double that between other
consecutive oscillations.

To extract the ‘true period’, we employed a method that
relies on the fact that the distributions of period lengths, when
failures occur, resemble bimodal distributions. Namely, we
estimate the mean and standard deviation of the true period
in the population and the fraction of failed oscillations from

Fig. 2 MS2-GFP tagged RNAs in E. coli cells. Unprocessed and segmented cells
and RNA spots (a). Moments when images were taken are indicated in each
frame. Examples of time series in cells with scaled intensity levels (circles) and
estimated RNA numbers (solid lines) (b).

Fig. 3 Period estimation from the fluorescence intensity signal. In the top panel, the raw signal extracted from images is shown along with the estimated trend. In the
middle panel, the trend was subtracted from the raw signal and the residual was scaled to unit power. The bottom panel shows the autocorrelation function of the
treated signal. The distance between first and third zeros (black circles) corresponds to the period of oscillation in the cell.
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the measured periods from each cell. For that, we find the
maximum likelihood estimates for a single Gaussian (given by
the mean and standard deviation of the measured periods) and
for a mixture of two Gaussians, such that the mean and variance
of the second are double that of the first (found using an iterative
expectation maximization algorithm).26 The appropriate model
is selected by a likelihood ratio test with significance level of 0.01
between the two models. That is, we only select the 2-Gaussian
model if the p-value of this test is smaller than 0.01. Finally, we
performed the fitting with each subset of data lacking one of the
measured periods (leave-one-out technique). This procedure
results in N estimates each using N � 1 measured periods from
which the variance of the estimates is estimated.

Results

We measured the behaviour of the repressilator at 28 1C, 30 1C,
33 1C, and 37 1C. We also conducted measurements for lower and
higher temperatures than these, but the number of functional
repressilators was negligible or non-existing. We limited the
measurements’ length to 10 h, as cells tend to enter the
stationary phase beyond this point, which halts the repressilator.7

Cells with a non-functional repressilator, for this or other reasons,
were discarded by the method used to determine if the GFP levels
oscillate throughout the measurement period (see Methods).

We first tested if the distributions of lengths of the oscilla-
tions (Fig. 4) here referred to loosely as ‘periods’, differ with
temperature. For that, we compared all pairs of distributions
using the Kolmogorov–Smirnov (KS) test. All, except 33 1C vs.
37 1C, differ in a statistical sense (p-values smaller than 0.03),
which implies that the circuit is sensitive to temperature.

Under all conditions, as visible from the distributions in
Fig. 4, the period lengths vary widely. Given their mean and
variability, a number of short-lasting periods (o100 min) are
expected (visible in Fig. 4). To verify that these did not occur in
a higher than expected frequency, for the condition ‘30 1C’ (the
one with most samples), we computed the probability of having
such or a more extreme number of periods smaller than
100 min (i.e. a p-value) assuming the fitted model (see below
and the Methods section). From the model, 2.93 ‘short periods’
are expected while 3 were detected, which results in a p-value of
0.56 i.e., the number of events observed is not unlikely.

The effects of temperature on the distribution of periods’ length
are visible in Fig. 4. The distribution appears to become bimodal for
T > 30 1C. This bimodality, not possible if the oscillations in protein
numbers were robust, appears to arise from ‘failed oscillations’ that
occur with non-negligible probability. Namely, in some of the cells
at T > 30 1C, the GFP levels appear to remain low for approximately
one cycle and only increase again in the following cycle.

To test for bimodality, for each of the four distributions, we
determined the maximum likelihood estimates for a single
Gaussian and for a mixture of two Gaussians with the mean
and variance of the second Gaussian being double those of the
first. The preferred model (see Methods) in each condition is
shown in Fig. 4 as well. For 33 1C and 37 1C, the model of two
Gaussians was preferred.

Using the fitting, we estimated the number of failed oscillations
in each cell, under each condition (see Methods). The fraction of
successful oscillations (R) is shown in Table 1, for each condition.
Beyond 30 1C, the repressilator loses much of its robustness, as
several expected oscillations were not detected. This agrees with the
observed decrease in functionality (F) for temperatures above 30 1C
(Table 1).

Fig. 4 Distribution of periods (magnitude scaled to represent probability density) for each temperature. Solid lines represent the probability densities of the fitted
model with one or two Gaussians. Dashed lines represent the densities of individual components in the case of two Gaussians. For 28 1C and 30 1C, the p-values of the
likelihood ratio tests are 0.08 and 1, respectively, indicating a lack of evidence for the two-Gaussian model, whereas for 33 1C and 37 1C, the p-values are 0.0065 and
0.0015, respectively, indicating that the two-Gaussian model should be favored over the one-Gaussian model.
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Also in Table 1, we show themean and standard deviation of both
the apparent period and the true, estimated period. The mean true
period, m, always decreases with increasing temperature. On the other
hand, the mean apparent period, m, is minimal at 30 1C.

Given this, we investigated whether the distributions of
durations of true oscillations alone also differ with tempera-
ture, as the distributions of apparent oscillations do. Namely,
we estimated the mean true period (Fig. 5) and then the one
standard deviation of this estimate (error bars in Fig. 5). From
Fig. 5, this mean always decreases significantly as temperature
increases, except beyond 33 1C.

Next, we investigated the causes for the decrease in robust-
ness with temperature. In particular, we investigated how
temperature affects the functionality of the three component pro-
teins of the repressilator, namely, CI, LacI, and TetR. First, studies
suggest that as temperature increases from 30 1C to 42 1C, CI loses
approximately half of its DNA-binding stability.17 On the other
hand, the DNA-binding affinity of LacI does not vary significantly
between 28 1C and 37 1C.27 Similarly, TetR’s functionality is
unaltered from 20 1C to 40 1C.28 We thus hypothesized that a
possible cause for the loss of robustness of the repressilator with
increasing T was the weakening effectiveness of CI as a repressor.

There is another circuit, the CI–Cro genetic switch, of which
CI is a component. If CI loses functionality with increasing
temperature (partially or completely) the behaviour of this switch
should change with temperature. To determine whether this is

the case, we conducted in vivo measurements of RNA produc-
tion, one event at a time, by one of the two genes of this switch.
This particular gene is controlled by the promoter PRM, and
codes for CI as well as for a 48 MS2d binding array. The second
gene of the switch, whose activity is not followed, is controlled by
the promoter PR and codes for Cro. Relevantly, Cro–DNA inter-
actions do not vary significantly from 24–37 1C,29 thus, behaviour
changes in this switch with increasing temperature should mostly
arise from the changes in CI–DNA interactions.

We measured intervals between consecutive productions of the
RNA target for MS2-GFP in individual cells, from in vivo measure-
ments 2 h long, with images taken every minute, at 24 1C, 27 1C,
30 1C, 33 1C and 37 1C. In Table 2, we show for each condition the
number of samples (i.e. intervals) and the mean and standard
deviation of the intervals’ duration. As temperature increases, the
kinetics of production of the target RNA changes. Specifically, aside
from a decrease in the mean interval between consecutive transcrip-
tion events, one observes that the production kinetics changes
from sub-Poissonian (CV2 o 1) for T r 30 1C, to super-Poissonian
(CV2 > 1) for T > 30 1C.

To verify if the change is significant, we compared the
distributions of intervals in consecutive temperatures with the
K–S test. The results in Table 3 indicate that the distributions at
24 1C and 27 1C cannot be statistically distinguished from one
another. Similarly, the distributions at 33 1C and 37 1C cannot be
distinguished. Meanwhile, the distributions from 27 1C and
30 1C, as well from 30 1C and 33 1C, differ from one another.
Thus, there is a change in the dynamics of transcript production,
and it occurs around 30 1C, which is similar to the point where
changes in behaviour of the repressilator are observed.

Conclusions and discussion

We studied the behaviour of the repressilator at different
temperatures. We observed that the fraction of functional cells

Table 1 Kinetics of the repressilator at different temperatures. Temperature (T),
fraction of functional cells (F), total number of cells exhibiting oscillations, fraction
of robust oscillations (R), mean (m) and standard deviation (s) of the apparent
period, and mean (m) and standard deviation (s) of the estimated true period are
shown

T (1C) F (%)
No. of cells
oscillating R (%) m (min) s (min) m (min) s (min)

28 20 43 100 290 120 290 120
30 30 71 100 258 91 258 91
33 15 62 26 328 126 188 59
37 5 25 20 347 92 192 36

Fig. 5 Estimated mean values of the true period. Error bars indicate one
standard deviations of the mean period estimated by the leave-one-out
technique.

Table 2 Intervals between the appearances of novel, consecutive RNA mole-
cules in individual cells. For condition, the table shows the number of intervals,
mean (m), standard deviation (s) and, square of the coefficient of variation (CV2)
of the interval duration

T (1C) No. intervals m (s) s (s) CV2

24 157 1242 1166 0.88
27 229 1452 1191 0.67
30 88 1130 1040 0.85
33 539 788 807 1.05
37 324 714 785 1.21

Table 3 P-values of the Kolmogorov–Smirnov test between distributions of
intervals between consecutive RNA production events, under the control of PRM,
obtained at different temperatures. For p-values o0.01, the hypothesis that the
two distributions are the same is rejected

T (1C) 24 27 30 33

27 0.149
30 0.006
33 0.009
37 0.478
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(i.e. exhibiting oscillations), the robustness of the oscillations
in functional cells, and also the apparent and the real period all
differ with temperature.

Because the robustness decreases at higher-than-optimal
temperatures, the extraction of the period in this regime
requires the identification of failed oscillations. Otherwise,
the period will likely be overestimated. The extraction method
here proposed should be applicable to other genetic clocks
as well.

The apparent period was minimized at 30 1C. However, the
results of employing the novel method of period extraction
suggest that the increase in apparent period when increasing
temperature beyond 30 1C is due to an increasing rate of failed
oscillations. Meanwhile, the true period decreased significantly
with increasing temperature (until 33 1C), in accordance with
the response of other synthetic genetic clocks to increasing
temperature.30 This decrease is likely caused by the increased
rate of the underlying thermodynamic processes (see ref. 30). In
particular, we expect the decay rates of the proteins to increase,
which decreases the period length.35 The increased protein
decay rates are expected from both increased rates of degrada-
tion and increased doubling rate of the cells. This allows the
repressilator to be sensitive to temperature changes in the
range tested.

We hypothesize that the design of genetic clocks that are
insensitive to temperature will have to be able to compensate
for increased speed of processes such as cell division, open
complex formation,13 among others.

Subsequently, based on previous studies on the functional-
ity of the proteins of the repressilator,17,27,28 we hypothesized
that the loss of robustness with increasing temperature was
associated with the temperature-dependent functionality of one
component protein, CI. We tested this indirectly, by studying
how temperature affects the CI–Cro switch. In particular, we
conducted in vivo measurements, one event at a time, of the
kinetics of production of an MS2-GFP tagged RNA that probed
the transcription kinetics of the RNA coding for CI. From these,
we observed that, when increasing temperature beyond 30 1C,
the dynamics of production of the tagged RNA changed from
sub-Poissonian to super-Poissonian, which suggests that the
production of the tagged RNA became subject to repression.

Recent studies in E. coli suggest that, provided no repression,
RNA production is a sub-Poissonian process, within the range of
temperature tested here.13,24,25,31 To be super-Poissonian, the
promoter ought to have intervals of inactivity21,34 (e.g. due to
repressors) or due to another, similar mechanism. In the case of
the CI–Cro switch, the occurrence of periods of inactivity of PRM
is expected if CI loses functionality, allowing Cro to be
expressed.32,33 Thus, these results suggest that CI loses function-
ality with increasing temperature.

The repressilator and the CI–Cro switch only share CI in
common, while the other component proteins differ. Relevantly,
the interactions between all these other proteins and their
respective DNA binding sites are not temperature-dependent in
the range studied.27–29 Given this and all of the above, it is
therefore reasonable to conclude that, in both circuits, the

behavioural changes with temperature observed are primarily
due to the temperature-dependence of CI’s activity.18,19

Further, we hypothesize that it is possible to modify the
repressilator so as to make it more robust to a wider range of
temperatures. For that, the CI–DNA interaction should be
replaced by a less temperature-dependent repression mechanism.
This modification is not expected to compromise the sensitivity
(which likely depends more heavily on the temperature-dependent
cell division rate, among others).

It is worthwhile discussing the different effects of tempera-
ture on robustness and functionality. Namely, while function-
ality is maximized at 30 1C, robustness was only compromised
at higher-than-optimal temperatures. In the latter regime, the
two decreases are likely related. As robustness decreases, we
expect a higher chance for repressilators to not function during
the measurements. However, at lower-than-optimal tempera-
tures, the loss in functionality is likely caused by other reasons,
as the robustness was not compromised. Future research is
needed to identify such causes.

Finally, the results presented here demonstrate that the
behavioural changes in genetic circuits upon changing conditions
depend not only on the topology of the circuit, but also on how
each of its components responds to the environmental changes.
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Single-cell kinetics of a repressilator when
implemented in a single-copy plasmid†

Samuel M. D. Oliveira,‡a Jerome G. Chandraseelan,‡a Antti Häkkinen,a

Nadia S. M. Goncalves,a Olli Yli-Harja,b Sofia Startcevaa and Andre S. Ribeiro*a

Synthetic genetic clocks, such as the Elowitz–Leibler repressilator, will be key regulatory components of

future synthetic circuits. We constructed a single-copy repressilator (SCR) by implementing the original

repressilator circuit on a single-copy F-plasmid. After verifying its functionality, we studied its behaviour

as a function of temperature and compared it with that of the original low-copy-number repressilator

(LCR). Namely, we compared the period of oscillations, functionality (the fraction of cells exhibiting

oscillations) and robustness to internal fluctuations (the fraction of expected oscillations that would

occur). We found that, under optimal temperature conditions, the dynamics of the two systems differs

significantly, although qualitatively they respond similarly to temperature changes. Exception to this is in

the functionality, in which the SCR is higher at lower temperatures but lower at higher temperatures.

Next, by adding IPTG to the medium at low and high concentrations during microscopy sessions, we

showed that the functionality of the SCR is more robust to external perturbations, which indicates that

the oscillatory behaviour of the LCR can be disrupted by affecting only a few of the copies in a cell. We

conclude that the SCR, the first functional, synthetic, single-copy, ring-type genetic clock, is more

robust to lower temperatures and to external perturbations than the original LCR. The SCR will be of use

in future synthetic circuits, since it complements the array of tasks that the LCR can perform.

Introduction

Efforts in synthetic biology dedicated to the engineering of
artificial genetic circuits have focused on constructing func-
tional switches (for decision making), clocks (for time keeping),
and noise and frequency filters,1 as these modules are likely
candidate regulatory components of the activity of future, more
complex synthetic circuits.

One of the first reported functional synthetic circuits is the
‘repressilator’,2 a ring-oscillator with three genes, each expres-
sing a protein that represses the next gene in the loop. From the
study of the signal from GFP reporters in cells at 30 1C, it was
shown that it oscillates (stochastically) at a slower rhythm than
the cell cycle. Interestingly, for unknown reasons, only approxi-
mately 40% of the cells exhibit oscillations, i.e. are ‘functional’.
Further, even though the circuits’ behaviour is uncoupled from
the cell cycle in the previous phase,2 these functional cells

become non-functional in the stationary phase, suggesting that
this synthetic network is not fully uncoupled from the regulatory
mechanisms of cell growth. Finally, the oscillatory behaviour can
be halted by external signals. E.g.most cells lose the functionality
following the addition of 50 mM of isopropyl b-D-1-thio-
galactopyranoside (IPTG) to the medium.2

A subsequent study3 analysed the behaviour of the repressi-
lator at temperatures below and above the optimal (from 28 1C
to 37 1C, with 30 1C being considered as optimal), focusing on
the period of oscillations, the functionality (the fraction of cells
exhibiting oscillations) and the robustness (the fraction of
expected oscillations that would occur) of the signal from the
cells. Both the functionality (maximum at 30 1C) and the period
length were found to be temperature-dependent. The minimum
period length was observed at 30 1C. While the reason for longer
periods at lower-than-optimal temperatures is likely the slower
rate of most chemical processes, at temperatures beyond optimal,
longer periods emerge due to the loss of functionality of one of
the component proteins of the repressilator, CI.3

Originally, the repressilator was implemented on a low-copy
plasmid (pZS1-lTlrLLtCL). Because of this (as the origin of
replication is pSC101), each cell has, on average, 3–4 copies
of the repressilator,4 which are functionally coupled in that the
proteins coded by a gene in one of the copies can act as
repressors of the next gene in the loop in all other copies of
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the plasmid in the cell. This coupling, according to simulations
of stochastic models, is expected to reduce the fluctuations in
period lengths that arise from the stochasticity in gene expres-
sion and in RNA and protein degradation.5,6 So far, it is
unknown whether the repressilator would function if imple-
mented on a single-copy plasmid.

If functional, a single-copy repressilator (SCR) ought to be of
use to ongoing efforts in synthetic biology. For example, by
comparing its behaviour with that of the original LCR, we may
obtain a better understanding of how the copy number variation
in bacteria can lead to changes in bacterial growth rates7,8 and
phenotypic innovation,9 among others. In the case of the repres-
silator, it is expected that the copy-number will affect the
dynamics severely enough to allow the system to change from
a single steady state to sustained oscillations.10

As these and other expectations are, so far, solely based on
theoretical models,7,10–13 we have implemented the Elowitz–
Leibler repressilator2 on a single-copy F-plasmid (pBAC2) in
order to conduct an empirical analysis of the behavioural
changes due to copy-number differences. This plasmid is well-
known for its high hereditary, i.e. copy-number and stability.14,15

For most of the cell cycle there is only one copy of the plasmid in
the cell, which is replicated once, prior to cell division.

After verifying the functionality of our SCR, we compared its
dynamics with the original LCR at optimal temperatures. Next,
we compared their responses to changing temperatures.
Finally, we studied their robustness to external perturbations.

The results provide new insights into the effects of coupling
on genetic circuits in general, and clocks in particular. Under-
standing the functioning of natural, as well as synthetic clocks,
such as the repressilator, will assist in the understanding of
how cells regulate the timing of several processes16 and con-
tribute to ongoing efforts in synthetic biology to produce circuits
useful in assisting medicine and biotechnology, particularly
given the important role that synthetic clocks are expected to
play as sensors and regulators in future synthetic circuits.

Methods
Design, validation, and functioning of single-
copy repressilators

The repressilator consists of a three-gene network in a loop
formation, with each gene repressing the next gene in the loop2

(Fig. 1, top). Such a network is expected to exhibit periodic
oscillations in the protein levels of the component genes (Fig. 1,
bottom). To observe them, a GFP reporter is used, which is
regulated by one of the proteins of the circuit.2

To build the SCR, we transferred the sequence coding for the
repressilator from the original low-copy plasmid into a single-
copy F-plasmid (pBAC2-lTlrLLtCL). The original GFP reporter
system2 was left unchanged. The construction history of the
SCR is shown in Fig. S1 (ESI†). Images of the gels of the SCR
plasmid and PCR are shown in Fig. S4 and S5 (ESI†), respec-
tively. To further confirm the proper construction of the SCR

plasmid we performed sequencing and qPCR (Fig. S6 and ESI,†
respectively).

Finally, we conducted live cell microscopy to determine
whether cells with the SCR exhibited a fluorescent signal whose
intensity oscillates (for example Fig. 2 and Fig. S7, ESI†), similar
to the original LCR. The observations confirmed the existence
of oscillations.

Strains, genetic circuit assembly, and growth conditions

Cells of E. coli host strain lac� MC 4100, containing the low-copy
repressilator (pZS1-lTlrLLtCL) and the reporter (pZE21-GFPaav)

Fig. 1 Top: graphical representation of the 3-gene network (repressilator)
along with the GFP reporter. Bottom: an example output from a stochastic
model of the repressilator.11 The black curve represents the output of the
reporter while the grey curves represent the actual protein numbers of the
three genes of the repressilator. The signals of the GFP reporter and l CI
are nearly superimposed, as expected.

Fig. 2 Top: example images of a cell exhibiting oscillatory fluorescence
levels. 5 frames are shown along with the time stamps in minutes. Images
taken at 37 1C. Bottom: the mean fluorescence intensity level (in arbitrary
units) over time of the cell shown above. The dashed lines indicate points
at which the above frames were captured.
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plasmids, were generously provided by M. Elowitz (Princeton
University, NJ, USA).2 In cells of the same strain, MC4100,
containing only the reporter system (also generously provided
by M. Elowitz), controlled by the tetracycline repressor (TetR) and
the promoter PL tetO1,2 we inserted the engineered single-copy
F-plasmid containing the repressilator system (pBAC2-lTlrLLtCL)
from pZS1-lTlrLLtCL (Fig. S1, ESI†).

The low-copy (LCR) and single-copy repressilator (SCR)
strains were grown in agar lysogeny broth (LB) medium from
glycerol stock (kept at �80 1C) for 12 hours until single colonies
could be detected. Single colonies selected from the LB plates
were transferred to LB-agar plates for 8 hours of fast growth.
A single colony was then inoculated into a minimal medium
for 10 hours at 28 1C, 30 1C, 33 1C or 37 1C with shaking at
250 rpm (6 rcf), to an optical density (OD) E 0.1 at 600 nm.
Next, cells were centrifuged at 8000 rpm (6093 rcf) for 1 minute
and diluted into fresh minimal medium. In all steps, besides
image acquisition, LCR cells’ preparation contained 35 mg ml�1

of kanamycin and 20 mg ml�1 of ampicillin, while SCR cells’
preparation contained 35 mg ml�1 of kanamycin and 35 mg ml�1

of chloramphenicol (all antibiotics from Sigma Aldrich, USA).
For imaging, a few ml of the culture were placed between a
cover-slip and a 2.5% low melting agarose gel pad of minimal
medium with 1 mm thickness.

As mentioned above, the LCR and SCR differ in their
antibiotic markers, as the SCR uses chloramphenicol instead
of ampicillin. However, as we do not use either of antibiotics
during the microscopy measurements and given the identical
growth rates of the two strains during those measurements
(see below), this difference is not expected to affect their dynamics.

Cell culturing optimization

To avoid plasmid instability17–19 and to optimize culturing
protocols2,3 we proceeded as follows: (i) as in the original
protocol,2,3 cells were taken from a stock (at �80 1C) and
streaked onto an LB agar medium with appropriate antibiotics
for 14–16 hours; (ii) at this stage, we added to the original
protocol an extra step of 8 hours of cell growth from single
colonies in LB agar medium;2,3 (iii) next, as in the original
protocol, a few colonies from the second plate were inoculated
in M63 liquid minimal medium with antibiotics for 10 hours.
Finally, we placed cells at 28 1C, 30 1C, 33 1C, or 37 1C for
8 hours, after which we measured the optical density (OD). After
these 8 hours of culturing OD600 E 0.1–0.2 was reached under
all conditions, as reported in ref. 3 No differences in behaviour
were found between cells with the LCR and with the SCR during
this procedure.

Microscopy

During time lapse microscopy, cells were kept at a stable
temperature in a thermal chamber (Bioptechs, FCS2, PA, USA).
Images of both LCR and SCR cells were obtained every 15 minutes
for 10 hours using a Nikon Eclipse (Ti-E, Nikon, Japan) inverted
microscope equipped with a C2+ confocal laser-scanning system
and a 100� Apo TIRF (1.49 NA, oil) objective. Images were taken
from multiple locations at each moment. GFP fluorescence was

excited using a 488 nm argon ion laser (Melles-Griot) and
measured using a 515/30 nm emission filter. The pixel dwell time
was set to 2.4 ms, so that the total image acquisition time per
location was E2.5 s. The laser shutter was open only during
exposure to minimize photo-bleaching. We used NIS-Elements
software (Nikon) for image acquisition.

Data and image analysis

For image and data analysis, we used custom software written
in MATLAB 2011b (MathWorks). Cells with either the LCR or
the SCR were manually segmented in the images.3 Next, the
segments were automatically tracked based on the overlapping
areas of the segments in consecutive frames, and the total
fluorescence intensity was extracted and used to calculate the
mean pixel intensity of the cell at each moment.3

We used the following criterion to determine the function-
ality of the repressilator:2,3 for cells presenting the fluorescence
signal from start to end, a discrete Fourier transform was
applied and divided by the transform of a decaying exponential
of the measured lifetime of the fluorescent protein used
(GFPaav), with a time constant of 90 min.2 From these, cells
with power spectra with peaks 3 times higher than the back-
ground, at frequencies of 0.2–0.5 per hour, were classified as
oscillatory. As discussed in ref. 3, the bandwidth was larger
than that reported in ref. 2 to detect failed oscillations, which
create apparent periods close to the double mean and standard
deviation.3

The same method as reported in ref. 3 was used to estimate
the period of oscillations for each cell. It consists of subtracting
the detected trend from a raw signal, followed by scaling the
residual to unit power and computing an autocorrelation
function. Afterwards, periods were estimated by locating the
first and third zeros of the autocorrelation function, and com-
puting their distance.

Robustness of the oscillations to internal fluctuations

It is known that some cells fail to report an oscillation at times,
particularly at temperatures higher than 30 1C.3 This occurs
either because no oscillation occurred or because the reporter
failed to report it. Typically, such ‘halted’ signals resume in
the next cycle. Regardless of the cause, these events are
evidence for the lack of robustness to internal fluctuations of
the repressilator–reporter system. To quantify this phenom-
enon and assess its temperature dependence in each system,
we defined robustness to internal fluctuations as the fraction of
expected oscillations that do occur according to the reporter
(i.e. the ratio between true and apparent cycles). To find the
fraction of ‘apparent’ and ‘true’ cycles in functional cells under
each condition, distributions of period lengths were analysed
(Fig. S2 and S3, ESI†).

As reported in ref. 3, these distributions were fitted to either
a single Gaussian or to a mixture of two Gaussians. In the
distributions where bimodality was observed, the ‘apparent’
and ‘true’ periods were extracted from the fitting of a 2-Gaussian
model such that the mean and the variance of the second period
were twice that of the first (found using an iterative expectation
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maximization algorithm).20 The appropriate model was selected
by a likelihood ratio test with a significance level of 0.01 between
the two models. That is, we only select the 2-Gaussian model if
the p-value of this test is smaller than 0.01. This methodology
was used here solely to quantify the robustness of the repressi-
lator–reporter system to internal fluctuations.

External perturbation of the activity of the repressilator

In one experiment, we assessed the robustness of the SCR and
LCR to external perturbations by introducing a certain concen-
tration of IPTG into the medium, 180 minutes after starting the
microscopy measurements (to allow at least one cycle of
oscillation). IPTG induces the PL lacO1 promoter and, as such,
it should disrupt the functioning of the repressilator. We
performed three such experiments. First, we perturbed cells
with the SCR and cells with the LCR by adding 50 mM of IPTG to
the medium at 30 1C, to compare the robustness of these two
circuits to external perturbations. Next, we perturbed cells with
the SCR by adding 1 mM of IPTG to the medium, so as to
compare the effects of ‘weak’ (50 mM) and ‘strong’ (1 mM)
perturbations on the SCR dynamics. In all tests, pre-warmed
fresh M63 medium containing IPTG at the desired concen-
tration was added to the medium using a peristaltic pump at
the rate of 0.3 ml min�1. Images were taken every 15 minutes
for 6 hours (3 hours prior to perturbation and 3 hours after the
perturbation).

Results
Effects of the plasmid copy number under optimal conditions

We imaged cells with the SCR and LCR at 30 1C, the tempera-
ture at which the LCR exhibits shorter period and higher
functionality and robustness,3 due to, among others, the tem-
perature dependence of CI3,21–23 (see results in Table 1). It is
noted that in both cases, cells grow at a relatively slow rate
under the microscope (division time of B60 min). Thus, it is
reasonable to assume that, in the case of SCR cells, most of the
time only one copy of the repressilator is present in the cells.
Nevertheless, in all cases, the SCR cells contain significantly
fewer copies of repressilators than the LCR cells (see below).

From these data, we assessed if the dynamics of the LCR and
SCR differed significantly by performing a Kolmogorov–Smir-
nov (K–S) test of statistical significance to determine whether
the two sets of time lengths of oscillations could be obtained
from equal distributions. We obtained a p-value of 0.006, from

which we concluded that the dynamics of the circuits differs
statistically (typically, the null hypothesis is rejected at a
significance level of 0.01). From this difference, and since the
repressilator circuits in the SCR and LCR implementation do
not differ, it is possible to conclude that more than one copy of
the 3–4 copies4 of the LCR present in each cell is active.

Interestingly, this difference in the period distributions
(particularly the higher variance) is not reflected in the robust-
ness of the oscillations of the SCR, which does not differ from
the robustness of the LCR. Also, the SCR exhibits higher
functionality at 30 1C than the LCR (similar values to those
previously reported in ref. 2). Finally, the period of the SCR is
longer and noisier (higher CV2).

Dynamics at different temperatures

Next, we measured the behaviour of the LCR and of the SCR at
28 1C, 30 1C, 33 1C, and 37 1C (Table 2). We also conducted
measurements at lower and higher temperatures than these,
but the number of functional repressilators was negligible. We
limited the measurement period to 10 h, as cells tend to enter
the stationary phase at this stage, halting the repressilator.2,3

From the images, for each condition, we extracted the
fraction of functional cells (F), the number of cells exhibiting
the oscillatory fluorescent signal, the robustness (R) of the
oscillations in ‘functional’ cells, and the mean and standard
deviation of the period (m and s). The results are shown in
Table 2.

In Table 3, we show the results from K–S tests of statistical
significance to determine whether the distributions of periods
from the LCR and the SCR could be obtained from equal
distributions, at each temperature. This table indicates that
the two circuits exhibit different dynamics at all temperatures.
Nevertheless, Table 2 indicates that both circuits respond
similarly (but not identically) to temperature changes, in the
range tested. Specifically, one similarity is that in both circuits

Table 1 Kinetics of the LCR and the SCR at 30 1C. The table shows the
fraction of functional cells (F), the number of cells exhibiting oscillations,
the fraction of robust oscillations in functional cells (R), the mean (m) and
standard deviation (s) of the period, and the squared coefficient of variation
(CV2) of the period in functional cells

Copy no. F (%)
No. of
oscillating cells R (%) m (min) s (min) CV2

LCR 42 37 100 251 89 0.126
SCR 48 59 100 313 122 0.152

Table 2 Kinetics of the LCR and the SCR at various temperatures. The
temperature (T), the fraction of functional cells (F), the number of cells
exhibiting oscillations, the fraction of robust oscillations (R), the mean (m)
and standard deviation (s) of the period are shown

Copy no. T (1C) F (%)
No. of
oscillating cells R (%) m (min) s (min)

LCR 28 30 41 100 393 40
LCR 30 42 37 100 251 89
LCR 33 35 38 43 275 100
LCR 37 30 38 34 291 111
SCR 28 32 46 100 342 124
SCR 30 48 59 100 313 122
SCR 33 24 84 39 364 161
SCR 37 21 49 31 404 145

Table 3 p-values of the K–S test between distributions of periods from
different copy number plasmids. For p-values o 0.01, the null hypothesis
that the two distributions are equal is rejected

T (1C) 28 30 33 37
p-value 5.02 � 10�4 0.006 0.36 � 10�4 7.04 � 10�7
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the mean period is minimized at 30 1C. Another is that the
robustness of both circuits is hampered at temperatures
beyond 30 1C, due to the loss of effectiveness of CI as a
repressor.21–23 Finally, in both systems, the functionality is
maximized at 30 1C.

On the other hand, as indicated in Table 2, one main
difference in how the two circuits respond to temperature
changes is that the functionality of the SCR has a steeper
decrease with increasing temperature. This causes the SCR’s
functionality to be lowered at higher temperatures (33 1C and
37 1C). The other significant difference is in how the oscilla-
tions change with temperature. While in the LCR the steepest
change in the mean period length occurs when raising the
temperature from 28 1C to 30 1C (decrease of 142 min), in the
SCR it occurs when raising the temperature from 30 1C to 33 1C
(increase by 51 min). We verified this by K–S tests of statistical
significance to determine whether the sets of oscillation
lengths at different temperatures could be obtained from equal
distributions, for both the LCR and the SCR (Table 4). From
these, one observes a p-value smaller than 0.01 in the LCR only
when comparing data from 28 1C and 30 1C, while in the SCR
such observation only occurs when comparing data from 30 1C
and 33 1C, in agreement with the observed changes in the
oscillations’ mean time length with temperature.

Perturbing the functioning by IPTG induction

One important property of genetic clocks is their robustness
and/or responsiveness to external perturbations. In natural
systems, depending on the tasks that they are involved in, it
is expected that the genetic clocks have evolved specific robust-
ness and/or responsiveness to perturbations. E.g., some clocks
likely evolved robustness to weak, spurious perturbations but
responsiveness to strong perturbations (such as due to an
environmental shift). For similar reasons, these properties are
also important in the case of synthetic circuits, as they will
define their applicability.

We compared the robustness of the LCR and the SCR to a
‘weak’ perturbation, by addition of a small amount of IPTG to
the medium. Also, we compared the robustness of the SCR to a
‘weak’ and to a ‘strong’ perturbation. For this, after starting
measurements as before, we introduced IPTG into the medium
at the end of the third hour of the measurements, as this is
approximately the time length of one oscillation (see the
Methods section). The expected effect of this permanent per-
turbation is the continuous induction of the PL lacO1 promoter
(i.e. up-regulation of TetR) in the repressilator. Consequently,
PL tetO1 ought to become permanently repressed. Since this
promoter also drives the reporter, the reporter signal should

become negligible, following the perturbation, if the perturba-
tion succeeds in disrupting the oscillations.

First, we compared the effects of perturbation (50 mM of
IPTG) on the dynamics of the LCR with of the SCR. For that, we
assessed the functionality (see the Methods section) in the first
3 hours prior to perturbation and in the subsequent 3 hours
after the perturbation. We found that the functionality of cells with
the LCR equalled 93.3% in the first 3 hours, and 1.64% in the
subsequent 3 hours (61 cells imaged) (i.e. 98% of the cells were
perturbed). Meanwhile, the functionality of cells containing the
SCR equalled 100.0% in the first 3 hours, and 8.96% in the
subsequent 3 hours (145 cells imaged) (i.e. 91% of the cells were
perturbed). Thus, surprisingly, we conclude that the LCR is less
robust to this perturbation than the SCR. As a side note, the reason
why the functionality values are much higher than those shown in
Table 2 is the shorter duration of the present measurements and
the criteria of the functionality (see the Methods section).

Next, we compared the effects of a ‘strong’ versus a ‘weak’
perturbation in cells containing the SCR (by adding 1 mM or
50 mM of IPTG to the medium, respectively), at the end of the
third hour of themeasurements (112 cells imaged). Wemeasured
a functionality of 100.0% in the first 3 hours as before, but only
0.89% in the later 3 hours (99.1% of the cells were perturbed).
We conclude that, as predicted in simulations of models of this
and similar circuits,6,11 the robustness of the SCR’s functionality
to external perturbations decreases with the strength of the
perturbation, in this case defined by the concentration of IPTG
in the medium.

Assessing the robustness to perturbations

Given that the LCR and the SCR exhibit different dynamics at
any of the temperatures tested, we concluded that more than
one repressilator circuit is active in cells with the LCR. Also, it is
reasonable to assume that, following the introduction of IPTG
into themedia with LCR cells, in each cell, it is always equally or
more likely that at least one circuit is affected by IPTG than all
of its circuits. Finally, it is reasonable to assume that for the
same perturbation, it is more likely that at least one circuit is
perturbed in cells with the LCR than in cells with the SCR, due
to the larger number of circuits.

Given the above and the observation that cells with the LCR
exhibit weaker robustness to the external perturbations than
cells with the SCR, it is possible to conclude that, in cells with
the LCR, not all copies of the repressilator need to be perturbed
in order to disrupt the periodic signal. This is expected, given
that all circuits of the LCR are necessarily dynamically coupled
in a cell (as demonstrated by the existence of a periodic signal
prior to perturbation), since they produce and are affected by
identical proteins, which are equally available to interact with
any of the circuits.

To exemplify this, we implemented stochastic models of the
SCR and the LCR (based on a model proposed by Zhu et al.11).
The methods are described in the ESI.† We simulated the two
models for each of the 1000 instances (cells) and extracted
the functionality of each cell prior to and after perturbation. In
the model with three repressilator copies the functionality is

Table 4 p-values of the Kolmogorov–Smirnov test between distributions
of the LCR and SCR periods from different temperatures. For p-values o
0.01, the null hypothesis that the two distributions are equal is rejected

Copy no. 28 1C vs. 30 1C 30 1C vs. 33 1C 33 1C vs. 37 1C

LCR 3.09 � 10�14 0.13 0.33
SCR 0.44 6.70 � 10�5 0.30
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reduced from 81.7% to 1.09% as a result of the perturbation,
while in the model of the SCR the corresponding numbers are
96.3% and 9.60%. The functionalities do not differ significantly
from the measurements in either case ( p-values larger than 0.01),
as determined by a set of Fisher’s exact tests. Meanwhile, the LCR
and SCRmodels differ significantly ( p-values are 5.2 � 10�27 and
6.5 � 10�19 for before and after perturbation, respectively).

Conclusions and discussion

We inserted the genetic repressilator of Elowitz and Leibler2

into a single-copy F-plasmid to obtain, to our knowledge, the
first functional, synthetic, single-copy, ring-type genetic clock.

The SCR was found to exhibit stronger fluctuations
(the lower copy number is expected to decrease the rhythmicity
of the coupled system24) and longer mean periods and, as such,
to differ in dynamics from the LCR. Regardless, the signal of
the SCR is stable enough so as to maintain its main feature,
periodicity. Interestingly, this difference in dynamics is a
demonstration that the stability of the signal of the original
LCR relies, to some extent, on the existence of more than one
functional copy of the repressilator in each cell. In addition,
as these multiple copies exhibit a periodic signal, one can
conclude that they are dynamically coupled (as expected, given
the indistinguishability between the proteins they produce and
are regulated by).

On the other hand, the response of the two systems to
temperature changes is similar. In both circuits, the mean period
is minimized and the functionality is maximized at 30 1C. Also,
both systems lose robustness at temperatures above 30 1C. These
behaviours have been explained in a previous study.3

There are only two differences in their response to tempera-
ture changes. First, the functionality appears to have a more
rapid decrease with increasing temperature in the SCR. Second,
the most temperature-sensitive regions of the two systems
differ (between 28 1C vs. 30 1C in the LCR and between 30 1C
vs. 33 1C in the SCR). At present, we do not have sufficient
information to further investigate the causes of these two
differences between the SCR and the LCR, particularly since it
is presently unknown which underlying parameters regulate
the functionality. Our study suggests that the number of func-
tional circuits in a cell is likely one of these parameters.

Finally, we studied the effects of external perturbations on
the robustness of the repressilator as a function of the copy
numbers and the perturbation strength. First, we observed that
the LCR is less robust to a constant perturbation (50 mM of
IPTG in the medium) than the SCR, which shows that not all
copies of a repressilator in a cell have to be perturbed in order
to disrupt the periodic signal. This result was exemplified using
a model, which assumed perfect coupling within a cell and
no differences in the promoter strength of the two circuits.
Consequently, we find it reasonable to hypothesize that the
measured differences between the dynamics of the LCR and the
SCR are solely due to the differences in copy-numbers.

From the perturbation studies, we also observed that the
SCR is sensitive to the strength of the perturbation, which is
particularly relevant in that it increases the number of possible
future applications for this circuit.

Overall, we find that the differences in robustness to external
perturbations as well as the differences in the dynamics of the
two circuits reported here justify the need for a version of the
synthetic repressilator implemented on a single-copy plasmid. In
particular, its higher robustness to external perturbations and
higher functionality at lower temperatures allow the SCR to be
more useful than the LCR under certain conditions (i.e. by being
a more robust clock). This is important for future efforts of
synthetic biology aiming to engineer artificial genetic circuits
whose proper functioning requires robust time tracking.

Finally, our study also provides much needed empirical
data for developing more accurate models of coupled genetic
circuits which, so far, have relied on arbitrary parameter values
(see e.g. ref. 5, 6, 25 and 26). In this regard, the observed
fluctuations in the length of the oscillations strongly supports
the need to use detailed stochastic modelling strategies27,28 to
accurately mimic the behaviour of the circuits.
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S1 Appendix: Extended Materials and Methods

Cells, Plasmids, Media, and Chemicals

The strain E. coli DH5α-PRO (identical to DH5α-Z1) [1], generously provided
by I. Golding (Baylor College of Medicine, Houston, TX), was used to ex-
press the target and reporter plasmids. The strain genotype is deoR, endA1,
gyrA96, hsdR17(rK- mK+), recA1, relA1, supE44, thi-1, Δ(lacZYA-argF)U169,
Φ80δlacZΔM15, F-, λ-, PN25/tetR, PlacIq/lacI, SpR. Importantly, this strain
contains two constitutively overexpressed genes, lacI and tetR, under the control
of PlacIq and PN25 promoters, respectively, ensuring stable tight transcription
regulation [1].

Two bacterial systems were used. The first is the mentioned strain contain-
ing: i) a medium-copy vector PROTET-K133 with the reporter gene PLtetO-1-
MS2d-GFP, which produces the dimeric fusion protein MS2d-GFP; and ii) a
single-copy F-plasmid pIG-BAC, carrying the target gene Plac/ara-1-mRFP1-
MS2-96bs with a coding region for a monomeric red fluorescent protein (mRFP)
followed by an array of 96 MS2 binding sites [2]. The second is a modified ver-
sion of the original strain with the following differences: i) the low-copy vector
pZS12 carries the reporter gene PLlacO-1-MS2-GFP; and ii) the single-copy F-
plasmid vector pIG-BAC carries the target gene PtetA-mRFP1-MS2-96bs [3].
The activity of the promoters PLtetO-1 and PtetA is regulated by the repressor
tetracycline (TetR) and the inducer anhydrotetracycline (aTc). Meanwhile, the
activity of the promoter PLlacO-1 is regulated by the LacI repressor and the
inducer IPTG, and the activity of the promoter Plac/ara-1 is regulated by both
LacI and AraC repressors and the inducers IPTG and L-arabinose.

All strains were grown in Lysogeny Broth (LB) medium, supplemented with
the appropriate antibiotics (35 �g/mL kanamycin and 34 �g/mL chlorampheni-
col for the first strain, and 100 �g/mL ampicillin and 34 �g/mL chloramphenicol

1



for the second strain). Antibiotics were from Sigma-Aldrich (USA). The com-
position of LB was: 10 g/L of tryptone (Sigma Aldrich, USA), 5 g/L of yeast
extract (LabM, UK) and 10 g/L of NaCl (LabM, UK).

Finally, in order to obtain a set of medium conditions where differences
between intracellular RNAP concentrations are maximized while differences
in growth rates are minimized, we followed the procedure established in [4].
Namely, we carried out measurements in modified LB medium that have lower
tryptone and yeast extract concentrations (by 0.25 or 0.5 fold), which reduces
intracellular RNAP concentrations accordingly [4].

Induction of Target and Reporter Genes

Cell cultures were diluted in LB from overnight cultures to OD600 of 0.05, and
kept at 37 �C at 250 RPM in a shaker until reaching mid-logarithmic phase
with an OD600 of 0.3. After that, cells containing the promoters Plac/ara-1

and PLtetO-1 were induced with 0.1% L-arabinose and 1 mM IPTG for target
activation, and 100 ng/mL aTc for reporter activation. Cells containing the
target promoter PtetA and the reporter promoter PLlacO-1 were induced with
15 ng/mL aTc for target activation and 1 mM IPTG for reporter activation.
In both cases, for the cells to produce sufficient MS2-GFP for the detection of
target RNAs, the reporter and target genes were induced 50 minutes prior to
the measurements, while keeping cells shaking at 250 RPM in the incubator
at the appropriate temperature (24, 27, 30, 33, 35, 37, 39, or 41 �C). In the
case of Plac/ara-1, the induction was complemented by adding 1 mM IPTG 10
minutes prior to microscopy. In the end, cells were collected by centrifugation
at 8000×g for 1 minute, and diluted in fresh LB medium. For this, 5 �L of
cells were added to an agarose pad (Sigma Life Science, USA), and placed into
a temperature chamber (Bioptechs, FCS2) at the appropriate temperature for
image acquisition.

Microscopy

The imaging was performed using a Nikon Eclipse (Ti-E, Nikon) inverted mi-
croscope, equipped with a 100× Apo TIRF (1.49 NA, oil) objective and a C2+
(Nikon) confocal laser-scanning system. Images were captured with the aid of a
motorized stage. To visualize fluorescent-tagged RNA spots, we used a 488 nm
laser (Melles-Griot) and an emission filter (HQ514/30, Nikon). Time-lapse fluo-
rescence images were taken once per minute for 120 or 60 minutes. The software
used for image acquisition was NIS-Elements (Nikon), and the images were an-
alyzed using a custom software, described below.

Image Analysis

The fluorescence microscopy images were processed as follows. First, consec-
utive images in the time series were aligned such that the cross-correlation of
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fluorescence intensities is maximized. Next, a region occupied by each cell dur-
ing the time series is manually annotated. After this, the locations, dimensions,
and orientation of each cell in each frame are found by principal component
analysis and the assumption that the fluorescence inside the cells is uniform [5].
Cell lineages were constructed using CellAging, which associates segments in
consecutive frames based on their overlapping areas [6].

Next, the intensity of each cell is fit with a surface, which is a quadratic
polynomial of the distance from the cell border, in least-deviations sense [7].
This surface is taken to represent the cellular background intensity resulting
from the abundant, unbound MS2-GFPs, and is subtracted to obtain the fore-
ground intensity. The foreground intensity is fit with a set of Gaussian surfaces,
in least-deviations sense, with decreasing heights until the heights are in the
99% confidence interval of the background noise (estimated assuming a normal
distribution and using median absolute deviation) [7]. The Gaussians are taken
to represent fluorescent RNA spots, the volume under each representing the
total spot intensity.

Since the lifetime of a MS2-GFP-tagged RNA is much longer than the cell
division time [8, 3], the cellular foreground intensity is expected to be an increas-
ing curve, with a jump corresponding to an appearance of a new tagged RNA.
The jump positions are estimated using a specialized curve fitting algorithm [9].
Any observed interval between two consecutive RNA productions is recorded
for further analysis as-is, while the interval occurring after the last observed
production is rendered right censored [10]. These right censored data improve
the accuracy and avoid underestimating the transcription duration [10], as the
exactly observed intervals tend to lack more longer intervals than shorter ones.

Modeling Transcription Initiation and Transcription Inter-
vals

We assume the model of transcription initiation specified in Eq (1) of the main
manuscript. This model is a submodel of the more general model proposed in
[10], which in turn combines the models of [11] and [12]. The reactions are:

Poff

kon−−⇀↽−−
koff

Pon
k1−→ I1

k2−→ I2
k3−→ Pon + E (1)

where Poff, Pon, I1, and I2 represent the different states of the promoter, and
E represents a produced elongation complex (can be taken to approximate
produced RNAs). The mechanistic details are further discussed in the main
manuscript. We expect the dynamics of the above reactions to follow the
stochastic chemical kinetics [13, 14].

While the phenotypic distribution of a cell population with respect to a par-
ticular gene is characterized by the RNA and protein numbers, the contribution
of transcription is best characterized by the distribution of produced transcripts
in a given period of time, as the former is affected by the latter along with other
processes such as degradation and dilution (due to cell division) of the tran-
scripts.
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Meanwhile, the distribution of the number of produced transcripts is inti-
mately related to the distribution of consecutive transcription intervals:

FE(t)(k) = P[E(t) ≤ k ] = P

[
k+1∑
i=1

τi > t

]
= 1−

(
fτ

∗ k ∗ Fτ

)
(t) (2)

where FE(t) is the cumulative density of E(t), fτ and Fτ are the probability
density function and cumulative density of the intervals between the produc-
tion of consecutive transcripts τi (assumed to be independent and identically
distributed), f ∗g is the convolution of f and g, and f ∗ k is the k:th convolution
power of f .

For exponential τ ∼ E(λ) with rate λ, the produced RNA numbers are
Poisson distributed E(t) ∼ P(λ t), in which case it is said that the RNAs are
produced according to a Poisson process, or more concisely, that the transcrip-
tion is Poissonian. Regardless of the interval distribution, the two moments of
the two distributions are related in the long-term limit [15]:

lim
t→∞

E[E(t)]

t
= E[τ ]

−1

lim
t→∞

Var[E(t)]

t
= Var[τ ] E[τ ]

−3
(3)

that is, the mean number of RNA produced per unit time equals the inverse
of the transcription interval mean, while the Fano factor of the produced RNA
numbers equals the squared coefficient (variance over squared mean) of varia-
tion of the transcription intervals. Conveniently, the latter equals always unity
for Poissonian process. The long-term limit assumption is necessary such that
short-term memory effects (which are present for a non-Poissonian transcription
process) of the transcription process vanish.

Note that the long-term limit assumption is only necessary to link the mo-
ments of the transcription interval distribution to that of the RNA numbers as
specified above, and not in determining the appropriate transcription process
from the measurement data–the link in Eq (2) holds for any t.

The transcription intervals of the model of Eq (1) are conveniently written
using the following functional equation:

fτ =

( ∞∑
k=0

k1
koff + k1

(
koff

koff + k1

)k

fkoff+k1

∗ k+1 fkon

∗ k

)
∗ fk2 ∗ fk3 (4)

where fk(t) = k exp(−k t) is the probability density function of the waiting
time of a reaction with rate k. The parenthesized expression arises from the
random number of visits to Poff prior to transitioning to I1, and the latter two
terms from the remaining reactions. The expression for fτ can be simplified
by manipulating it in the Laplace space (X �→ E

[
etX

]
) [10]. The result can be
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written as:

fτ (t) =
n∑

j=1

kon − pj
kon

(
n∏

i=1

pi
pi − pj

)
pj exp(−pj t)

where p1, p2 =
koff + k1 + kon

2
±

√
(koff + k1 − kon)

2
+ 4 kon koff

2
p3 = k2, p4 = k3

(5)

provided that kon, p1, · · · , pn are distinct. The singularities pi = pj can be
removed, and a more general result can be found in our previous article [10]:
essentially, in such case, the density is a mixture of Erlang densities instead of
the exponential ones as above.

From the above equation, several choices of parameters can result in an iden-
tical distribution of transcription intervals (and, consequently, RNA numbers).
For example, k2 and k3 can be interchanged. This implies that while the best
fitting distribution for a set of data can be found, the order of the steps k2 and
k3, or in fact, the exact values of any of the parameters, cannot be identified
without additional information. In the manuscript, we exploit the details of
how the parameters change to provide such additional information to identify
koff, kon, and k1.

The other properties of the transcription intervals can be derived from the
density, e.g. the mean and variance of the transcription intervals can be inte-
grated from fτ :

E[τ ] =

(
1 +

koff
kon

)
k1

−1 + k2
−1 + k3

−1

Var[τ ] =

((
1 +

koff
kon

)2

+ 2
k1
kon

koff
kon

)
k1

−2 + k2
−2 + k3

−2

(6)

which can alternatively be derived from the results of Peccoud and Ycart [12]
using Eq (3), which links the moments of the long-term RNA distribution to
those of the transcription intervals.

The duty cycle, average burst size, and average burst interval of the on/off
switching loop are kon / (kon + koff), k1 / koff, and kon

−1 + koff
−1, respectively.

Here, the duty cycle is the fraction of time the gene spends in the on versus off
state, the burst size is the number of RNAs produced prior to turning off, and
the burst interval is the duration between such bursts.

In the temperature-dependent models, each model parameter changes as a
function of temperature according to a polynomial function:

kx(T )
−1 =

p∑
j=0

akx
−1,j T

j (7)

where akx
−1,j is the order-j coefficient for the parameter kx and T is tempera-

ture. In practice, we consider polynomials up to the second order p = 2, as an

5



order-p polynomial (or higher) can always pass through to p + 1 data points.
We do not expect the polynomial models to provide particular insight, rather,
parameters with a model of orders 0, 1, and 2, indicate that the parameter
is independent of, varies linearly, or in a nonlinear fashion, respectively, with
temperature.

Model Fitting and Selection

The models are fit using censored time intervals between the production of con-
secutive transcripts extracted from live-cell measurements (intervals are avail-
able in S8 table). The censoring is necessary, as production intervals longer
than cell division cannot be observed, resulting in underestimation of the true
transcription intervals, and as it improves the accuracy of the parameter estima-
tion by properly accounting for the effects of finite sampling rate (60 s sampling
interval) [10]. With censoring, rather than observing the production intervals
τi, we observe bounds for each interval: τi ∈ [xi, yi].

The models are fit in a maximum likelihood sense. The maximum likelihood
estimate is:

θ̂
.
= arg max

θ

P[ τ1 ∈ [x1, y1], · · · , τm ∈ [xm, ym] |θ ]

= arg max
θ

m∑
i=1

log(Fτ (y1|θ)− Fτ (x1|θ) )︸ ︷︷ ︸
�̃(θ)

(8)

where θ represents a vector of the parameters to be estimated. If multiple mod-
els are to be fit together with independent data sets, the likelihoods sum as for
the different samples above. The parameter vector θ contains the appropriate
set of the polynomial coefficients akx,j that determine the model parameters for

each temperature T . Here, the objective �̃ is some function that is equal up to
some additive constant to the logarithm of the likelihood function �.

In general, the maximum likelihood objective is not guaranteed to feature
attractive properties such as convexity or unimodality, but it is smooth almost
everywhere and in practice well behaved, provided that the model is somewhat
correct. The optimization was performed using a general-purpose derivative-
free nonlinear optimization algorithm [16]. To counter the convergence of the
optimization procedure to a local maximum, we used 1,000 random restarts,
with each parameter being generated from an unit-interval uniform distribution.
The parameters were scaled to have a mean equal to that of the data, assuming
that the data were exponential.

The distribution of the estimated parameters or any model feature derived
from them can be estimated using the delta method. It can be shown that a
mapping applied to the maximum likelihood estimate converges in distribution
to that applied to the true parameter such that [17]:

√
m

(
g(θ̂)− g(θ)

)
d−→ N

(
0,gθ(θ) I(θ)−1 gθ(θ)

T
)

(9)
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for any g(θ) that is continuous almost everywhere. Here, gθ is the Jacobian of g,

I(θ) is the Fisher information matrix, and · d−→ N (b, c) represents a convergence
in distribution to a normal distribution with a mean of b and covariance c. For
practical purposes, the Jacobian gθ(θ) can be approximated with that of at the

parameter estimate gθ(θ̂), and the Fisher information at the true parameter θ

can be approximated with the observed information −�θθ(θ̂) at the parameter
estimate, where �(θ) is the logarithm of the likelihood function and �θθ its

Hessian. In this work, gθ(θ̂) is computed using automatic differentiation and

�θθ(θ̂) = �̃θθ(θ̂) is computed numerically.
As the models with more parameters fit never worse than those with less, a

scheme to penalize the excess degrees of freedom in the models is required. For
this, we use the Bayesian information criterion (BIC) [18]. The BIC is computed
according to [18]:

BIC
.
= −2 �(θ̂) + k log(n) (10)

where �(θ̂) is the log-likelihood at the maximum likelihood estimate, k is the

number of parameters, and n is the number of samples. In general, �(θ̂) and

n are not known when some of the data are censored. Instead, we know �̃(θ̂),
the log-likelihood up to some additive constant, and n is known to be in some
range, as each censored interval can contain information worth of 0 to 1 samples
(the specific value depending on both the sample and the true model, and as
such, cannot be determined). However, the additive constant vanishes when
comparing two BICs, so the difference of two BICs can be estimated as:

ΔB̂IC1,2
.
= B̂IC1 − B̂IC2 = −2

(
�̃1(θ̂1)− �̃2(θ̂2)

)
+ (k1 − k2) log(n̂) (11)

where n̂
.
= 1ni + 0.5nr is an estimate of the effective number of samples.

As indicated above, in this work, each of the ni interval censored samples is
assumed to be worth of 1 samples, as the sampling intervals are relatively short
compared to the transcription intervals, and each of the nr right censored sample
is assumed to be worth of 0.5 samples.

Finally, a conservative lower bound for ΔBIC1,2 can be derived:

ΔBIC LB1,2
.
= min

n∈[ni,ni+nr]
−2

(
�̃1(θ̂1)− �̃2(θ̂2)

)
+ (k1 − k2) log(n) (12)

which guarantees that invalid conclusions are not drawn due to the inaccuracy
of the approximation, and allows a degree of inaccuracy in the former.

qPCR of Target Gene Activity

The activity of the target genes were also analyzed using quantitative PCR
(qPCR). Cells containing the target plasmids were grown at various LB media
[4] at 37 �C, and induced with their respective inducers (0.1% L-arabinose and
1 mM IPTG for Plac/ara-1-mRFP1-96BS, and 15 ng/mL aTc for PtetA-mRFP-
96BS), as described above. Cells were collected by centrifugation at 8000×g
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for 5 minutes. Twice the cell culture volume of RNA protect reagent (Qiagen)
were added to the reaction tube, following the addition of Tris EDTA lysozyme
buffer (pH 8.0) for enzymatic lysis. The total RNA from cells was isolated
by the RNeasy kit (Qiagen), according to the manufacturer instructions. The
concentration of RNA was quantified by Nanovue plus spectrophotometer (GE
Healthcare). To remove the residual DNA, the samples containing the total iso-
lated RNA samples were treated with DNase. Following that, iSCRIPT reverse
transcription super mix was added for cDNA synthesis. Next, the cDNA samples
were mixed with the qPCR master mix, containing iQ SYBR Green supermix
(Biorad), with specific primers for the target and reference genes. The reaction
was carried out in triplicates with a total reaction volume of 20 �L. For quantify-
ing the target gene, we used mRFP1 primers (forward: 5’ TACGACGCCGAG-
GTCAAG 3’ and reverse: 5’ TTGTGGGAGGTGATGTCCA 3’) and for the
reference gene, we used the 16S RNA primers (forward: 5’ CGTCAGCTCGT-
GTTGTGAA 3’ and reverse: 5’ GGACCGCTGGCAACAAAG 3’). The qPCR
experiments were performed using a MiniOpticon Real time PCR system (Bio-
rad). The following conditions were used during the reaction: 40 cycles at 95 �C
for 10 s, 52 �C for 30 s, and 72 �C for 30 s for each cDNA replicate. We used
no-RT controls and no-template controls to crosscheck non-specific signals and
contamination. PCR efficiencies of the reactions were greater than 95%. The
data from CFX Manager TM software was used to calculate the relative gene
expression and its standard error [19].

Western Blot for RNA Polymerase Quantification

To quantify RNA polymerase abundance in DH5α-PRO strain at the different
media, we measured the amount of RpoC subunits by western blot. Cells were
grown until reaching mid-logarithmic phase, and harvested by centrifugation
at 8000×g for 1 minute. After that, cell lysate was treated with the B-PER
bacterial protein extraction reagent (Thermo scientific), containing protease in-
hibitors, and incubated at room temperature for 10 minutes. The samples were
centrifuged at 15000×g for 10 minutes, after which the supernatant was col-
lected. Next, the total protein samples were diluted to the 4× lamellae sample
loading buffer, containing β-mercaptoethanol, and boiled for 5 minutes at 95 �C.
The samples containing about 30 �g of total protein were resolved by 4 to 20%
TGX stain free precast gels (Biorad). Proteins were separated by electrophore-
sis and then electro-transferred on the PVDF membrane. Membranes were
blocked with 5% non-fat milk and incubated with primary RpoC antibodies of
1 :2000 dilutions (Biolegend) overnight at 4 �C, followed by the HRP-secondary
antibodies 1 : 5000 dilutions (Sigma Aldrich) for 60 minutes at room tempera-
ture. For detection of the RpoC protein, chemilumiscence reagent (Biorad) was
used. Images were generated by the Chemidoc XRS system (Biorad). Band
quantification was done by using the Image Lab software (version 5.2.1).
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Figure S10. Lineweaver-Burk plots of both constructs at 30°C. (Left) chromosome-integrated 
construct. (Right) plasmid borne construct. The inverse of the relative production rate of mRNA 
from the promoter is plotted against the inverse of relative difference of RNAp 
concentrations for cells grown in three different media (1.0x, 1.5x, 2.0x M9-Gly). RNAp 
concentrations are presented relative to the RNAp concentration at 1.0x, from the difference of 
RNAp concentration at 0.5x (Table S7). Relative production rates were measured by RT-PCR 
with three technical replicates for each condition relative to 1.0x condition (Table S9). The linear 
relationship between the points for each relative production rate and its corresponding relative 
difference of RNAp concentration (circles) is visible in both constructs. A likelihood ratio test 
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was performed to determine whether the small deviations from linearity are statistically 
significant. In no construct was linearity rejected (P > 0.25 in both cases). Standard uncertainties 
are also shown (horizontal and vertical error bars in each data point). 
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Fig. S1. Cell growth rate analysis. OD curves at 10°C, 20°C, 24°C, 37°C, 40°C, 43°C and 

46°C. DH5α-PRO cells were grown in liquid LB media and the culture absorbance (OD at 600 



nm) was measured every 30 minutes for 4 hours at 10 °C, 20 °C, 24 °C, 37 °C, 40 °C, 43 °C and 

46 °C. The Y-axis is presented in the log scale. 

 

 
Fig. S2. Example microscopy images prior and after segmentation. (A) DAPI-stained 

nucleoids in cells, (B) cells with visible cytoplasm (filled with MS2-GFP proteins) along with 

MS2-GFP tagged RNA molecules (synthetic aggregates), visible as bright white “spots”, and (C) 

segmentation of the images in (A) and (B) merged into one image. Dark grey areas show 

segmented cells while segmented nucleoids are shown in lighter grey and synthetic aggregates 

are shown as small white spots. 

 

 
Fig. S3. Example images of cells visualized by Phase-Contrast and confocal microscopy 

along with merged image. (A) Example image of cells visualized by Phase-Contrast 

microscopy. The red arrows indicate example inclusion bodies. (B) Image by confocal 

microscopy of the cells with visible cytoplasm (filled with MS2-GFP proteins) along with MS2-

GFP tagged RNA molecules (synthetic aggregates), visible as bright “spots”.  The red arrows 

indicate example synthetic aggregates. (C) Images in (A) and (B) merged into one image. The 

red arrows indicate examples of co-localization between synthetic aggregates and inclusion 

bodies. 



 

 
Fig. S4. Kernel density estimation of distribution of fluorescence intensity of aggregates and 

mean nucleoid border positioning. Kernel density estimation (KDE) of the spatial distribution of 

fluorescence intensity (in arbitrary units) of aggregates (black lines) and mean positioning of the 

nucleoid borders (vertical lines) relative to the cell center, 15 minutes (dashed lines) and 45 

minutes (solid lines) after maintaining the cells at the appropriate temperature. Distances are 

normalized by the length of the major cell axis. All cells contain only 1 nucleoid. Measurements 

are from more than 300 cells per condition. 

 



 
Fig. S5. Relative distance to midcell (RDM) of aggregates versus RDM of nucleoid center. 

RDM of individual aggregates versus RDM of the nucleoid center (along the major cell axis) 

measured from: (A) 195 aggregates at 10 °C, (B) 707 aggregates at 24 °C, (C) 398 aggregates at 

37 °C, and (D) 288 aggregates at 43 °C. All cells contain only 1 nucleoid. The black solid line is 

the linear fit to the aggregates’ RDM along the major cell axis as a function of the RDM of the 

nucleoid center. The negative inclination of the lines shows that, on average, if the nucleoid is 

off-centre, the aggregates will be located on the opposite side of the cell and closer to the cell 

center.   

 



 
Fig. S6. Schematic representation of long-term effects of aggregates in between nucleoids 

prior to cell division. Cells are represented in light grey while nucleoids are represented in dark 

grey. (Left) Aggregates present at midcell (red balls), unlike segregated ones (green balls), will 

likely be located at the new poles of the cells of the next generation (with the selection of which 

cell following a random unbiased partitioning scheme). Consequently, only one cell of the last 

generation is free of aggregates. (Right) When the segregation and retention of aggregates at the 

poles is efficient, in the next generation all new poles of the cells will be free of aggregates, and 

when these cells divide, each will produce one daughter cell free from aggregates (unless new 

aggregates are produced in that time period). The letters ‘O’ and ‘N’ near the cells indicate 

whether a pole is old or new, respectively. 

 

 
Fig. S7. Scheme of a cell with stained nucleoid. Also shown are l, the length of the cell along 

the major axis, w, the width of the cell along the minor axis, x, the length of the nucleoid region 

along the major cell axis, and p, the length of a ‘polar region’ of the cell. 

 



 
Fig. S8. Mean squared displacement of aggregates against the time lag τ. Error bars denote 

one standard error of the mean. The slopes of the lines represent the diffusion coefficients 

corresponding to the measurements presented in Table 3 in the main manuscript and in Table S5. 

Measurements are from 43 cells (at 10 °C), 66 cells (at 24 °C), 184 cells (at 37 °C), 41 cells (at 

43 °C), and 43 plasmolyzed cells (at 37 °C and 300mM NaCl). 

 



Table S1. Relative nucleoid length along the major cell axis versus temperature as measured 

by HupA-mCherry tagging. Both mean and standard deviation (in parentheses) of each 

quantity are shown. Also shown is the number of cells analysed in each condition. For each 

condition, the mean relative length of nucleoids is shown. Visibly, as temperature is increased, 

this quantity decreases. 

T (°C) No. 
Cells 

Relative Nucleoid 
Length (Mean and Std) 

in μm 

24 78 0.60 (0.16) 
37 53 0.57 (0.07) 
43 60 0.51 (0.16) 

 

Table S2. Relative nucleoid length along the major cell axis (mean and standard deviation), 

along with the fraction of IbpA-YFP aggregates at the cell poles at various temperatures, in 

cells with 1 nucleoid. For each condition, the mean relative length of nucleoids and the fraction 

of IbpA-YFP tagged aggregates at the poles are shown. Visibly, as temperature is increased, the 

former quantity decreases while the latter increases. 

T (°C) No. Cells Mean (std) Relative 
Nucleoid Length (μm) 

Mean Fraction of IbpA-YFP 
Aggregates at Poles  

10 166 0.65 (0.07) 0.56 
24 122 0.62 (0.12) 0.64 
37 306 0.59 (0.10) 0.73 
43 409 0.54 (0.09) 0.78 

 

Table S3. Changes in absolute cell and nucleoid length and width along the major and 

minor cell axes with temperature as measured by DAPI staining. Both mean and standard 

deviation (in parentheses) of each quantity are shown. For each condition, width and length of 

cells and nucleoids within are shown. Note that, of these quantities, only the absolute cell length 

differs significantly with temperature. 

T (°C) 
Absolute Cell 
Length (Mean 
and Std) in μm 

Absolute Cell 
Width (Mean 

and Std) in μm 

Absolute Nucleoid 
Length (Mean and 

Std) in μm 

Absolute Nucleoid 
Width (Mean and 

Std) in μm 



10 2.69 (0.86) 1.05 (0.12) 1.66 (0.56) 0.66 (0.11) 
24 2.40 (0.67) 1.06 (0.11) 1.33 (0.39) 0.74 (0.11) 
37 2.80 (0.67) 1.06 (0.12) 1.46 (0.43) 0.67 (0.11) 
43 3.77 (1.18) 1.07 (0.12) 1.76 (0.57) 0.74 (0.11) 

 

Table S4. Mean relative 3-D concentration of synthetic aggregate numbers at the poles, in 

cells under osmotic stress, containing 1 nucleoid. For each condition, it is shown the number 

of cells studied in the microscopy measurements, along with the relative 3-D concentration of 

synthetic aggregate numbers at the poles at 37°C in control (LB media), plasmolyzed and 

adapted cells. Cells were subject to osmotic stress (300 mM NaCl) for 30 min. prior to imaging. 

A permutation test was applied to test for statistical differences between the concentrations 

between the stress conditions and the control. For p-values smaller than 0.01, the null hypothesis 

that the two sets of data are from the same distribution is rejected. 

Condition Cells Analyzed 
(No. Cells) 

Mean Relative 3-D 
Concentration of 

Aggregate Numbers 
at Poles 

P-value of a 
permutation test 

(vs. Control) 

Control 300 1.86   
Plasmolyzed (NaCl) 19 (from 222) 1.07 < 0.01 

Adapted (NaCl) 203 (from 222) 1.55 0.06 
 

Table S5. In vivo diffusion coefficient, D, relative dynamic viscosity (relative to Control), , 

and bias in the displacement of aggregates located at midcell, Γ, for cells under osmotic 

stress (plasmolyzed and adapted) along with control cells, containing 1 nucleoid. For each 

condition, it is shown the number of cells studied in the time-lapsed microscopy measurements, 

the diffusion coefficient, D, the relative dynamic viscosity at 37°C in control (LB media), and the 

bias in the displacement of aggregates located at midcell, Γ, in plasmolyzed and adapted cells as 

well as in control cells. Cells were subject to osmotic stress (300mM NaCl) during the 1-hour 

imaging procedure. A permutation test was applied to test for statistical differences between the 

concentrations between the stress conditions and the control. For p-values smaller than 0.01, the 

null hypothesis that the two sets of data are from the same distribution is rejected. 

Condition No. 
Cells D (μm2 min-1) 

Relative Dynamic 
Viscosity (η, 

relative to Control) 
Γ (μm2 min-1) 

Control 184 0.01 1 1.6 x 10-4 



Plasmolyzed (NaCl) 43 0.007 1.35 1.5 x 10-4 
Adapted (NaCl) 61 0.015 0.62 0.8 x 10-4 

 








