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ABSTRACT 

It provides interop-
erability across various heterogeneous link layer technologies and enables access to a 
rich set of services available in the Internet. As the number of users has exploded, it has 
been essential to ensure that the establishment of connectivity is a relatively painless 
procedure for the ordinary users. However, often the ease of use overcomes the re-
quirement to have proper security in place. This is evident in the current practise of con-
figuring the IP access. With the proliferation of ubiquitous and wireless access, such 
security concerns become more profound. 

IP access is the part of the attachment procedure that a user has to go through in order to 
enjoy interworking services. Thus, the attachment dictates the steps that need to be 
taken in order to enable communication between two entities, which often comprise of 
the user device and the access point capable of providing interworking services. This 
thesis investigates mechanisms to ensure the security of that attachment procedure. The 
approach taken leans heavily on the ideas presented in the development of Host Identity 
Protocol (HIP), a current Internet Engineering Task Force (IETF) experimental stan-
dard. Thus, as a baseline, the nodes are expected to be in possession of secure identities, 
which can be bound to the configuration procedure in order to enhance the security 
properties of the attachment process. In essence, these identities are names for which the 
nodes are able to provide a proof of possession without having to resort to external par-
ties. However, the external parties, for example, trusted third parties, can still be used to 
enhance liability, that is, ensure that a known entity will ultimately cover the generated 
costs. 

In order to ensure liability, one needs to find an assured way to account for the actions 
taken, especially if the accounting is used as a basis of compensation, which most often 
involves payment. Such assured accounting is another focal point of this thesis. The 
thesis describes how host identities can be employed to produce non-repudiable evi-
dence in a typical IP-based service. In addition, the scheme allows devising a solution, 
which takes into account the granularity of the service provisioning. In other words, the 
participants of the provisioning are able to control their level of commitments, so that 
neither party is able to get an unfair upper hand. Thus, if no service is provided, provi-
sion of undeniable usage evidence can be terminated. Similarly, if no user-committed 
evidence of service usage is provided, service provisioning can be terminated.   
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The above points are also considered from the point of view of service provisioning 
platforms, mainly the IP Multimedia Subsystem (IMS). Such systems have been kept 
tightly in control of one entity, such as an incumbent operator. The concepts of secure 
identities and non-repudiable evidence are used to enhance the system, so that more 
technical incentives for moving away from the strict single administrative domain con-
cept can be provided. This is especially beneficial in a future networking environment, 
where the interactions between the operator level entities become more dynamic in na-
ture. 

While this thesis considers the technical functionalities to enhance the security proper-
ties of the evolved networks, there are various hindrances to such visions. The deploy-
ability of new solutions, such as HIP, is challenging to well-established platforms, if the 
migration cannot be done in a compatible way. Also, financial motivations, especially 
those of dominant entities, do not always favour more open approaches.           
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1. INTRODUCTION 

The world of telecommunications is changing. The traditional paradigms have slowly 
given way to the ideas which promote the dominance of IP (Internet Protocol) as the 
medium for exchanging information among different parties. It is true that the heteroge-
neous networks require some form of common layer, which enables them to interwork 
seamlessly and give the user an image of flawless communication available everywhere, 
independent of time and location. While this common layer indeed is able to transport 
units of information, there is still the question of how to establish this communication 
and what procedures are needed to make sure that the information flow takes place as 
intended. Even more importantly, we need to know whether we really are conversing 
with the intended entity.  

In this work, we discuss the preliminaries that have to be performed before communica-
tion can take place securely. In other words, we present technologies and security en-
hancements for the network attachment procedure, which enables two different entities 
to come into contact and start conversing with each other and exchange information. 
This can also be called the bootstrapping of communication. On the other hand, this 
communication usually has some goal; in other words, it strives to fulfil some service 
need. Thus, even though the communication might start, it is another thing as to whether 
the service need is satisfied. This is especially a concern if the other party has commit-
ted to something like payment in the course of bootstrapping but then fails to receive 
anything in return. This calls for measures to ensure the accountability of actions, i.e., 
valid proofs that someone was involved in a certain action or event.  

Currently, such proofs are generally based on information stored in the backend systems 
or logs, which is then fed to the billing systems. This already shows the asymmetry of 
the situation, that is, the user is left without any control, but it is further emphasised by 
the fact that this proof is basically just a textual log entry with no strong binding to the 
entities involved. For example, if given to a neutral third party for evaluation, there 
would be no real proof that the entry actually relates to the specified entity. 

So, the foremost concern of this work is the security of these measures, but one should 
not forget issues like performance and usability. It is, after all, somewhat easy to make 
very secure systems, but the performance and usability of such systems is most likely 
quite questionable. From this it follows that people are not going to use such systems, 



2 1. Introduction  

especially if the effort needed to setup the system is increased because of the employed 
security measures. The other side of the coin is whether there is incentive for the provid-
ing party to implement such a system. Usually this means that there ought to be an eco-
nomic benefit for doing so.  

1.1 Objective and scope of research 

The objective of this thesis is to present and analyse mechanisms which can be used to 
increase the security of the network attachment and the subsequent service provisioning. 
In essence, this considers the mechanisms based on the existence of host identities, 
which will provide enhanced accountability as compared to the current situation. Thus, 
it is assumed that the entities have secure names in the form of cryptographical identifi-
ers, or crypto-ids. With such names, it is possible to provide proof of possession of a 
certain identifier and refer to the entities outside mutual exchange. This allows devising 
always-on security solutions where there is always a default baseline level of security, 
but it can be upgraded according to the specific requirements of different application 
scenarios, e.g., with the help of trusted third parties. Additionally, this thesis devises a 
non-repudiable mechanism for service usage. 

The scope of host identities is originally intended to be on the network level, but this 
work also considers their extensibility to other layers. This kind of cross-layered ap-
proach allows the procedures on different layers to benefit from the same infrastruc-
tures. In other words, the procedures executed on the network layer can also be used to 
provide security for the actions taken on higher layers. As an example of this kind of 
extension, applicability of host identities in the context of IP Multimedia Subsystem 
(IMS) is analysed. Additionally, this is considered from an evolved network perspec-
tive, i.e., ambient networking, in which entities exhibit more dynamic interaction in 
their relationships, for example, roaming agreements. 

1.2  Research contribution 

This thesis analyses the applicability of host identities to enhance the security properties 
of attachment scenarios. The first case is the typical network attachment and the ensuing 
configuration procedures, which can be made more secure with the application of host 
identities through the protocol suggested in this work. This can be just rudimentary se-
curity built upon the sameness property of the entities, suited for cases where precon-
figuration is not feasible, or it can be further enhanced with authorisation statements, 
which can be integrated to the attachment procedure and give more credibility to the 
configuration requests or the validity of the configuration provisioning.  

The second case relates to the service provisioning and the related accountability prop-
erties. This includes devising a protocol with the non-repudiation property, which states 
that the parties are not able to deny their involvement in the communication. This is 
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further enhanced with a fairness mechanism, which is used to control the risk the parties 
involved in a service transaction take. In other words, the service user might be commit-
ted to provide compensation for the usage of resources, but could face the danger of not 
receiving the promised service. From the service provider perspective, there might be 
the danger that a user might later deny involvement in the service, thus avoiding pay-
ment. The feasibility of the aforementioned concepts are also analysed within the con-
text of service management platforms, such as IMS. In addition, this thesis suggests 
extending them to the formation of trusted communities by devising a conceptual archi-
tecture.  

1.3 Outline of the thesis 

This thesis is comprised of an introductory part and the accompanying research publica-
tions. The introductory part provides background information about the described cases 
and sets the context for the publication to which they are related. The publications can 
be grouped under three themes, which relate to initial network attachment procedures 
(P1, P2), non-repudiation mechanisms (P3,P4), and the applicability of these ideas in 
the context of the service management platform (P5,P6,P7). 

The second chapter of the introduction discusses the security fundamentals, that is, the 
threats and the security objectives considered in this thesis. The third chapter gives an 
overview of network attachment and how the identity based approach can be used to 
answer to the security shortcomings of the portrayed mechanisms. The fourth chapter 
discusses the accountability and non-repudiation aspects giving background information 
and setting the stage for the provided research publications. The fifth chapter combines 
the issues presented in the previous chapters and applies these in the context of IMS. 
The sixth chapter gives the final conclusions before the accompanying publications. 

1.4 Summary of publications 

The first publication, P1, shows how Host Identity Protocol (HIP) can be used to secure 
the configuration provisioning of network attachment. HIP protocol messages are used 
to piggyback the configuration information in a manner, which takes into account the 
current s
idea and the design and analysis of the protocol specifics. 

Publication P2 discusses the aforementioned HIP in the context of authorisation. It pre-
sents and analyses different alternatives for the inclusion of authorisation tokens to the 
basic HIP, which at that time was still in the draft stage. Special emphasis was given to 
the practicality aspects, i.e., how well the different mechanisms would be suited to the 
actual protocol exchange. 
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Publication P3 presents a system, which is based on HIP and provides it with non-
repudiation properties. In other words, it considers HIP as a protocol, which can be used 
to negotiate the service usage between the participants and the relevant evidence of the 
service usage can be provided, i.e., accounted through the protocol. It is shown how the 
properties of HIP are well suited for setting up an identity based framework for service 
provisioning. 

Publication P4 provides an extension to the previous framework by taking into account 
the existing accounting solution Remote Authentication Dial In User Service (RADIUS) 
as it is commonly used in WLAN scenarios to authenticate the user. Thus, it provides a 
natural mechanism for interacting with the existing operator backend systems. The pub-
lication also presents the actual implementation of such a u-
tion was the overall design of the system and the needed protocol exchanges.  

Publication P5 describes application of the Host Identity Protocol in the context of IMS 
to provide security and accounting for a roaming user. The publication presents ideas of 
extending IMS to support dynamic operator relationships in an ambient computing set-
ting. 

Publication P6 extends the typical IMS interaction between the end entities by introduc-
ing additional security measures. The main point is providing the assurance to the re-
ceived identity, which can be used to establish a secure identity association between the 
end entities. Additionally, HIP signalling can be exchanged in-band by taking advantage 
of the existing IMS infrastructure.  

Publication P7 approaches service provisioning from a more abstract and general view-
point. It defines a conceptual architecture for identity based trusted communities, which 
can function as trust roots for the members in using and providing services. It is a mixed 
model n-
tribution includes the co-design of the architecture and the requirement capture of the 
community identity management. 

 

 

 



 5 5  

2. SECURITY FUNDAMENTALS 

2.1 Communication threats 

Threats are potential violations of security [Bis02]. Attack, on the other hand, is an ac-
tion, which could cause such a violation. Hence, often those terms are used inter-
changeably. One categorisation for communication threats is given in [Sta98], which 
lists interruption, interception, modification and fabrications as types of attacks that can 
affect the operation of a network. It is worth noting that even though different kinds of 
classifications are used for actions, they may still lead to the same end result from the 
point of view of the victim. Thus, threat classification should be seen only as a tool for 
finding the commonalities between different kinds of threats. This helps in devising 
security solutions that can take into account several types of attacks. 

Interruption means that the message flow is not allowed to reach its destination or that 
the normal behaviour of the system is prevented. This could happen due to various rea-
sons, such as the adversary jamming the wireless link with its transmission. It is also 
possible that the adversary intentionally directs some extra traffic to one party of the 
communication, thus making it use more of its resources to cope with the increased load 
and possibly resulting in extra costs. When the load gets high enough, the system stops 
responding to the legitimate traffic. This is generally called denial of service (DoS), 
which is a serious concern for any modern telecommunication system. An enhanced 
version of this is called distributed denial of service (DDoS) and it is a result of several 
different traffic sources sending a large amount of messages either intentionally or unin-
tentionally to one target. Quite often the traffic sources are innocent per se, but have 
been subverted by an attacker, who is able to control their behaviour. DoS can also be 
accomplished through means that cause the target to use all of its computational re-
sources. This can happen, for example, due to some design flaw in a cryptographic pro-
tocol or asymmetry of devices, i.e., a mobile device usually has less computational re-
sources than a normal desktop computer.  

When an unauthorised party gains access to the information, we are dealing with an 
interception kind of threat. This can happen simply by eavesdropping, that is, listening 
to the traffic if the messages are sent in clear, or, in the case of encryption, it can in-
volve various sophisticated techniques, such as cryptanalysis and traffic analysis, for 
compromising the confidentiality of the communication. Sometimes, however, protocol 
design or implementation has been so flawed that this is relatively easy. The protection 
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used in the first 802.11 wireless LANs is one notorious example, where the adversary 
was able to find the secret key by monitoring the protected traffic [Flu01]. 

Modification is a more serious version of interception as the adversary is also able to 
modify the content of the messages. These kinds of attacks can have a considerable im-
pact on the overall system, because the integrity of the distributed computing platforms 
can be compromised if the forged information is used as a basis for deciding which type 
of actions to take, e.g., allow or deny access. It is, thus, possible to open additional holes 
for the adversary, who can gain further access to the platform. Modification can also 
result in DoS, if, for example, dynamic configuration instructions are modified in such a 
way that the target ends up in a state where no communication is possible, because the 
installed configuration does not match the network setup. Modification attacks can often 
be called Man in the Middle (MitM) attacks as the adversary has managed to insert him-
self into the communication path of the communicating parties. 

The fourth type, fabrication, takes place when an unauthorised party is able to insert 
messages or objects into the system. The difference with the modification attack is that 
the messages are new and possibly counterfeited to in some way resemble legitimate 
messages, but they can also be closely crafted messages that are known to cause some 
undesirable effect. This is often used to take advantage of the implementation deficien-
cies, such as susceptibility to buffer overflows, which can allow unauthorised access to 
the system.  

2.2 Security objectives 

The threats presented in the previous section are just one viewpoint of looking at the 
security of the system. On the other side of the coin are the security objectives the sys-
tem is expected to meet that are an important part of the system design. They can be 
seen as high level requirements for the operation of the system, or another viewpoint 
would be the security services the system is expected to provide. Such requirements are 
also needed in guiding the design of solutions presented in this work. Quite often in 
information security confidentiality, integrity, and availability (CIA) are mentioned 
[Bis02], but we adopt here the grouping given in [Sel05], which is availability, authori-
sation, accountability, and assurance.  To a great extent, it follows the grouping given in 
[NIST01].  

Availability is intended to ensure that the system works promptly and service is not de-
nied to authorised users. This clearly relates to the DoS concerns given earlier and is 
tightly linked with the interruption; that is, interruption attacks generally affect avail-
ability. Note that this also includes prevention of unauthorised deletion of data, be it 
either through intentional or unintentional means. 
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Authorisation relates to the actions that are permissible only to the intended users. This 
can be seen to include both integrity and confidentiality objectives as well, because vio-
lation of these happens through unauthorised action (in fact, [NIST01] lists the previous 
objectives instead of authorisation). In other words, no unauthorised entity is able to 
alter the system or data nor is able to access the information. [Sel05] also categorises 
privacy under authorisation, but the concept of privacy is likely to go beyond this as it 
includes both information about the user as well as the ways the user interacts with the 
environment. The need for privacy is also controlled by legislation [EC0258]. More 
discussion on privacy can be found, for example, in [LAPS03]. 

Accountability is the requirement that the actions of an entity may be traced uniquely to 
that entity [NIST01]. This encompasses authentication, auditing, and non-repudiation. 
In this sense the authentication means verification of the claimed identity, and non-
repudiation relates to the fact that the entity cannot deny its involvement in an activity. 
To some degree it is possible to include access control under accountability, but it also 
is affected by authorisation, because generally, access control is responsible for check-
ing that an entity is authorised for access and not so much the authenticity (even though 
access control may also be interested in who uses the resources). This decoupling of 
authorisation and authentication is discussed later. 

Assurance dictates that the previous objectives are met [NIST01]. It is the basis for con-
fidence that the security measures, both technical and operational, work as intended to 
protect the system and the information it processes. In other words, it relates to the ac-
tual implementation and its correctness, so that it has the required functionality and has 
sufficient protection against unintentional errors and intentional penetration. One could 
also state it as a basis of how much one can trust the system [Bis02]. From this perspec-
tive, malicious activity by authorised users, for example, an administrator, could fall 
into this category. Assurance is also an important part of the Common Criteria for 
evaluating systems, for example [CCA09]. 

2.3 Trust relationships and key validity 

Often in the system design process it is stated that certain entities have to trust each 
other in order for the system to be secure. However, almost as often, this is not further 
clarified or stated that it is established through some out of band means. This kind of 
treatment of security is not uncommon and is almost equivalent to just stating in the 
design requirements that the system has to be secure. Trust could also be approached 
from the perspective of above mentioned objectives: one believes that the system will 
meet the given requirements [Bis02]. However, here we briefly discuss the aspects of 
trust from the perspective of entity interaction as it falls under our scope in terms of 
identity validity (or key validity, as it is the basis of this work). In other words, we use 
the term trust in a relaxed manner, when we are actually referring to the ability to verify 
the authenticity of the message sender and the way the key distribution is done. It can be 
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argued though that trust enters the picture only after the participants start using the ex-
changed authentic information to change their state, i.e., make decisions. Thus, it is 
worth noting that trust is a complex matter and cannot be fully discussed in the context 
of this work (for additional discussion, see, for example, [Gra00]).  

It is possible that the entities know each other explicitly, that is, there exists direct trust 
between the parties. They have learnt through some means, like manual configuration, 
that the other party is a valid communication partner, e.g., keys of the participants are 
known in advance. This is not usually a very scalable way and is more suited to small 
environments like homes. A shared secret and proof of knowing this secret is also 
enough for direct trust in some systems. 

Another way of establishing trust is by opportunistic means. This relates to the leap of 
faith kind of scenarios, where there is no actual information about the other party, but it 
is sufficient to know that the other party does not change during the communication. 
From the technical perspective, this is sometimes referred to as key continuity [Gut04]. 
This generally opens a possibility for the MitM attacks, but it requires an active at-
tacker, who tries to participate in the protocol run in the beginning of the communica-
tion. In other words, this is more suitable for the cases where there are only passive at-
tackers, such as eavesdroppers. Secure SHell (SSH) is a popular example of this ap-
proach [Ylo96].  

The parties could take advantage of a third party to establish relationship between them. 
In a sense, this could be seen as a recommendation as well [Abd00]. This kind of indi-
rect or brokered approach requires that both parties trust this external entity. This can 
come through, e.g., preconfiguration, which is a common approach in current Internet 
browser security. This trusted third party (TTP) can take part in the online negotiation 
between the parties and ascertain the validity of them, at least from its own viewpoint. 
TTP can also grant assertions, which can be presented to the other party in an offline 
fashion. These assertions can make statements about the holder. It could, for example, 
state that this particular entity is authorised to get connectivity service for a certain time 
period. It is, of course, up to the receiver and the agreement made with the TTP whether 
such authorisation is relevant for it. After all, the receiver might not trust all kinds of 
authorisation decisions made by the TTP. As a side note, these hierarchical systems 
have developed into Public Key Infrastructures (PKI) with the addition of various man-
agement processes. They have received criticism, however, due to untransparency of the 
system [Ell00] (as well as counter-criticism [Ada04]), which, based on recent cases of 
compromised TTPs, is not completely unfounded [Hal11]. 

Authorisation can also happen between the communicating parties, if they decide that 
there is enough incentive to, for example, delegate some actions to be made by the other 
party on their behalf. Basically this means taking advantage of the trust relationships of 
the other party, i.e., trust delegation. This could be, for instance, enhancing the effec-
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tiveness of signalling by transferring the signalling from the mobile node to the access 
network. Delegation can be beneficial in traversing heterogeneous environments, when 
authentications and authorisations made in one domain can be translated to the other 
domains as well, provided a trusted party exists that can function in both domains. 

A variation to the brokered model is given by the web of trust concept. In that, a party 
can make explicit statements about the validity of another key, but also introduce uncer-
tainty into the statement. In other words, in order to be considered valid, there has to be 
multiples of such statements from different trusted partners. Thus, instead of forming 
hierarchies, the web of trust creates meshes. This approach, which could be termed cu-
mulative trust, has been made popular by Pretty Good Privacy (PGP) [Zim09]. In a 
sense, this could be seen as related to reputation systems, even though PGP does not 
really consider the history of behaviour.  

2.4 Authentication and authorisation 

Authentication and authorisation are tightly related to the trust issues presented in the 
previous section. Authorisation cannot be meaningfully handled, especially without 
having trust relationships. Authentication on the other hand relates more to the identifi-
cation and verification of the identity claims. In other words, authentication consists of 
those two steps: presenting an identifier as identification and presenting authentication 
information that corroborates the binding between the entity and the identifier [Shi07]. 
The authentication information used in the verification of claims can be referred to as 
credentials and is often categorised as something known, something embodied or some-
thing held [Amo94]. In telecommunication, authentication is needed to make sure that 
the messages originate from, and are targeted to, the legitimate party. Additionally, au-
thentication enables traceability (accountability), so that if something has gone awry, it 
is possible to find the one responsible, or when dealing with compensation it is possible 
to find the one, who is supposed to pay (liability), even though this also relates to au-
thorisation, that is, who authorised the action.  

Many of the current authentication solutions do not expect there to be mutual authenti-
cation, i.e., only one party is authenticated. For instance, protected web sites in the 
Internet employ Transport Layer Security (TLS) or Secure Socket Layer (SSL) and they 
basically rely on the model where only the server is authenticated (but user authentica-
tion can still take place on the application layer). That approach has been quite success-
ful in many typical Internet application level scenarios, but the situation can become 
more challenging when payment for connectivity enters into the picture. For instance, 
without mutual authentication a MitM could place himself between the client and the 
access point and make the client pay for his traffic too. This mutual authentication re-
quirement can be relaxed, if the proper authorisation is presented; this is discussed in 
the following paragraph. Also, with regard to entity authentication, it can be enough that 
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the relevant identifiers are authenticated and not the actual entity identities, that is, the 
real world identity.  

Authorisation, as mentioned earlier, relates to the actions, which are permissible by the 
users. Alternatively, one could talk about access to specific resources. In a telecommu-
nication system one ought to be able to link a relevant authorisation to all the actions, 
whereas the common approach seems to be that when the user is authenticated, it also 
implies authorisation as well. In other words, once authentication is done, there is no 
granularity to the available actions for the specific entity. However, it is often true that 
authentication is tightly linked with authorisation, when, for example, a policy dictates 
that certain users are allowed to do certain actions. This naturally requires that the users 
are first authenticated before the policy decisions can be applied. This does not, how-
ever, remove the need to have the possibility of handling those two concepts separately. 
In some cases it is beneficial to be able to just allow certain entities to perform actions, 
if they possess the necessary authorisation, without having to authenticate their real 
world identity. This way the privacy of the entities is better served. A simple example of 
this kind of mechanism is an authorisation token, which is discussed in [P2]. In terms of 
analogies, one could consider a movie ticket, which is checked at the door for author-
ised entry with no ties to the real identity of the user. 

2.5 Importance of identifiers 

An actor in the system, an entity, can be seen as possessing an identity, which makes it 
recognizable from all the other entities. An identity can be seen as a collective aspect of 
a set of characteristics [Shi07] and in order to be able to point to it, you need a name for 
it. In essence, the identity is represented by an identifier. What is important in our dis-
cussion and one of the key points of this work is whether you are able to make the refer-
ence securely, that is, only the legitimate entity can claim ownership of its own identi-
fier, and no identifier spoofing is possible. The identifier, on the other hand, can be re-
solved to the characteristics or names in other namespaces, and you have to be able to 
have assurance that the binding is authentic. Another viewpoint regarding identifiers is 
that when all the entities have names it is easier to refer to them in cases where they do 
not directly participate in the actual conversation, i.e., one could say that the entities 
should be first class citizens [Ero04]. Many designs lack this kind of property. For ex-
ample, a client and a home network often cannot name the used access network in a 
secure and meaningful way. This is even more prominent in the case of middleboxes, 
which are intermediate devices that can participate in the communication to provide 
additional functionality, for instance, in the form of address translation or firewalling.  

Access decisions are often based on the identifiers. For instance, a policy may dictate 
that only a certain set of identifiers is allowed to access a resource available at the host. 
Typically, the presenter of the identifier also has to present some additional information, 
credentials, which verify that the entity is really the authentic holder of the identifier. 
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This is not always the case. For example, a WLAN network might require the adminis-
trator to create Media Access Control (MAC) lists, which contain MAC addresses that 
are allowed to attach to the access points, or switches could bind their ports to an ob-
served or configured MAC. Given the ease of changing the MAC of an interface this 
does little to stop a determined attacker. Similarly, the Service Set Identifier (SSID), 
which is used to identify a WLAN network, does not give much guarantee for the client 
that the access point advertising a certain SSID, like Wlan.BigOperator.com, is actually 
part of an access network you think it is. In other words, you cannot base any authenti-
cation or authorisation decisions on that knowledge alone. This is also evident in mod-
ern cellular networks, where the client does not have guarantees about the identity of the 
access network, even though the access network may be in possession of authentication 
material provided by the home network and able to execute the authentication procedure 
with the client. 

It is obvious that one needs mechanisms to ensure that the used identifiers are legitimate 
and their holders are authorised to use them. A well known identifier-credential combi-
nation for users is login-password, but in order to verify the binding between them one 
always needs the relevant database that holds that information, and it is easy to misuse 
that information in various ways because passwords can be snooped or guessed. Thus, it 
is more convenient and efficient to have methods that allow the other party to verify the 
ownership without need of any external parties and have assurance that the ownership 
proof is not easily compromised. Such requirements can be fulfilled by cryptographic 
identifiers. These identifiers exhibit mathematical properties, which ensure that the 
identifier-credentials pair is not easily compromised and the verification can be per-
formed using mathematical computations without the involvement of external parties. 
For example, a public key pair forms this kind of cryptographic identifier. The public 
key can be seen as the identifier and the private key as the accompanying credentials, 
although it actually relates to the ability to perform computations with the private key, 
as the private key is never disclosed to others. Mathematical equations binding the pub-
lic and private keys are such that it is computationally unfeasible to try to discover the 
other key without having all the necessary information. In practise this means that it is 
not easy to calculate the private key even if the public key is known. So, when an entity 
is using a cryptographic identifier, it is always able to present proof of ownership, which 
ensures that the presenting entity has in its possession the private key needed to calcu-
late the proof.  

There are also cryptosystems, i.e., identity based cryptography, that enable the users to 
utilise human readable information, like email addresses, as public keys 
[Sha85][Bon01]. While this may be attractive from the usability perspective, it always 
requires the presence of a third party, which provides a corresponding private key for 
the user. As there is a third party in possession of the private key, a degree of doubt is 
introduced from the point of non-repudiation. A conventional PKI system could be ar-
gued to exhibit the same problem in the case of a malicious TTP, but the difference is 
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that the third party has to create a false certificate for a new key instead of using an al-
ready existing key; that is, the earlier agreements made with that key are not compro-
mised. Improvements for the identity based cryptosystems have been suggested, though, 
so that only the partial private key is generated by the third party [AlR03]. 

Another important point about identifiers is that once you have the means to securely 
identify the entities, you can make statements about their relationships and delegate 
privileges among them. This can be used to extend the trust relationships beyond the 
mutual interaction without actually having to know to which identity the identifier cur-
rently points to. In other words, if a TTP makes a validity statement about an identifier 
stating that the identifier is authorised to perform a certain action, then all the entities 
considering the third party to be the authority over that specific action can also consider 
the identifier to be valid for that context (depending on their individual policies, of 
course). An additional issue is accountability. One needs valid identifiers in order to be 
able to be sure that the costs that the entity generates can be charged. Not necessarily 
from the holder of the identifier, but at least from the entity who was willing to author-
ise the action and in doing so was willing to accept the liability of consequences of that 
action.  

One further issue relates to the lifetime of the identifiers. Long lived identifiers are 
beneficial in policy databases and authentication statements, like in typical certificates, 
because the effort of storing and creating is mitigated by the fact that the information is 
used over and over again. It is also easier to base long lived business relationships, like 
subscription, on such identifiers. However, they have the downside of enabling privacy 
violation, i.e. it is possible to track the movements and actions of a certain individual. 
Therefore, it is sometimes useful to have the additional ability of using ephemeral or 
short lived identifiers, which can be discarded after use or some short amount of time. It 
may not be feasible to add them to databases or access lists or bind full-fledged identity 
certificates to them, but individual authorisation statements can be made regarding 
them. Thus, the validity of the identifier comes through the authorisation alone. With 
short lived identifiers one gains an additional risk management mechanism, which is 
easier to deploy than, for instance, a revocation infrastructure, which would be needed 
to manage the possible compromise of long term identifiers. Additionally, a recent PKI 
compromise with Comodo [Hal11] would suggest that dynamic revocation mechanisms 
are not extensively used as the browser vendors were quick to provide updates to their 
software instead. 

2.6 Host identity  

While not exactly being a fundamental security primitive, here we go briefly through 
the basics of Host Identity Protocol (HIP) [Gur08] as it, and especially the identity 
based approach suggested by its architecture, is the fundamental building block of the 
proposals suggested in this work. In the previous sections we have discussed both iden-
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tities and identifiers, but in this discussion the use of those terms is mixed, that is, the 
host identity may not tell much about the real world identity. 

Host identity is intended to create a new namespace, which consists of host identifiers 
(HI) [Mos06]. Host identity refers to the abstract entity that is identified, whereas a HI 
is the concrete bit pattern used in the identification process [Mos06]. In essence, a HI is 
the public key of a signature key pair.  An additional concept is the Host Identity Tag 
(HIT), which is a concise 128-bit representation of a HI and it has been created through 
hashing. This HIT has the format of an IPv6 address, albeit a non-routable one in the 
network sense [Nik07]. Conceptually host identities are seen to be between the network 
and transport layers. Thus, transport layer protocols can bind to host identities (or HITs, 
rather) instead of network layer entities, such as IP addresses. This allows decoupling 
the dual role problem of IP addresses, i.e., they are currently acting both as locators and 
end point identifiers [Mos06]. This better serves the mobility and multihoming require-
ments of modern networks, because the underlying IP address can now change without 
affecting the transport layer. 

Host identities can use HIP to establish an association between each other [Mos08]. 
This takes place with a process called HIP Base Exchange (BEX), which comprises four 
messages depicted in Figure 2-1. The process allows authentication of peers and estab-
lishment of a secure state between participants. It also makes an effort to mitigate DoS 
concerns. In the course of handshake messages, the parties are able to construct keying 
material, which can be used to protect any subsequent communication, for example, 
with the help of IPsec Encapsulating Security Payload (ESP) [Jok08]. HIP uses parame-
ter structures to encode the various functionalities to the protocol, hence providing an 
extensible mechanism for introducing additional functions. Such extensions include, for 
instance, Network Address Translator (NAT) traversal [Kom10], rendezvous mecha-
nism [Lag08], and mobility [Nik08]. There have also been proposals for lightweight 
alternatives for BEX, like in [Hee07] and [Mos11]. 

BEX begins with an I1 message, which the initiating party, called the Initiator, sends as 
a trigger to the responding party, called the Responder (see Figure 2-1). This message 
contains the HIT of the Initiator and can also include the HIT of the Responder if it is 
known. The response to it, R1, contains a puzzle, Diffie-Hellman parameters of the Re-
sponder, suggestion of the cryptographic algorithms, and the host identity of the Re-
sponder. The puzzle is used as a DoS mitigation mechanism and challenges the Initiator 
to prove its sincerity with regard to connection setup as it is expected to use computa-
tional resources to solve the puzzle. The Responder also includes a signature, which is 
calculated using the private key of the Responder and does not include mutable parts of 
the message, so that the signature can be calculated beforehand, thus further mitigating 
DoS possibility. The Initiator is able to validate the signature and the Responder HIT 
using the public key given with the host identity.  
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Figure 2-1. HIP Base Exchange depicting the exchanged messages and their contents 

The third message, I2, is used to convey the solution to the puzzle back to the Re-
sponder, so that the Initiator can prove that it has invested some computational effort. 
Additionally, it consists of the Diffie-Hellman parameters of the Initiator, the used cryp-
tographic algorithms, host identity of the Initiator, Hashed Message Authentication 
Code (HMAC) and a signature. The host identity can be encrypted using the algorithm 
specified in the message and the key computed from the Diffie-Hellman parameters, so 
that the identity of the Initiator remains hidden from the passive eavesdroppers and can-
not be tracked, although [Aur05b] argues that the encryption is unnecessary and poten-
tially harmful when it comes to stateful middlebox functionality along the path, because 
the middleboxes do not learn the key nor can they then perform operations such as sig-
nature checking. In addition, tracking can be done based on the HIT, which is available 
in the messages. After checking the puzzle solution the Responder proceeds with verify-
ing HMAC, i.e., the result of a keyed hash function, and the signature. As a final step of 
the exchange the Responder sends R2, which contains just the HMAC and the signature, 
but it is needed in order to protect the Initiator from replay attacks, which could other-
wise result due to the fact that the signature in R1 is precomputed. In other words, the 
binding between the public key and the exchanged Diffie-Hellman parameters is pro-
vided. After R2, the exchange is complete and the data packets can flow, potentially 
secured with the negotiated security association (not shown in the figure).  

Thus, with this kind of procedure the parties have been able to establish an identity as-
sociation, that is, they learn 
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can be used to protect any further communication between them. In essence, we have 
secure names for the participants of the communication, making it easier to refer to 
them in a secure fashion in any subsequent interaction. This also includes attaching 
statements to those names, that is, authorisations, but the identified entity could also 
issue its own statements about other entities.   
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3. NETWORK ATTACHMENT 

3.1 Network attachment in brief 

Network attachment is the process of connecting two nodes so that the communication 
can start flowing between them and other off-link nodes can be reached. In a sense, this 
can be called the bootstrapping of communication.  A typical case is when an end de-
vice, a client, connects to an access point and requests connectivity services, but an 
evolved scenario might involve nodes, which are representatives of their respective 
networks, i.e., networks attach to each other. However, some other entities might be 
involved in this process, too. This could include additional devices in the edge network, 
such as an access concentrator, which controls several different access points and pro-
vides interworking services. Additionally, there could be separate authentication enti-
ties, which are responsible for the authentication and authorisation of the end device. 
They could be located quite far away from the actual point of access, provided by the 
visited network, as they could reside in the home network of a roaming client. Also, 
sometimes authentication might not be mutual, that is, only the client gets authenticated, 
and even if the home network is authenticated, it is another thing whether the client ac-
tually has explicit notion of the authenticity of the visited network.  

Note that the previous discussion basically relates to asymmetric cases, i.e., the client 
and the access point are not equal in their communication capabilities. Another view-
point is given by ad-hoc scenarios, where the relationship is more symmetric, but we 
largely leave that out of our discussion because for us the ultimate goal of attachment is 
interworking across different networks, that is, inter-networking. Note, however, that 
the envisaged future network scenarios, for example, ambient computing can exhibit 
more ad-hoc like properties, but there is still assumed to be some sort of interconnection 
point for accessing core networks. 

The attachment procedure consists of ordered steps that need to be executed before in-
ter-networked communication is possible. Typically, one has to first be aware of the 
other node, so that the link layer connectivity can be set up, i.e., link attachment can 
take place. The initiator of the communication can try to initiate a suitable query proce-
dure to discover the possible counterparts or the other party, typically the access point, 
can broadcast information about its existence and the services it provides. After the dis-
covery process, there might be some additional negotiation taking place. For instance, 
the participants could negotiate a security association in order to protect their link. In 
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wireless LANs, this could be done with the help of 802.11i, which is discussed later in 
Section 3.5.1. Once the link is set up, additional procedures are still needed to configure 
the inter-networking connectivity. Generally, this means acquisition of an IP address 
and finding a node which can route packets so that other nodes can be reached.  

While this could be manually configured, it is not a very scalable way. Thus, nowadays 
automated approaches to configuration are favoured, so that no human intervention is 
required. In a stateful configuration approach, Dynamic Host Configuration Protocol 
(DHCP) with centralised servers is often used, especially in the IPv4 networks. In 
DHCP, the client receives an address from the server. The stateless configuration ap-
proach, on the other hand, relies on the ability of the client to form its own address, even 
though the network generally provides some support for this. This is commonly used 
with IPv6 networks, in which the routers broadcast their network prefixes, so that the 
clients can use that information to create an address. The downside for this is that the 
clients are also responsible for making sure that the created address is not already in use. 
Thus, duplicate address detection (DAD) needs to be run, which can cause some delay, 
up to a second or more [Tho06], before the actual communication can start. Of course, 
using stateless configuration does not mean that one would not be able to use, for in-
stance, DHCPv6 [Dro03] as well to get some additional information. It is also worth 
noting that in IPv6, one should check the existence of duplicate addresses even when 
using DHCP [Dro03]. A similar duplicate checking procedure is suggested for IPv4 as 
well [Che08]. The details of these two different configuration approaches are discussed 
in more detail in Section 3.3. 

There could still be some additional security measures that need to be taken care of. It 
might be that the client only has limited connectivity and needs to be authenticated and 
authorised on a network level to attain full connectivity. Protocol for carrying Authenti-
cation and Network Access (PANA) is one such measure [Jay08], even though it is not 
in widespread use. It could also be that IP security (IPsec), a security framework defined 
for IP, is required in order to meet integrity and confidentiality requirements, so steps 
are needed to set it up, for instance, by first running Internet Key Exchange (IKE) to 
establish the authenticity of the attaching parties and the needed session keys. As men-
tioned, these steps usually require contacting external entities, which are able to authen-
ticate the client in question. Quite often protocols like RADIUS and various Extensible 
Authentication Protocol (EAP) methods are used for this. However, it is also possible to 
have an opportunistic approach, in which identifying keys and the corresponding 
proofs-of-possession are exchanged, but the real identity of the other party might not be 
known. This basically just ensures the sameness property, that is, the nodes can identify 
entities based on their keys and be sure that they are communicating with the same en-
tity at different points in time. SSH is one example of this approach as mentioned in the 
previous chapter, even though it is not a network attachment protocol per se. More in-
formation about these security mechanisms are given in Section 3.5.   
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3.2 Threats and attacks 

Various threats exist specifically within the attachment procedure. One obvious threat is 
the interruption of link layer communication, when a shared medium is used, which is 
naturally more insecure than, for instance, physically secure switched links. Thus, one 
can try to congest the medium in various ways. Other kinds of more subtle DoS threats 
are possible as well, especially when the attacker wishes to remain hidden. The access-
ing node might be fed with fabricated or modified configuration information or pre-
vented from getting it, effectively making it unable to communicate with the outside 
world. Similarly, the nodes responsible for providing configuration could be flooded 
with information so that they would not be able to respond to legitimate requests. In the 
case of DHCP, one could simply deplete the server of the available addresses by making 
several requests with spoofed identities. Spoofing of an identity provides many ways of 
attacking the other nodes, some of which can result in DoS conditions. The DAD proce-
dure can provide a venue for this, for instance, as detailed in Section 3.3.2. 

A more ingenious attacker might try other approaches in order to control the communi-
cation without being detected or just steal the service. This could involve redirecting the 
packet flows. For instance, a node might pose as another node and get the traffic in-
tended for that node to itself. Similarly, it could even pose as the gateway and get all the 
traffic. The traffic could be then forwarded towards the correct end point, so that it 
might seem that everything is working as expected. This is an example of a MitM at-
tack. 

A MitM attacker can try to modify the communication, but can be content in eaves-
dropping, if no protection measures are in effect. Even if protection measures are in 
place, but implemented poorly, for instance, with no authentication, the attacker can still 
subvert the communication. Another interesting point for MitM is behind the access 
point, i.e., in between the nodes, which are responsible of deciding and enforcing the 
access control. Thus, in case integrity and confidentiality protection mechanisms were 
not applied, one might try to change the access decisions or snoop, for instance, key 
information, which was intended to be used between the access point and the end point. 
If this were successful, even protected communication could be intercepted and listened 
to. This emphasises the need to consider the attachment procedure from a holistic per-
spective, so that weak links are not introduced in other parts of the system.  

3.3 Configuration approaches 

As the address configuration is the central piece of network attachment, we briefly go 
through the different approaches in automated configuration provisioning that are in use 
nowadays. 
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3.3.1 Stateful autoconfiguration  

The essential feature in the communication of today is IP connectivity due to the domi-
nance of IP as an inter-networking technology. So, one of the basic requirements for the 
network attachment procedure is the configuration of the IP layer, that is, provision of 
an IP address and other network specific parameters, such as network prefixes. In the 
past this involved manual configuration, but as the networks have grown in size and the 
number of nodes increased the management has become burdensome. Therefore, dy-
namic procedures, like those provided by DHCP, have become popular. It enables con-
trolled provision and management of the configuration information, thus increasing the 
scalability of the networks. Additionally, it better supports the mobility of the nodes; at 
least from the nomadic perspective as that does not support seamless sessions across 
different points of attachment. Due to this managed approach it is sometimes called 
stateful autoconfiguration, i.e., state information about the individually configured 
nodes is stored in the servers.  

DHCP has been defined both for IPv4 and IPv6 networks, but quite understandably the 
IPv4 version currently has the major part of the deployment. It is based on four different 
messages, which are exchanged between the client wishing to receive configuration and 
the server that is providing them [Dro97]. The exchange can also happen through a re-
lay server, so it is not necessary to have a DHCP server on every link. Figure 3-1 de-
picts the basic message flow. In the first phase the client uses the DHCPDISCOVER 
message to find the servers that are providing configurations. The message is sent as a 
broadcast, because the client does not know the servers at this point. In the second phase 
the servers that have received the discover message reply with a DHCPOFFER mes-
sage, which includes the available network address for the client. If there are several 
DHCP servers, then it is possible that all of them will send this reply, therefore it is up 
to the client to decide which configuration information to accept and then send a 
DHCPREQUEST message with the information received. This message is also broad-
casted, so that the other servers can also notice which server was chosen. After this, the 
selected server can confirm the parameters by sending a DHCPACK message to the 
client. In certain cases when the client already has some idea about its address, for in-
stance, when it is renewing its old address, it is possible that the message exchange only 
contains those last two messages without having to go through the discovery process.  

The reason for having this many messages in the full procedure is the incentive to pre-
vent different clients from receiving the same configuration and at the same time pre-
vent the unnecessary reservation of server resources, i.e., available configuration infor-
mation. The various messages can contain several different types of information and not 
just the assigned network address. This could include, for example, addresses of Do-
main Name system (DNS) servers and routers [Ale97].  
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The IPv6 version of DHCP is sufficiently different to make it hard for the different ver-
sions to interoperate as it defines some new messages and a completely different mes-
sage format [Dro03]. The basic concept of the client and the server exchanging four 
messages to complete the configuration procedure remains the same, though. There has 
been some work to unify the representation of the identity of the client in DHCPv4 and 
DHCPv6 [Lem06], but it does not address any security issues per se. 

       

 

Figure 3-1. Basic DHCP procedure describing the message sequences between the client and con-
figuration provisioning servers 

The security in DHCP leaves much to be desired. Especially the IPv4 version does not 
provide any security at all, even though an additional specification for message authen-
tication exists [Dro01]. In essence, in a typical DHCP environment it is quite possible to 
provide false configuration to the client or make the server waste its resources, which 
may result in DoS conditions. Instead of having a separate specification for security, 
DHCPv6 specification has incorporated the security mechanisms to itself, but it still 
provides only rudimentary security. There is no confidentiality protection, even though 
it can be argued, as the specification mentions, that configuration information does not 
need any confidentiality. There still might be some security sensitive material that could 
benefit from the protection, even the specification requires the use of a reconfiguration 
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key, which is used to authenticate subsequent reconfiguration messages from the server 
and which is sent in clear. DHCPv6 also does not authenticate the first client message, 
so it would be quite easy to deplete the server of its available addresses. This is further 
made worse by the possibility of using a rapid commit option, which enables the par-
ticipants to complete the configuration just by using two messages: client request and 
server reply. In other words, a malicious client could make the server believe that the 
client has taken the address into use even though it has not.  Perhaps the most major 
issue with DHCP authentication is that it is basically intended for an intranet environ-
ment, which is controlled and manually configured by a single administrative entity. 
From the point of view of scalability the manual configuration is never a good thing. 
This is likely the reason why the authentication scheme is not deployed in real world 
scenarios. 

3.3.2 Stateless autoconfiguration 

IPv6 makes it possible for the node to configure its own address [Tho07]. The proce-
dure can take place quite independently in the absence of any routing devices as the 
node can form its own link local address with a known prefix. Of course, in this type of 
case one cannot expect to get connectivity beyond a local link. If at least one router is 
present, it can advertise subnet information to the client, in which case the client can 
form an address that can be used outside the local scope. It is worth noting that there 
also exists a procedure for the IPv4 host to configure its address in the absence of 
DHCP servers, but it is limited only to local link communication and uses a fixed subnet 
prefix of 169.254/16 [Che05]. 

The autoconfiguration process takes place in cases such as when the interface of a client 
attaches to a link or the system is initialised after start-up. The first phase is the forma-
tion of a link local address, which combines a well known link local prefix and an inter-
face identifier. After that the client can either listen to the router advertisements on the 
link or try to solicit a response by sending a router solicitation message. The advertise-
ments contain information about the used subnet prefixes and some additional informa-
tion, such as instructions to use stateful configuration instead [Nar07a]. Combining the 
received subnet prefix with the interface identifier can result in a global address. Further 
stateless information, such as a list of available DNS servers, can be received, for ex-
ample, with the help of stateless DHCP [Dro04]. 

Because several clients could be performing the address generation on the same link at 
the same time, it is possible that different clients end up having the same address. 
Therefore, it is necessary that the clients always run a DAD procedure before assigning 
an address to the interface. This happens with the help of a neighbour solicit message 
that contains the tentative address and is broadcasted on the link, or more specifically, it 
is multicasted to the group specified by the tentative address. In order to mitigate the 
possibility of several nodes which have booted up at the same time, sending solicitation 
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at the same instant, the node is required to delay the operation with a random interval. If 
someone is already using the address, it will reply with a neighbour advertisement. In 
case two clients are trying to configure the same address at the same time and both no-
tice the solicit message, they have to refrain from using that address. According to the 
specification the client ought to resort to manual configuration at this point, unless the 
client has been preconfigured with other interface identifiers as well. However, there 
exists a specification for employing random identifiers instead of the fixed identifiers 
[Nar07b]. This also takes into consideration the privacy implications of using fixed 
identifiers. In other words, if the client is using the same identifier in different subnets, 
it is possible to track the client movements.  

One could of course ask whether DAD is really needed and whether the consequences 
are severe, if it is skipped. Basically, with 64-bit interface identifiers, the probability of 
having two of the same addresses can be seen to be quite small. However, some net-
work card vendors might not always follow prudent practises of assigning unique MAC 
addresses, which usually contribute to the formation of interface identifier. Thus, an 
address collision would be quite possible. In that case, the connectivity of the parties 
having the same address would be degraded. This can actually be worse than some other 
temporary network failure (like what might happen somewhat frequently with mobile 
networks), because there might not be a recovery option for it (until the conflicting 
nodes would change the networks). 

It is worth noting that the duplicate address discovery may result in DoS. It is quite sim-
ple for some other node to respond to the neighbour solicit messages, thus preventing 
the legitimate client from forming an address. The earlier versions of the specification 
suggested the use of IPsec for securing the link local traffic, but in the environment 
where the nodes are mobile and under the administration of different authorities, it may 
be hard to establish trust between the different nodes, so that IPsec could be meaning-
fully deployed. In essence, the key management is problematic [Nik04a]. Nowadays, 
[Tho07] suggests using Secure Neighbor Discovery (SEND) protocol instead, which is 
discussed later in this chapter. 

3.4 Requirements for configuration provision 

When considering the configuration provisioning, which is the important part of net-
work attachment, one needs to address the aforementioned threats in some way. Thus, 
one can set the following requirements, especially if one were to design new configura-
tion methods: 

 Integrity, authentication, and confidentiality of the messages should be provided 

 Flexible authentication and authorisation models 
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 Privacy protection should be possible 

 Denial of service should be addressed 

 Efficiency 

 Key management 

Authenticity and integrity of the messages are imperative. Otherwise, as discussed 
above, a malicious party could modify the messages at will and direct them to an unin-
tended party. The confidentiality of the configuration messages is not generally consid-
ered to be that important [Dro03], but in the future networks the proliferation of differ-
ent kinds of services could change this. From the authenticity perspective, the sameness 
property is also an important requirement. In other words, there is assurance that the 
other party does not change during the exchange or across exchanges. 

This also allows more flexible and usable authentication models, that is, a "better than 
nothing" kind of security [Tou08]. With suitable identifiers, like crypto-ids, authorisa-
tion needs can be better served as well. With such identifiers one can have more fine 
grained policies regarding the allowed actions. This way explicit authorisation can be 
demanded instead of expecting that authentication of identity implicitly authorises ac-
tions. Additionally, one should strive to decouple the authentication and authorisation as 
this can be used to provide better privacy protection, for instance, to disallow the track-
ing of a user. This is especially evident in cases where multiple parties are involved in 
the transaction, and assured statements about the properties of a party need to be made.  

DoS is an increasing concern nowadays and as shown previously, can take place at 
many different levels. The motivation can just be intention of doing something mali-
cious (say, because of a disagreement, or political motivations), but quite often it is a 
question of trying to get some financial benefits. In any case, the financial losses for the 
victim can be considerable [Dub04]. Thus, any protocol should take the DoS into ac-
count in the design phase. While it may be hard to provide defence against certain DoS 
attacks, like destroying the physical link, and sometimes it is hard to discern the features 
that might be potential DoS sources, the design process should already consider the po-
tential mitigation measures at the early stages. 

The utmost efficiency may not be that important with fixed lines broadband connec-
tions, but the situation is entirely different in the mobility scenarios. Especially if the 
protocol employs several roundtrips, a long latency in the wireless link can severely 
impair its operation. This is also problematic in the case of fast moving mobiles, which 
change their points of attachment often, i.e., make many handoffs. Therefore, it would 
be beneficial to keep the roundtrips to a minimum. An additional efficiency considera-
tion should relate to the whole design process, which should include the security meas-
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ures right from the start. Too often it has happened that the security is an add-on or an 
afterthought, causing security and usability problems [Yee04].  

While it may not be so evident from the above discussion, the key management is also 
an important part of the overall solution. The security design might just state that IPsec 
is used to protect a solution. However, this really does not yet say how the actual keying 
material is transported in a scalable way. For instance, as indicated above DHCP has 
security options for authenticity, which basically rely on manual configuration, but it 
has really not been deployed because of the scalability issues introduced by the manual 
configuration involved [Hib06]. Also, it is not sufficient to say that PKI will solve this, 
unless one can be certain that such infrastructure is available for the solution to be de-
signed. As we have seen, truly global PKI with equally approved trust roots does not 
exist.  

3.5 Security mechanisms 

This section goes through some of the security issues and mechanisms, which are rele-
vant to our discussion with respect to the attachment procedures.  

3.5.1 WLAN security 

The focus of this work is at the network level, but as wireless LANs are already used 
quite extensively, we mention here some of the security features used for WLANs as 
some of the mechanisms, such as EAP, share commonalities with our other discussions. 
Namely, we refer to 802.11 networks, which are operating in infrastructure mode and 
include an access point and one or more clients wishing to gain connectivity. It is not 
uncommon to run WLAN in unprotected mode and the original security mechanism, 
Wired Equivalent Privacy (WEP) can still be used as a protection measure. It uses a 
shared secret based approach to provide the link with encryption, basically aiming to 
provide the same level of security as a fixed line would. However, WEP has long since 
been shown to be vulnerable [Bor01], therefore mechanisms such as those provided in 
standards 802.11i and 802.1X are recommended for providing link layer security in or-
der to form a Robust Security Network (RSN). They are sometimes referred as Wireless 
Protected Access (WPA) or WPA2, even though that is a promotional term coined by 
the Wi-Fi Alliance, an organisation geared to promoting WLAN interoperability and 
certification of products.  

802.11i is effectively an amendment to the original 802.11 standard, which has since 
been integrated into the 802.11 specification [802.11]. Along with the enhancement of 
link protection features, it also subsumes the functionalities of 802.1X to provide port 
based access control functionalities. This allows introduction of external entities into the 
authentication and key generation process with the help of different EAP methods. 
However, 802.11i also includes a mode of operation which is intended for small envi-
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ronments, like homes and offices, and only requires a pre-shared secret between the 
client and the access point. Weak passwords can pose a danger, though [Mos03]. Some 
other weaknesses have been detected as well in the use of WPA [Tew09]. Additionally, 
management frames could still be in danger, like disconnecting unsuspecting clients. A 
recent standard, 802.11w, intends to extend RSN to protect management frames as well 
[802.11w].   

When taking advantage of 802.11i and 802.1X, the WLAN attachment procedure basi-
cally works as follows; after the initial association, an EAP method is initiated so that 
the access point functions as a relay to the messages exchanged between the client and 
the authentication server. This demonstrates the benefit of EAP, which enables flexible 
use of different authentication methods irrespective of the capabilities of the access 
point (other than understanding the basic EAP) [Abo04].The EAP messages between 
the access point and the authentication server are then typically run on top of the RA-
DIUS protocol [Abo03], although other Authentication, Authorisation and Accounting 
(AAA) protocols could be used as well. Even though the nodes are identified by their 
MAC addresses, the client also has to be able to provide an identity, which the authenti-
cation server is able to authenticate. For instance, exchange of certificates could take 
place when using EAP-TLS as the EAP method [Sim08]. The outcome of this process 
gives indication to the access point whether authentication was successful. Additionally, 
keying material can be created which can be used to generate a suitable session key be-
tween the end node and the access point. Naturally, the authentication server also needs 
to transmit this information first to the access point. Only after the procedure there is 
credibility to the SSID, which the access point uses to identify its network. Thus, this 
emphasises the need to have proper protection between the access point and the authen-
tication server. After the parties are in possession of the session key, they also have to 
run a 4-way handshake procedure, with which they are able to ascertain that they are in 
the possession of said key.  

The process is illustrated in Figure 3-2 (adapted from [802.11] and [802.1X]), which 
uses EAP-TLS as an example of the EAP method. The figure shows the different phases 
of the attachment: link association, entity authentication, and handshake for fresh key 
derivation based on the available keying material. In the last phase, the liveliness of the 
participants is ensured with exchanged nonces and Message Integrity Code (MIC) is 
used to ensure the integrity of the messages. In case no security was desired, i.e., the 
traditional open WLAN access, only the first six messages would be needed. The figure 
does not give all the details of the individual messages, but just tries to give an impres-
sion of the amount of messages exchanged and how EAP works (EAPOL refers to EAP 
Over LAN). Note that the depicted case is idealised, because, for instance, EAP-TLS 
might require fragmentation of too large messages, thus increasing the amount of mes-
sages exchanged.  
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Figure 3-2. 802.11i protocol example showing the initial link layer attachment, authentication, and 
link layer protection establishment phases 

The above example assumes that the client is in possession of a certificate, which can be 
presented in the course of EAP-TLS exchange. However, the parties are still identified 
by their MAC addresses, even though the calculation of a common link key takes these 
addresses into account, thus making it harder to spoof identities. Thus, the access con-
trol is enforced through the knowledge of the key. Generally though, the authentication 
process takes some higher level identifier without any reference to the link level and, in 
fact, the access point is not given any authenticated identifier from the point of view of 
the client. IEEE has also produced a standard, 802.1AR, which defines the possibility of 
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identifying devices through cryptographical means, although this basically means au-
thentication is completed with the X.509-based certificate stored in the device 
[802.1AR]. The naming of the device is not that clearly defined, as long as it is a unique 
Distinguished Name (DN), for example, a device serial number. Thus, referring to the 
device outside mutual exchange, for instance, to assign authorisation or delegate rights, 
would not be that straightforward, that is, additional validation steps would be needed to 
ensure valid bindings. Especially considering that the certificate extension 

 [Coo08], which could have defined the used key in a concise 
manner, e.g., a hashed representation, is not used.    

3.5.2 Protocol for carrying authentication for network access 

The current IP level attachment procedure used in the Internet does not provide authen-
tication services. Protocol for carrying Authentication for Network Access (PANA) is a 
network-layer proposal for providing access control between a client and the access 
network [For08]. It basically offers a transport for running EAP over IP, even though 
UDP is used. Thus, it aims to be link-layer agnostic [Jay08]. As it uses EAP, it bears 
logical similarities to the 802.11i case presented earlier. The basic operation dictates 
how the PANA Client (PaC) authenticates itself with PANA Authentication Agent 
(PAA) with the help of a suitable EAP method. The method can possibly generate key-
ing material and ensure freshness by expecting the parties to exchange nonces. PAA can 
additionally use a separate authentication server, for instance, with RADIUS. After au-
thentication, PaC is able to access other networks through Enforcement Point (EP), 
which is responsible for ensuring the proper filtering of traffic.  

PANA basically expects that the client already has an IP address, but the client is ex-
pected to get another IP address after the authentication. Thus, PANA just concentrates 
on the authentication part and not so much on preventing spoofing of identity at a later 
state. However, there exists a PANA draft [Par05], which defines mechanisms to em-
ploy IPsec as an access control solution between PaC and EP. It basically expects them 
to run IKE or IKEv2 between themselves and use the keying material created during the 
authentication exchange to ensure authenticity. Thus, combining both methods, one 
could draw an analogy between 802.1X and PANA and between the 4-Way handshake 
and PANA IPsec. 

Even though basic PANA assumes that the client is in possession of an IP address, there 
is also a draft for IPv4 cases, where the address needs to be configured first, even 
though it assumes that PaC and PAA are on the same subnet [Yeg11]. The client is ex-
pected to use unspecified address 0.0.0.0 and broadcast its messages (or use link layer 
unicast, if possible). After the normal PANA procedure, DHCP is used to assign the 
proper address. However, the draft does not discuss whether the DHCP would be some-
how bound to the authentication procedure (as it should). So, in essence, spoofing and 
theft of service might be possible. Thus, address ownership is not addressed. 
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3.5.3 Neighbour discovery 

When a node wishes to attach to other nodes, it first has to know which nodes are reach-
able through the link layer, i.e., local hosts, and which nodes are able to route informa-
tion to other nodes, i.e., routers. This also includes address discovery, that is, in order to 
be able to send IPv6 traffic to its neighbours the node needs to learn their link layer ad-
dresses. These procedures are generally called neighbour discovery and IETF has de-
fined Neighbor Discovery (ND) protocol to accomplish this in IPv6 networks [Nar07a]. 
This can also include procedures that relate to the autoconfiguration of IPv6 nodes and, 
like ND, it works through different message types of Internet Control Message Protocol 
for IPv6 (ICMPv6) [Con06]. In IPv4, some of the ND functionality was available 
through the use of Address Resolution Protocol (ARP) [Plu82] and ICMPv4 specifica-
tions [Pos81][Dee91]. 

As the security mechanisms for those definitions are largely left unspecified it is quite 
easy for a malicious entity to modify packets, make the traffic flow to unexpected 
places or cause DoS in several different ways. Many of these threats were briefly men-
tioned previously and are detailed in [Nik04a]. IPsec is offered as one alternative to 
authenticate the traffic, but the configuration of security associations ought to be man-
ual, since the key management protocols like IKE cannot be used without first having 
some connectivity, resulting in a so called bootstrapping problem. There have been re-
search efforts to provide security for ARP, such as Secure ARP (S-ARP) [Bru03] and 
Ticket ARP (TARP) [Loo07], which rely on public key cryptography to create a binding 
between MAC and IP addresses, but require a certain amount of preconfiguration. Simi-
larly, preconfiguration is needed in the Cryptographic Link Layer (CLL), which already 
protects Ethernet frames and makes an effort to integrate it with DHCP [Jer08]. 

SEND tries to address some of the shortcomings of the IPv6 discovery process [Ark05]. 
The mechanisms SEND uses to protect the traffic are certificates, signatures and Cryp-
tographically Generated Addresses (CGA). Additionally, the messages include a nonce 
and timestamp to mitigate the threat of replay attack and to ensure that the messages are 
fresh. Certificates are used to authorise routers to advertise certain address prefixes. In 
other words, some trusted entity, like an Internet Service Provider (ISP), has certified 
the router to be in charge of routing the specific address range. The integrity and authen-
ticity of the different messages are ensured with RSA public key based signatures, 
which can be either related to the public keys exchanged in certificates or used with 
CGAs. CGA is a cryptographic mechanism for ensuring the ownership of a certain IP 
address and is discussed in the following section. 

A problem that different nodes employing SEND may face is that they cannot determine 
a common trust anchor for IP address authority. This way the authorisation statements 
have no value to the other party. Also, SEND does not specify the case, where the nodes 
generate their addresses using fixed interface identifiers coming, for example, from their 
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link layer identifiers. It is, however, suggested that some sort of authorisation certifi-
cates could be used there as well, but they are not specified. DoS attacks are still possi-
ble too. For instance, an external node could try to make the router query for non-
existent addresses in its local link. This could severely impact the performance of the 
local link [An07]. Protocol expects the implementations to take appropriate precautions, 
such as rate limiting and caching of existing addresses. 

3.5.4 Address ownership 

The spoofing of addresses in the current Internet architecture is relatively easy, because 
there are no mechanisms in use that would bind the address to the actual identity of the 
sender. This can result in various kinds of impersonation and DoS attacks [Nik01]. In 
order to be able to prevent such activity, one needs means where it is possible to prove 
they are in possession of a certain identifier, i.e., an address. Such proof can be provided 
by cryptographic means, so that with very high probability, only the legitimate sender 
could have calculated and formed the correct proof. One such proposal is the Crypto-
graphically Generated Address (CGA), which uses public key information in the forma-
tion of an IP address without having a TTP [Aur05a]. Similar ideas were also presented 
in [OSh01] and [Mon02]. It is also possible just to send some opaque data to the target 
and if the same data is received, it is considered as a proof that the target is able to re-
ceive traffic to that specific address. Even though this kind of return routability check 
does not rule out the possibility of exploitation, it does decrease the amount of potential 
attackers, because they would have to be able to actively monitor the traffic and be pre-
pared to respond to such queries. Thus, in essence, they need to be on the path.   

CGA is only applicable to IPv6 and, more specifically, to addresses that are formed 
from a 64-bit subnet prefix and 64-bit interface identifier parts. This format is also used 
by most of the global unicast addresses [Hin06]. Because the subnet prefix is normally 
received through router advertisements, CGA generation only concerns the interface 
identifier part. The generation process first basically uses a random number and the pub-
lic key of the node to create a hash value, which has a suitable amount of zero bits. The 
next phase of the process takes the subnet prefix, the public key, and the aforementioned 
hash value and calculates another hash value, which is used to create the interface part. 
The computational difficulty of the calculation is dictated by the amount of required 
zero bits in the first hash, so culation can be done in the first 
phase without knowing the subnet prefix. After the address is ready, the process still has 
to check the uniqueness of the address by performing duplicate address detection, which 
is, making sure that no one else is using the same address on the same link.  

CGA is not used on its own, but with some other protocol, like SEND (see previous 
section). The other protocol is responsible for defining a mechanism to include a CGA 
signature with it, so that the receiver of the message is able to compute that the key used 
to sign the message is also the key that corresponds to the IP address of the message. 



 3. Network attachment 31 

The receiver knows the public key because it is transmitted in the signed message along 
with other parameters used in the CGA generation.   

Even though the generation process of CGA makes it possible for an adversary to calcu-
late exactly the same address, he still cannot impersonate the legitimate user, because he 
also ought to be able to sign messages with the corresponding private key. However, if 
the adversary is able to break the second preimage resistance property of the hash used 
to calculate the interface identifier, that is, find another input that hashes to the same 
output, he is able do the impersonation with the public key in his possession. Obviously, 
such weak hash functions should not be used. An additional security feature is the CGA 
generation process, which ensures that the verification of the CGA is relatively simple 
with a couple of hash calculations, whereas creation can take time. This way the poten-
tial attacker may have to invest too many resources, thus making the potential imper-
sonation infeasible, for example, in the case of DAD DoS attack.  

From the privacy protection point of view, CGAs do not provide very much protection, 
even though the node can generate new addresses with the same public key, but the sig-
nature used, for example, in SEND, will contain the public key, thus making it easy to 
track the user, unless the keys are changed from time to time. The keys, however, are 
generally not linked to any real identity, because CGA does not require any infrastruc-
ture, such as PKI, to be able to work. This is due to the fact that in this scope it is more 
important to know that the specific address is used by a specific entity than to know 
who that entity is. Also, as the lack of global PKI has shown, relying on such structures 
can severely hinder the deployment of the solution. However, as proposals such as 
DNSSEC [Are05] are taken into more widespread use, synergy benefits can be 
achieved. Other approaches with CGA have also been proposed, like integration with 
IKE [Lag07][Cas04]. A similar approach could be envisaged with HIP, as well. Addi-
tionally, multihoming cases are considered in [Bag09], even though that document also 
suggests a computationally less demanding alternative, Hash Based Addresses (HBA), 
which bind together a set of addresses without using public keys. 

There are also some enhanced proposals, which enable the CGAs to be proxied, that is, 
some other node, like an access router, can prove the legitimacy of the address owner-
ship on behalf of the actual owner. This is especially beneficial in mobility scenarios. 
One such proposal introduces Multi-key CGAs (MCGA), which are created using a 
group of public keys [Kem06]. A corresponding signature, or so called ring signature 
[Riv01], can be created by any node in the group, but the verification requires all the 
public keys of the group, thus protecting the privacy of the node. Naturally, one could 
envisage a case where the proxy device would be responsible for creating the address 
(after receiving the proper interface identifier of the client) and communicating that to 
the client with, for example, DHCP. Another thing is whether the private key needs to 
be communicated as well, as it increases the chance of key compromise. There is some 
work which already considers CGA with DHCP, but the client is still responsible for 



32 3. Network attachment  

creating the address and the DHCP server is responsible for acknowledging whether the 
address is suitable for the network in question [Jia11]. The possibility to combine CGA 
with HIP and DHCP was also briefly mentioned in [Hei04]. 

Other slightly similar approaches, although emphasising the accountability aspects, in-
clude Packet Level Authentication (PLA), which suggests including an elliptic curve 
based signature and the corresponding public key to every packet [Can05]. The integrity 
of each packet can then be verified and the legitimacy of the sending node can be en-
sured through the accompanying TTP certificate, even though in lightweight mode it 
could be omitted [Lag10]. So, basically the ownership of the address is not ensured, but 
the integrity of the packet and the authenticity of the sending node are.  

An even more drastic approach is taken by Accountable IP (AIP), which proposes archi-
tectural changes to introduce the accountability property to the Internet architecture 
[And08].  This takes place with the replacement of IP addresses with a flat address 
structure, which identifies the administrative domain and the end node in a self-
certifying manner, that is, identifiers are basically hashes of public keys and in the pos-
session of the administrative domain and the end node, respectively. The self-certifying 
nature of the identifier is used in the attachment procedure, which requires a separate 
verification process with the access point during which the node proves that it is in pos-
session of the private key corresponding to the used public key. Naturally, such long 
term vision has deployment challenges. The same is true for other novel information 
centric architecture proposals, which rely on flat, self-certifying identifiers (for exam-
ple, RTFM architecture [Sär08]).  

TrueIP is a proposal, which does not include such a disruptive approach and instead 
suggests employing Identity Based Cryptography (IBC) to provide the proof of IP ad-
dress possession [Sch09]. The IP address is used as the private key, for which the secret 
parameters are provided by the infrastructure and the corresponding public values need 
to be distributed to the recipients, as in typical IBC systems [Bon01]. Thus, the client is 
not truly in possession of its address, but has been delegated the right to use it. The ap-
proach is stateful and greater reliance on the infrastructure is needed, which also has to 
take care of the distribution of the secret value to the configuration provisioning points.    

3.5.5 Host identity based approaches for network attachment  

There are various proposals, which build their security on the existence of a host iden-
tity or other similar identity based on cryptographical properties, as can be seen from 
the previous discussion. The proponents of HIP especially expect that the future com-
munication setup involves a handshake step for authenticating one s host identity. Thus, 
every entity would be expected to be in possession of such an identity.  

HIP was proposed in the context of configuration provisioning already in [Hei04] and 
that work was further detailed in [P1]. This and the approach suggested in [Ark04b] 
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have evolved into various, more general network attachment protocol proposals, which 
take a holistic view to the whole attachment procedure. For instance, [Ark06] proposes 
how a HIP like attachment can provide a more efficient way to connect to the network 
and delegate signalling responsibility to the access devices. Similarly, [Kor07] suggests 
an enhanced attachment procedure for WLANs, based on the use of HIP. It also makes 
the observation that the performance of a solution, which provides the security on the 
network layer with HIP, is comparable to the case where the security is provided by the 
link layer functionalities, that is, the aforementioned 802.11i mechanisms. [Ark06] also 
demonstrates that quite many messages are needed for establishing IP connectivity (27 
in the given mobility example), hence the identity based approaches can be used to in-
crease the efficiency in terms of reducing roundtrips. As one can see from the previous 
Figure 3-2, the amount of roundtrips in WLANs is also considerable. [Rin06b] has a 
similar identity based approach, as well, and it suggests how a general Ambient Net-
work Attachment Protocol (ANAP) could be implemented in various different layers 
(basically on layers from 2 to 4). Even though it does not go very deep into the actual 
protocol details, so the relation to HIP is not so obvious.  However, it is worth noting 
that all of the above suggestions come within the ideas developed in the Ambient Net-
works EU project, hence it is understandable that there are similarities in the ap-
proaches. This is also close to the suggestions concerning the attachment procedure in 
information centric networks given in [Kjä09].  

In the previous proposals one has to naturally ask how deployable the suggested en-
hancements are. Completely revamping something well-established, like current 
WLAN, is not a feasible approach. For new link technologies, such efficient designs 
might be more easily attainable, as stated in [Ark06]. If, however, technologies like HIP 
take off, enhancements could be incrementally introduced as the building blocks would 
be readily available. Thus, the WLAN association phase could be kept as it is and HIP 
could be used as the main security component, as demonstrated by [Kor07]. Addition-
ally, other functionalities could be introduced by piggybacking them on top of HIP, for 
instance, EAP mechanisms could be used to provide support for a wide array of authen-
tication mechanisms.    

If we take a closer look at the configuration procedure and the mechanism proposed in 
[P1], we need to consider the discovery of proper configuration provisioning servers. In 
DHCP the case, where the server is on the same subnet, is somewhat straightforward 
because the broadcast (or multicast with IPv6) can be used to discover the parties. In 
case the server is not on the link, relaying agents need to be used and they may know 
the existence of a DHCP server through preconfiguration (like in centrally managed 
environments) or they need to broadcast the message onwards. If we are using the HIP-
based approach for the configuration provisioning, we have several alternatives for 
reaching the target server. Firstly, the client might know a suitable HIT for the server. 
This might be received during the link layer attachment step, for instance, in a beacon 
message of an 802.11 network. The HIT could also be a sort of service identifier, which 
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would function in anycast fashion and describe a type of service, such as configuration 
provisioning. This would be close to the information centric networking ideas pre-
sented, for instance, in projects like Publish-Subscribe Internet Routing Paradigm 
(PSIRP) and that could mean employment of Bloom filters [Blo70] to perform routing 
based on the identifier, that, the filter would indicate the link where the message is to be 
sent. Basically the filter could be learnt from the access point or the filters would be 
located in the routing nodes and the configuration resource would be indicated by a 
well-known identifier.  If we were to still retain our IP-based view point, also we would 
need overlay routing, that is, identity routing, for these kinds of identifiers. Host Identity 
Indirection Infrastructure (Hi3) [Nik04b] could provide one such possibility, as de-
scribed in [P1].  In other words, we would have HIP capable hosts, but the signalling 
messages would be traversing an identity based indirection layer. It is worth consider-
ing, though, whether the networking environment is dynamic enough to warrant such 
complex discovery procedures, for example, the size of access network may not be very 
large. After all, in the typical managed setup the access point is aware of the configura-
tion provisioning server.  

However, one should also notice that even though the described procedure could pro-
vide extended security for the configuration provisioning, the client, if DHCP configu-
ration steps were strictly followed, would still need to perform an ARP request (or du-
plicate address detection in IPv6) to check whether the address is usable. This might 
provide a venue for DoS. In IPv4 one natural approach would be the integration with 
previously mentioned TARP, but instead make a binding between the MAC and HIT. 
Naturally, an adversary could lie about its MAC already when communicating with the 
provisioning server providing the binding attestations, but this would mean that the ad-
versary were not able to freely spoof any MAC. It basically ought to know a specific 
MAC which to target. 

Previously mentioned CGA can be also used with the suggested method. In essence, the 
client could "outsource" the creation of the address to the server, which might have 
more computing power at its disposal. This procedure can take place when the server is 
in possession of the public key of the client, i.e., after the reception of an I2 message, 
and it is already aware of the used network prefix. The next message, R2, would provide 
the generated address as suggested in [P1]. While this approach benefits the computa-
tionally limited devices, one should still remember that in this setting the client is still 
expected to be able to perform public key operations. However, the real benefit would 
be the possibility to leave the duplicate address detection to the server, hence mitigating 
the effect of delays before the address can be taken into use. The server can keep track 
of the used addresses to avoid address collisions. In case there are multiple address pro-
visioning servers in the area, they can communicate directly without resorting to multi-
cast (assuming they belong to the same administrative domain and are aware of each 
other).   
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3.6 Authorisation aspects 

An important consideration about the various service usage scenarios is whether the 
entity in question has a legitimate right to use the service or whether the service pro-
vider is authorised to provide resources for consumption in a certain context. In other 
words, even though the client might be authenticated, is it also authorised to request 
configuration information and get connectivity service? Another way of asking it would 
be whether there is a promise of payment. Similarly one can ask whether the access 
router, for instance, is allowed to provide the network configuration it is advertising. 
This issue has been considered, for example, in the context of neighbour discovery 
[Ark05]. While we talk here about authorisation, the term capability has also been used, 
especially in the realm of software engineering for expressing the access rights to an 
object [Mul86][Bel76]. 

There are many techniques for presenting authorisations and quite often they involve 
tokens of different kinds as they provide more scalable solutions. In smaller environ-
ments, like homes, one could rely on access control lists (ACL), which define the rights 
for the authenticated identity. For instance, in our context, one could base the authorisa-
tion on a certain HIT, so that a preconfigured HIT is allowed to make the connection or 
access a certain service. In a similar manner one could use passwords in such environ-
ments, but they possess a weaker proof of possession characteristic than the HIT based 
scheme, as passwords can always be guessed or stolen, for instance, using social engi-
neering [Hei06]. One could also consider other stronger authentication services, like 
Kerberos tickets [Neu05]. It should be mentioned, though, that such Kerberos tickets 
could also include authorisation information, e.g., as is done in certain operating sys-
tems [Bre02]. This is based on the existence of a mutual shared secret, that is, secure 
envelopes are created and they can be exchanged between the known parties, albeit with 
limited accountability and easy delegation is not possible. Certain rights can also be 
based on past behaviour. For instance, in mobile IP one can use credit based authorisa-
tion, where the traffic with the new IP address is constrained by the amount of traffic 
exchanged with the old address [Ark07]. This basically tries to limit the amount of 
flooding that can be directed towards the yet unconfirmed new address. 

As discussed in [P2], token based approaches are more interesting for the identity based 
solutions as they can be bound to the used identities. One such technique is Security 
Assertion Markup Language (SAML), which can make XML based assertions about the 
characteristics of an entity [OAS05]. As they are XML based, they tend to be lengthy, 
therefore not very suitable for size constrained network level solutions, which prefer 
unfragmented packet processing. However, one can give short references, called arti-
facts, to indicate the location of the actual assertion. This basically requires contacting 
an additional server to download it, hence extending the two-party communication to 
involve three parties.  
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Certificates embody similar characteristics and come in various flavours. X.509 certifi-
cates [Coo08] are perhaps the best known and are extensively used, for instance, along-
side TLS to protect web sites. However, they are not necessarily the best choice for 
making authorisation statements because they concentrate more on entity authentication, 
that is, making a relationship between a name (a real world identity) and a key. There 
exists a separate profile though, which is more suited for binding different authorisa-
tions (attributes) to the identity. In this attribute certificate profile, the identity can be 
identified with a name, but it is also possible to provide it in the form of a hash of the 
public key of the holder of the attribute [Far10]. As the attribute certificate does not 
contain the public key, the two different certificates are expected to support each other, 
especially when noting that the lifetimes of authentications and authorisations can be 
different [Far10]. There is another similar profile for proxy certificates, which are in-
tended for delegation, but they also overlap in functionality with attribute certificates 
[Tue04]. 

Simple Public Key Infrastructure (SPKI) certificates also resemble attribute certificates 
in their usage, but provide a less strict structure [Ell99]. In fact, as [Ell99] demonstrates, 
all the specifications have never been finished within IETF. Therefore, they can be used 
quite flexibly, albeit with questionable interoperability, and they have gained more 
popularity within the research domain, such as grids [Lag05]. Also, there are already 
well-established business models around X.509 certificates, i.e., there is less incentive 
for the stakeholders to promote alternatives. The security implication of this has been 
underlined by the events lately, which have portrayed less than diligent procedures for 
entity certification enrolment [Hal11]. 

[Ero04] observes relevance of payments to authorisations. Thus, one can also consider 
different kinds of electronic money approaches for making authorisations. After all, in 
essence, the resource provider is mainly interested in getting reasonable compensation 
for the resource usage. This can require a rather extensive infrastructure, which takes 
care of issuing electronic money tokens and arbitrating between the parties wishing to 
engage in a commercial transaction. The ease of copying electronic information sets its 
own difficulties for such a system, so that double spending and undue compensation 
claims can be prevented. On the other hand, one can also see this as a risk management 
problem such as depicted in [Bla02]. Much like in credit card business there is a risk 
involved, but with careful design and management it can be mitigated to an acceptable 
level. We come to these points in the next chapter about non-repudiation, even though 
we are not going to delve deep into the whole ecosystem of digital cash, we just briefly 
mention the possibility of using microchecks as authorisation tokens, that is, the ones 
employing KeyNote credentials [Bla02].  



 3. Network attachment 37 

3.7 Analysis of identity based approach 

If we reflect on the properties of the suggested host identity based approach in this 
chapter, it should be evident that much of the security is based on the security of HIP 
and the provided configuration information enjoys the same level of protection as the 
normal HIP packet [Mos08]. As such it provides DoS protection through the puzzle 
scheme for the server (Responder), which in our case can be seen as more important 
than the protection of the client (Initiator), because the server providing configurations 
is a more attractive target for an attack as it is more likely that the service is provided by 
a company or other business entity, which has economic interests at stake. Of course, it 
is still possible to try to use flooding to render it inoperational. The use of indirection 
infrastructure helps to mitigate this threat, but, as suggested by the HIP specification, 
the Responder should also protect itself by dropping similar I1 messages. One may 
question though how to detect similar messages, if no state is stored. The client should 
also avoid R1 storms, i.e., a large amount of simultaneous R1 messages, by checking 
that it actually has sent the corresponding I1, otherwise it could end up spending its time 
solving puzzles.  

The client may face the threat of bogus servers, unless the server provides a statement, 
which authorises it to provide the configuration. In a wireless environment this could 
result, for example, in a case where the malicious server connects legitimately to the 
infrastructure, but makes the client pay for the access provided some dynamic compen-
sation scheme is used, that is, the malicious server pays for its own access, but also 
charges the client for the access it provides. Another thing is whether this can be seen as 
a legitimate ad-hoc setting, where a more powerful node provides connections through 
itself to computationally limited nodes perhaps using some short range radio link, like 
Bluetooth. Generally, as in any HIP exchange, if no authentication or authorisation to-
kens by a TTP are used or the HITs are not otherwise known, the communication is 
subject to the threat of MitM. Lack of authorisation on the other hand, enables authentic 
parties to perform various attacks, like traffic rerouting, if mobility procedures, like mo-
bile IP, are in use. One should note, though, the benefit of having better than nothing 
security to defeat the most casual passive attacks. 

A malicious server could try to replay old R1 messages which contain some relatively 
static configuration information, but the client is able to detect this based on the puzzle 
generation counter coming from the legitimate server. The attacker could try to destroy 
the legitimate R1 messages in order to prevent the client from learning the current 
counter value, but this would not get the attacker any further than a typical DoS attack. 
The malicious client, on the other hand, may try to deplete the DHCP server of its re-
sources, like available IP addresses, by continuously requesting new addresses. In order 
to do this, it would have to go through the HIP handshake procedure, which in itself is 
time consuming. Additionally, it would need to generate a large number of host identi-
ties or else the server would be able to detect the excessive requests. In case the host 



38 3. Network attachment  

identity remains the same, the excessive I2 messages can be filtered, in a case where the 
attacker first solves the puzzle and then sends messages containing invalid signatures 
with the aim of making the server waste its computational resources. The server should 
notice that the same identity has already provided a solution to the same puzzle. The 
server is also able to detect if the client tries to use replays of old I2 messages to request 
addresses, because the puzzles are likely to be too old. Naturally, when the server no-
tices that it is under attack, it can increase the puzzle difficulty. 

Privacy of the client is protected through the mechanism offered by HIP, that is, the 
possibility to encrypt the public key of Initiator. Although, as [Aur05b] states, this iden-
tity protection is ineffective if it is possible to run the exchange in the other direction as 
well and make the client assume the role of Responder, thus revealing its identity. Also, 
the identity is revealed to the server, so multiple servers could collude and track the cli-
ent. The public key can be ephemeral, so that it is possible to discard it after a short pe-
riod of time. This also changes the HIT, which otherwise could be used to track the cli-
ent. Even if the key is temporary in nature, authorisation statements can be easily bound 
to it, thus promoting the decoupling of authentication and authorisation, that is, it is 
more important what actions are allowed to you instead of who you are. Such decoup-
ling is also valid for permanent identifiers, even though the privacy concerns are more 
protruding depending how readily the information connecting authorisation, the key, 
and the name is available.  

Here, one could also note the benefits of delegation, i.e., one could delegate authorisa-
tions and signalling tasks (or even pay on behalf of others) to other entities, when it is 
easy to bind such statements to an identifier used in another context. In case privacy is 
desired, the different identifiers need to be unlinkable to an outside observer. Thus, one 
needs to be able to convey the delegation statements in such a fashion that the identity 
of the delegator is not leaked, that is, confidentiality needs to be provided.  

The parties would have to wait for the exchange to be complete and then communicate 
using ESP protected traffic, HIP UPDATE packets or use some additional payloads 
after the HIP header, in case the size of HIP parameters got too large. An alternative, 
which did not expect the parties to run full base exchange, would be the use of the HIP 
DATA mechanism described in [Cam11]. This could basically serve the same function-
ality as the authentication option found in DHCP [Dro01]. This does not make it possi-
ble to provide confidentiality to the configuration messages, but it can be used to pro-
vide integrity protection by including the hash of payload to the signature calculation. 
Note that even though it would be nice to use ESP protected traffic at this point, I2 can-
not yet carry such payloads due to the fact that the Initiator does not know which SPI 
the Responder has chosen for itself [Jok08]. Also, lengthy packets may result in packet 
fragmentation, so the reassembly at the end points needs to be adequately resistant 
against DoS attacks that may result from this. 



 3. Network attachment 39 

The nodes acting as relay servers do not function other than as forwarding servers. 
Therefore, they can only prevent the traffic or forward it to the wrong hosts. They are 
not able to modify the message, because they are protected by signatures. Also, they 
cannot claim to own the HIT of the other party, because they are unable to prove the 
possession of the relevant public key pair, unless they can break the key. Similarly, the 
relay server cannot inject additional packets, which could contain false configuration. If 
the parties do not have authenticity information about the HITs, the relay server could 
act as MitM. This can be prevented, if the parties are in possession of the authorisation 
information, as discussed earlier. 

To summarise, the proposal is able to natively provide confidentiality, integrity and key 
management services. Even though the confidentiality of typical DHCP configurations 
may not have much value currently, the evolving network scenarios might prove differ-
ently in the future. The proposal also helps to mitigate the DoS attacks against the 
server. To some extent, the potential use of indirection infrastructure can provide addi-
tional protection against a flooding attack both for the client and the server, even though 
the full benefits come from the wide scale deployment of such infrastructure that may 
not be that realistic. Active MitM attacks are a concern, but they can be prevented with 
the use of security tokens provided by a TTP. This includes authorisation information, 
which is suited for ephemeral identifiers in privacy sensitive scenarios. Explicit authori-
sation also brings more granularities to the rights management, thus granting only the 
required privileges, that is, the so called least privilege principle [May91]. The use of 
authorisation tokens may require additional message exchanges though, and therefore 
have performance impact, unless more drastic changes to the basic HIP specifications 
are devised. However, in the basic form, efficiency is increased as the amount of round-
trip exchanges can be reduced due the piggybacking of information on top of HIP hand-
shake messages.  

In this section we have seen many of the possibilities of host identities. Especially when 
we reflect on the requirements given in Section 3.4, we can see the benefits host identi-
ties provide for enhancing the security of the configuration provisioning, as summarised 
in the previous paragraph. More importantly, they enable secure naming, which allows 
binding of actions and attributes to the correct entities, hence mitigating the threats re-
sulting from identity spoofing.  
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4. NON-REPUDIATION 

4.1 Introduction 

Certain transactions have the requirement that parties should not be able to deny, that is, 
non-repudiate, their involvement in the transaction. This could relate, for instance, to 
electronic commerce, where there is clear incentive to make sure that one party has paid 
and the other party has delivered the goods. A contract signing is also a traditional ex-
ample: The participants prove with their signatures that they have seen the contract and 
approved it. 

From the communication perspective, the transactions can take place either directly be-
tween the parties, the sender and the recipient, or with the help of a third party, delivery 
authority or agent [Zho96b]. The delivery authority, if such exists, is responsible for 
accepting incoming messages for forwarding to the correct recipient. An HTTP transac-
tion between a browser and the web server can be said to be direct, but it is also possible 
to introduce a proxy element to act on behalf of the client. Another common example of 
delivery authority would be the use of mail transfer agents [Kle08]. Thus, there is a cer-
tain amount of trust to these third parties to deliver the messages. 

The delivery authority can be viewed as an inline trusted third party, although a trusted 
third party (TTP) can also participate in the protocol without being involved in every 
message exchange. Based on the activity level of the TTP, it can be seen working either 
online or offline [Lou00]. That is, the TTP either actively participates in the protocol or 
is only required at the time of dispute. Offline TTPs could also be included in tasks like 
preregistration or other preconfiguration steps. [Kre02] additionally defines neutral and 
transparent characteristics for TTPs. A neutral TTP does not need to possess the knowl-
edge of the information exchanged and a transparent TTP, if it is needed, produces evi-
dence, which is indistinguishable from the evidence created by the participants. How-
ever, the TTP should be careful of what sort of operations it applies to data, which it 
does not know anything about. For instance, [Yan03] uses the public key of the TTP to 
encrypt the session key and it is expected that the TTP decrypts it before transmitting 
the key to the other party. If the process is automated and the TTP just blindly uses its 
private key to decrypt the given data, this could be clearly used against the TTPs and 
make it reveal confidential data. [Gur05] also shows how TTP can be tricked into de-
crypting data by reusing the encrypted data in a different transaction, i.e., the used secret 
key is not properly bound to the context.  
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As already indicated, TTPs can have several roles. Such roles include Certificate Au-
thority (CA), notary, delivery authority, and adjudicator [Zho96b]. CA can provide au-
thenticity and validity to the used keys and a notary can be used to provide assurance to 
the used evidence, which can also include timestamp service. An adjudicator is gener-
ally used in the case of disputes and it acts as a judge, which determines, based on the 
presented evidence, whether the non-repudiation policy was violated by either party. 

When there is a need to introduce non-repudiation to the message transfer, the following 
characteristic can be required [Zho96a]: 

 Non-repudiation of origin (NRO) 

 Non-repudiation of receipt (NRR) 

 Non-repudiation of submission (NRS) 

 Non-repudiation of delivery (NRD) 

NRO is intended to provide the proof that the sender has sent the message, thus it can-
not later deny sending it. Similarly, NRR prevents the receiver from denying the recep-
tion of the message. NRS and NRD are part of the actions of the delivery agent and 
prove that it has accepted the message for transmission and delivered the message, re-
spectively. In a sense one could think that within an indirect communication system, 
where the delivery system is considered to be trustworthy, just NRS and NRD are suffi-
cient. However, the communication links can be unreliable, thus there is no real guaran-
tee that the messages reach the intended recipient. Thus, in a typical direct communica-
tion model, NRO and NRR are more reasonable requirements to achieve accountability.  

4.2 Fairness 

Various ways of implementing a non-repudiation system can be devised, but it is an-
other question whether the system is fair to all parties. In other words, it should not dis-
criminate against a correctly behaving party [Aso98]. A simple exchange of signed 
messages is not fair in the sense that once the other party receives the signed message, 
that party can terminate the protocol, thus leaving the initiator without any evidence of 
the transaction.  Thus, in order to be fair, at the end of the protocol either both or neither 
of the parties should be in possession of expected items. Note that this might seem simi-
lar to the two generals problem used to illustrate coordination challenges in distributed 
communication [Gra78], but the difference is that whether the parties are also able to 
assure an external party about the course of events rather than just assuring themselves 
that the other party has indeed received the message.  

While fairness could also be implemented between just two parties using, for example, 
gradual exchange of a secret, such as in [Blu83], those mechanisms generally are not 
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considered very practical [Zho97a]. For instance, the exchange of a message might as-
sume similar computing powers or require as many messages as the length of the mes-
sage in bits, which is quite inefficient [Kre02]. Thus, for practical systems, one needs to 
consider the involvement of TTPs, as described above. 

Fairness can also be defined to have different levels of strongness. Asokan defines 
strong and weak fairness based on the characteristics of the protocol [Aso98]. Strong 
fairness is implemented wholly within the protocol, thus the correct run of the protocol 
ensures that the parties will receive the needed evidence or, if not, have not committed 
themselves to anything. Weak fairness, on the other hand, may require that in the case 
of a misbehaving party, say , the other party, say , has to contact an arbitrator, a third 
party, and show that  has received an item from , but  has received nothing. Thus,  
can receive the missing item from the third party or some other actions, for instance, 
legal actions can be taken against . [Gär99] defines an additional level between the 
two: The eventually strong fairness depends on additional assumptions about the par-
ticipants, so that some state can be eventually imposed on a participant. A trusted com-
puting platform might be one such assumption. [Kre02] defines true fairness, which in 
addition to strong fairness expects that the evidence is not dependant on the protocol 
execution. For instance, when looking at the evidence, one cannot tell whether the TTP 
participated in evidence generation or not. Thus, one could see this as a method of not 
casting undue doubt on a party, when the original evidence was lost, e.g., due to faulty 
network connections and the similar information was forced to be fetched from the TTP. 
[Kre02] additionally considers probabilistic fairness, in which the fairness of the out-
come is based on probabilities. Naturally, one may question what the validity of such a 
solution would be when contested in court, for example.    

One additional aspect of fairness is the timeliness. It relates to the proper and fair termi-
nation of the protocol and the possibility to do this in finite time [Aso98]. For instance, 
the protocol in [Zho96a] expects the participants to fetch the final confirmations of the 
exchange from the TTP at the end of the protocol. From a practical viewpoint, it is not 
clear how long these confirmations should then be available. As [Kre02] states, the pro-
tocols should not put a participant in a situation where the protocol session is open for 
an indefinite amount of time. In other words, the termination point of the protocol is 
unclear. This has a clear relationship to DoS considerations as well, because the in-
vested communication resources should be released within a reasonable amount of time. 
Timeliness can also be related to liveness, which states that a programme eventually 
enters a desirable state, that is, something "good" will happen [Owi82]. However, it 
could be stated that the fairness also includes the safety property, that is, something 
"bad" will not happen [Owi82]. This emphasises the fact that even though the full ex-
change has not taken place, i.e., it was terminated prematurely, neither party has the 
upper hand in terms of possessing evidence.   
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4.3 Evidence and accounting 

The previous discussion mentions the need to have evidence to prove the participation 
in the transaction and ensure the fairness of it. This evidence has to be such that, along 
with undeniable validity, the origin and integrity of it is verifiable by a third party 
[Zho97b]. Thus, evidence is the central piece of non-repudiation.  In fact, it can be 
stated that the very goal of non-repudiation is to collect, maintain, make available, and 
validate irrefutable evidence, which can also be seen from the different stages in the 
process of non-repudiation [Her95]: 

 Evidence generation 

 Evidence transfer, storage, and retrieval 

 Evidence verification 

 Dispute resolution or arbitration 

Evidence is generated along the protocol run. A piece of data signed with a private key 
of a user can be seen as generation of evidence of origin and integrity. Alternatively, 
there could be a TTP, which would generate the evidence on behalf of the user. This 
does not necessarily need to involve public key cryptography, but could be done with a 
secret key known only to the third party, in other words, a secure envelope would be 
created [Zho97b]. Once the evidence is generated, the accountability, that is, the asso-
ciation between the originator and the object or actions [Kai96], can be established. 

Evidence needs to be transferred between different parties and stored accordingly. This 
could also be referred to as accounting, even though it has a general interpretation of 
resource consumption tracking and collection without requirement for non-repudiation 
per se [Abo00]. Storage of evidence brings forth traditional IT problems. For instance, 
how to make sure that evidence is not lost due to node crash or failure. Also, there 
might be some legal requirements as to how long to store the data. 

Evidence needs to be verified in order to gain certainty that the received piece of data 
can indeed act as evidence. Thus, this will provide the confidence that the data in ques-
tion can be presented in dispute resolution. A verification step can also be expected to 
check whether the evidence has been generated at the time of occurrence, i.e., it has 
proper timestamps in it. Generally, one could use a notary to produce timestamps, but as 
[Lou00] observes, this kind of timestamp still only tells that the notarised message was 
transmitted after the said time, not necessarily at that time. So, for instance, delaying the 
sending of a message that has an expiration time might leave the receiving party in an 
unfair position when trying to present the message to a third party, because the third 
party might consider the message expired. Revocation of keys can also affect the valid-
ity of evidence, e.g., whether a signing key was valid at the time of signature. It is worth 
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noting that an unscrupulous party might even try to revoke his own keys at a suitable 
instant in order to be able to make a claim that the evidence is not valid. [Zho99b] sug-
gests using long and short term keys, where only long term ones are revocable and 
transaction signing is delegated to short term keys. The reasoning here is that the risk of 
having compromised keys is manageable within a short timeframe. Also, the extra bur-
den of making revocation checks on high volume transactions may outweigh the bene-
fits, especially when the transactions have low risk and value.  

Dispute resolution takes care of the conflicting view the participants might have about 
the run of the protocol. This requires a third party, an adjudicator or a judge, which will 
assess the presented evidence and decide if a party has not been honouring the protocol. 
While the evidence might be technical, the process might be non-technical, that is, it 
might involve legal procedures. However, it is another thing whether the legal system 
conforms to the technical expectations and is able to digest the presented information 
[And94] or even trust the presented evidence [Bra10]. One can also ask whether the 
legal system believes the trusted party. 

As mentioned above, accounting is part of the evidence handling. There are various 
accounting protocols which have been developed to keep track of the consumed re-
sources and also to provide authentication and authorisation properties, i.e., to provide 
the "three A s". RADIUS [Rig00] is perhaps the most widely used AAA protocol and 
provides good toolkit support, whereas its successor, Diameter [Cal03], has been enjoy-
ing success mainly in the cellular core networks, especially in the 3rd Generation Part-
nership Project (3GPP) context. It would also be possible to employ Common Open 
Policy Service (COPS) [Dur00] and Simple Network Management Protocol (SNMP) 
[Har02] to a certain degree [Mit01], even though originally they are not meant for au-
thenticating end users.  

As accounting protocols can be used to transport the reports of the resource consump-
tion, they can also be used to transport the actual evidence related to this consumption. 
It naturally has to retain the accountability property of the evidence, so that it can be 
traced to the correct entity. From a practical point of view, the evidence should be easily 
transportable. For instance, relaying information about every packet is not really feasi-
ble. On the other hand, if the evidence is created just once per transaction, it leaves a 
larger timeframe for misbehaviour. It is better to try to have a granular approach, which 
provides incremental evidence over a certain interval, which could be time or volume 
based. Hash chains [Lam81] are especially suited for this kind of incremental approach, 
because at the time of accounting, one only needs to transport the first and last value of 
the chain and the amount of values can be calculated from those two. The idea behind 
hash chains is depicted in Figure 4-1. Additionally, they are computationally easier to 
verify, compared to public cryptography signatures.  
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4.4 Non-repudiation protocol examples 

An often cited fair non-repudiation protocol is the one proposed by Zhou and Gollmann 
[Zho96a], depicted in Figure 4-2. In it the parties commit themselves to the transaction 
by exchanging signed receipts, which do not yet reveal the messages themselves. In 
essence, this means that the encrypted version of the message is exchanged. The fair-
ness is ensured with the help of a third party, which will provide the encryption key to 
the message. Thus, in case the originator has released the key to the TTP, the recipient 
is able to access the message. In case of incomplete transaction, the recipient is just 
committed to the encrypted message and the TTP notes that the key has not been sub-
mitted. However, as pointed out by [Lou00], this does not take into account the practical 
aspects, such as how long the key should be available and whether the participants can 
actually receive the final messages in case of network failures. So, even though a proto-
col might look nice from the theoretical perspective and assume things like reliable 
transport, it is another thing whether it is practical to implement it. To be fair, [Zho96a] 
also suggests modifying the original protocol by including time limits to the protocol, 
but this can introduce new problems [Lou00]. TTP is, for instance, able to read the mes-
sages, because it still retains the possession of the key. 

As the discussions in the previous sections have suggested, the TTP is central to the 
practical, fair non-repudiation systems. However, for performance reasons, one should 
carefully consider the involvement of TTP in the actual protocol. In this respect, the 
exchange could be optimistic, as suggested by [Aso00], so that the TTP is only con-
tacted if something goes wrong and additional steps are executed to resolve the disputes 
or abort the protocol run. Zhou and Gollmann have also suggested an enhanced version 
of their protocol to reduce the involvement of the TTP to such that it is only needed, if it 
suspected that something went wrong [Zho97a], although it still might be problematic to 
execute the conflict resolution with the TTP in time, as noted by [Lou00]. Unfairness 
could also be introduced by running several kinds of similar exchanges, if the separation 

 

Figure 4-1. Creation of a hash chain from a secret seed value using a hash function H 



 4. Non-repudiation 47 

of different exchanges is not sufficient, that is, the message receipt from a previous ex-
change can be applied to a later one [Gur03].    

 

Figure 4-2.  A fair non-repudiation protocol by Zhou and Gollmann for ensuring the exchange of a 
message and the corresponding acknowledgement [Zho96a] 

Another aspect is the nature of data, which is to be non-repudiable. For instance, the 
above protocols basically consider individual messages or goods. On the other hand, the 
parties might be trying to sign a contract, for which they first ought to agree on the 
terms of the contract and then sign the actual contract itself [Rui06]. The previous ap-
proaches do not, however, really consider packet based data. After all, it would be quite 
inefficient to run the non-repudiation protocol for each packet, as noted earlier. Thus, 
one also needs to consider the granularity aspects of the data. Naturally, on the other 
end, previously mentioned gradual exchange of secrets, where bit by bit communication 
is already too granular for most applications.  

A step in this direction is taken in the approach suggested in [Zho98], where the authors 
propose a system to provide non-repudiation of the calls a user makes in a GSM envi-
ronment. It takes advantage of hash chains to produce evidence in a granular fashion, 
that is, the continuous submission of hash chain values is tied to the length of the ser-
vice usage, much like in [P3]. It also involves a registration step with the home network, 
which is responsible for authorising the user, based on the shared secret between the 
home and visited networks. The same authors also consider the hash chain approach for 
web based video service [Zho99a]. 

A similar hash chain based approach has also been suggested for WLANs [Bla03], 
which also points out the importance of considering risk management alongside fraud 
prevention. In a sense, this kind of approach can be viewed as micropayment and simi-
larities to the Payword concept presented in [Riv96] can be observed.  They also argue 
that losing "a nickel" is acceptable for an ordinary user. [Tse04] also proposed to use 
hash chains to enable secure billing in a wireless environment, but that work concen-
trates on the authentication of the service request and does not really provide granularity 

 

A

TTP

B
1. B, L, C, NRO

4. A, B, L, K

2. A, L, NRR

3. B, L, K

5. A, B, L, K

LEGEND:

A = originator of message
B = recipient
TTP = trusted third party
M = message to be exchanged
L = label for protocol run
K = message key
C = message M ciphered with K
NRO = signed by A
NRR = signed by B



48 4. Non-repudiation  

beyond a service request. [Im08] suggested hash chains for undeniable billing in a wire-
less environment, but as the scheme requires always connecting the home network and a 
separate endorsement entity for billing commitments with which the user shares a se-
cret, it requires multiple roundtrips and does not provide true non-repudiation, because 
the endorsement entity could create billing records on behalf of the user. [Li09] targets 
GSM with a similar approach and has only a single entity in the home domain, but as it 
relies on a shared secret, it could also lead to situations, where evidence was not really 
generated by the user. This is an extra complication, when the evidence is presented to 
an external adjudicator and it has to trust the "trusted" third party as well. So, one 
should note the difference between the role of the TTP as an evidence generator or as 
the ensurer of fairness. 

[Tew03] presents a micropayment solution employing hash chains to be applied for ad-
hoc network packet routing, although it requires preliminary endorsement for the pay-
ment tokens from a broker and the provision of smart cards for the nodes in order to 
avoid double spending. It also suggests the possibility of using hash chain trees instead 
of individual hash chains. This way it is possible to save on the storage requirements at 
the expense of computing power, that is, multiple chains can be created from a single 
stored anchor value. However, in order to be energy efficient and considering the avail-
ability of cheap storage, nowadays in most mobile platforms one wants to reduce the 
amount of computations in order to extend battery life. One should remember, though, 
that often wireless communication is the most significant contributor to energy con-
sumption [Rag04].    

4.5 Practical aspects 

While there are many protocols which suggest various ways to ensure the non-
repudiation, like the ones briefly mentioned above, it is another thing how practical they 
are in the real networking environment. One aspect might be the need to have assured 
transport, that is, no packets get lost. One could argue that TCP will do just this, but 
some applications might be working over UDP or devising their own solution over IP. 
Thus, in some cases the loss of packets could cast a shadow of doubt over the honesty of 
the parties. For instance, in the above case, where the keys or evidence are retrieved 
from the TTP within a certain deadline, fairness would suffer from deliberately induced 
network failures. 

Perhaps a more profound question relates to the security of the communication. Are 
there really guarantees about the authenticity of the parties? For instance, the partici-
pants might be named with such strings as A and B. This does not yet tell much about 
how these relate to real world entities, which have the real capability to pay their bills. 
One could use signatures based on public key based identities, but still one needs to 
have some sort of binding to the real entities. This is where the trusted third parties, 
such as telecom operators, usually enter the picture. The confidentiality of the commu-
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nication might also be needed, for instance, to hide the nature of goods or the amount of 
payment exchanged. Thus, the users might wish to preserve their privacy and prevent 
others from learning their purchasing habits or what sort of content they access. A typi-
cal response might be that IPsec will solve the issue, but this really does not say how it 
should be done. IPsec does not just "happen", it requires configuration steps, in which 
proper keys are exchanged and the trustworthiness of the parties is ensured, i.e., the 
aforementioned authenticity problem.  

[P3] presents how this problem space can be approached by integrating the non-
repudiation solution to a key exchange and identity establishment protocol, i.e., HIP. 
The approach suggested in [P3] also takes into account the possibility to have privacy 
protection, at least towards the external observers. This basically requires delegation to 
an ephemeral identity, which is responsible for representing the party of the transaction. 
In a sense, this has similarities to the proposal mentioned above, which suggests em-
ploying long term revocable and short term irrevocable certificates, even though the 
motivation for this proposal was evidence validity rather than privacy [Zho99b]. In such 
mutual communication involving real world effects, like charging, the other party ought 
to gain certainty about the trustworthiness of the used identity or that there is a party 
who will pay the bills. If the TTP were involved in the transaction, it might be enough 
to provide suitable assurance. However, it depends on the nature of the transaction as to 
whether one wants to contact the TTP every time. It is partly a question of performance 
due to added roundtrips, but it also may not be in the interest of the TTP to be contacted 
frequently, because it is likely to make it more expensive to run the TTP functionalities 
and the TTP could easily become a bottleneck. On the other hand, it might also be so 
that the TTP is actually a party, which provides identity management services and 
charges for each transaction, such as authentication. Thus, it would be preferable that 
the TTP is contacted as few times as possible and most of the interaction takes place just 
between the parties, as suggested by [P3].  

Typically, at the time of initial network attachment, the service provider might have the 
strongest incentive to contact the TTP to get real-time confirmation of the validity status 
of the user. This kind of approach is described in [P4], which also provides a practical 
way of transporting the evidence of the service usage to the TTP for clearing. Similar 
ideas were also described in [Hei05], which introduces additional roundtrips and does 
not consider the practical aspects of accounting exchange that extensively, but provides 
the home network endorsement to various kinds of services with different kinds of 
charging policies. Both proposals then rely on the hash chains approach to provide the 
granular service usage solution. The former proposal, however, is more flexible in its 
approach as there is no need to contact the home operator every time. After all, one 
could expect that the majority of the transactions are honest, especially in high volume 
services, so the overall burden is smaller, when only certain transactions, based on the 
risk management policies, are deemed to require stronger assurance. The former pro-
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posal also allows one to take advantage of RADIUS roaming infrastructures, when the 
user name is presented, for example, with the format HIT@operator.com. 

The online consent from the TTP also relates to the revocation concerns. This is espe-
cially relevant when it comes to issues like key compromise. The suggested method of 
having short lived authorisations from the TTP is not fool-proof, but it has performance 
benefits over online methods, which require contacting a separate revocation service 
every time. It is worth noting that it is basically up to the service, as to what degree one 
needs liability guarantees. After all, the employed identities are self-certifying in the 
sense that authenticity and the origin can be checked by relying on the cryptographic 
properties of the identities themselves, without contacting any external infrastructure. 

The above consideration also leads to the question of whether there are enough incen-
tives for different parties to deploy a system, which provides non-repudiation. From the 
TTP or home operator perspective it is a question of how much more additional invest-
ments are needed and what the added benefit is. While from the business point of view 
it is possible to make a decision that the risks are already at an acceptable level and the 
current risk management techniques are sufficient, one might ask whether this is the 
case when the dynamism in network interaction increases. This dynamism relates to the 
ambient networking setting, which suggests that even small players can assume the role 
of the operator and interact with other operators in the same way as the current incum-
bent operators interact with each other through static arrangements [Nie05]. It is likely 
that incumbent operators do not wish to embrace this kind of development, which would 
mean increased competition. Thus, regulatory actions would be needed [Mar07]. If we 
assume that this kind of development takes place, then there is greater incentive for the 
operators to also protect themselves and their customers from potential rogue operators. 
Likewise, the smaller operators want to be in possession of concrete evidence of their 
service provisioning, in case the users try to avoid their bills by making claims of unau-
thorised charges. Such claims can exist even now in the credit card industry, when so 
called charge-back mechanisms are used and the customer denies ever having made the 
credit card transaction [Del09]. 

From the migration point of view, naturally it is always challenging to introduce new 
functionality. Thus, the solution should be easily deployable. If the solution is working 
on higher application layers and over existing platforms, it is easier to deploy, for in-
stance, by relying on a combination of HTTP and TLS. However, a more general solu-
tion would work on lower layers. If the future networks were to embrace HIP as a stan-
dard solution, then the proposal in [P4] would provide quite a natural approach. Migra-
tion to HIP provides its own challenges though, as it touches the network stack and its 
widespread adoption is still years away.   
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4.6 Identity based approach for non-repudiation and  
accounting 

The identity based approach allows us to consider the whole non-repudiation scenario 
from a holistic perspective, so that we are not just considering the exchange of undeni-
able evidence, but also how it relates to real communication protocols and the entities 
involved in the transaction. HIP provides a natural communication framework for iden-
tity based accounting solutions, even though there are also other major benefits com-
pared to other approaches relating to mobility enhancements and DoS mitigation. After 
all, one could envisage devising similar solutions, for instance, by employing modified 
versions of protocols such as IKEv2 [Kau10] and TLS [Die08]. IKEv2 with IPsec 
would result in a similar kind of solution, and even though TLS, being on a higher layer, 
would allow more natural session separation, traffic selectors in IKEv2 can be used to 
differentiate between different kinds of traffic flows.  

Introduction of non-repudiation properties to TLS would basically require the definition 
of a new subprotocol for the negotiation step and the signalling subprotocol for ex-
changing the evidence, that is, protocols running on top of TLS record protocol. One 
could, of course, instead modify the basic handshake protocol to include those function-
alities in order to save roundtrips, but from the modularity perspective it would be better 
to define new subprotocols. Also, even though [Kau10] defines an extension mechanism 
for TLS, it is not as flexible as the one with, e.g., HIP. It is worth noting that this kind of 
approach also deviates from the most common way of using TLS, in other words, 
nowadays basically only the server is providing a certificate and the exchanged mes-
sages do not use signatures. Hence, the modified protocol ought to ensure that there is a 
binding between the used identities in the non-repudiation negotiation and the traffic.  

In IKEv2 the choices are basically the same: integrate with an initial handshake or de-
vise an extension approach. The latter approach is more straightforward as one could 
define a new child Security Association (SA) for non-repudiation functionality negotia-
tion and use a notification mechanism to transport the evidence tokens. It would also 
decouple signalling and data traffic more clearly than the TLS alternative. It is worth 
noting, though, that this contradicts one of the original design criteria of IKEv2, i.e., 
plausible deniability [Hof02]. In other words, a party is supposed to be able to deny its 
involvement in an exchange with another party.  

From the migration and deployment points of view, the previous two are actually better 
choices, because, as mentioned, HIP is not a widespread solution as of yet. However, it 
is still worth remembering that interoperability with non-supporting implementations 
could suffer, if the legacy ones could not handle well the new parameter and payload 
types defined for TLS and IKEv2. Other application layer solutions could be devised as 
well, but they would be application specific.    
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As already discussed in the previous chapter, there are also some other research initia-
tives to introduce stronger accountability to the inter-networking level, such as PLA, 
CGA, and AIP. They, however, concentrate more on the accountability and authenticity 
of origin aspects of IP packets rather than accounting and usage reporting. Thus, the 
mechanisms are not so usable when it comes to presenting evidence to a third party. In 
addition, AIP suggests a disruptive architectural change to the Internet addressing by 
using flat, self-certifying identifiers as addresses. CGA and PLA, on the other hand, 
could cooperate with the HIP based approach in IPv6 networks. For instance, [Lag10] 
suggests such coexistence of PLA and HIP. There also exists a HIP based proposal in 
[Hee09], which suggests including hash chain tokens to IPsec packets to enable per-
packet authorisation for the benefit of middleboxes. 

Thus, HIP can be made middlebox friendly in order to allow in-path devices to act upon 
the traffic. For instance, when a firewall notices that there is no more payment for the 
service, it can then close the corresponding ports. In addition, the schemes described in 
[P3] and [P4] demonstrate how the different parts of the service interaction can be 
strongly bound to the used identities. Firstly, the identities are derived from the public 
keys of the participants. Secondly, the handshake procedure authenticates the identities 
and the integrated negotiation step messages are signed with these respective identities. 
The hash anchor is also part of the signed data, thus the stream of evidence tokens is 
bound to the identity in question. Thus, when a customer submits a hash chain token as 
evidence at agreed intervals, there is a certainty about the identity, to which the evi-
dence is bound. In addition, as the handshake derives session keys, the client can trace 
the protected service traffic to the correct service provider. 

However, it should be evident that this approach does not guarantee strong fairness. 
Strictly speaking, it is not even weak fairness as it is not completely symmetric, when it 
comes to gaining evidence. The service provider has the advantage, because he has the 
evidence (tokens), which can be presented to an adjudicator (which we assume to be the 
home operator of the service consumer) in order to ascertain correct payment. The cus-
tomer does not have such evidence, unless he wants to record all the traffic exchanged 
with the service provider. However, if it were desired, such evidence could be included 
in the acknowledgement packets, which would transfer hash chain values separately 
bound to the service provider. For a typical use case this might not be needed, but one 
could employ this kind of setting to prove that a certain amount of service has been 
used, for instance, to show that a commercial has been viewed, which in turn could 
function as   

It is worth noting, though, that the scheme still allows dispute of at least one unit. In any 
case, we rather say our scheme implements accounting fairness, because the customer 
validates the correctness of the service as it is used. In other words, as long as the ser-
vice is provided correctly, the customer knows that he is accounted fairly. Naturally, 
this approach is mainly suited to services, which can be easily sliced into small units. As 
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we are only interested in creating accounting evidence instead of more complex issues 
of micropayments, we skip the problems of double spending and unauthorised coin gen-
eration. In this respect, one can consider the exchanged items in our approach to be 
idempotent, that is, possessing the item once does not differ from receiving the item 
multiple times [Aso98].  Of course, if the service provider can break the hash function, 
he is then able to generate additional evidence tokens, at least to the end of the chain. 
However, if the hash function is assumed to be secure and the value of a single token is 
expected to be small, then this is not really feasible to do.  
  



54 4. Non-repudiation  

 

 



 55 55  

5. IP MULTIMEDIA SUBSYSTEM 

5.1 Introduction 

While traditionally the telecom networks have concentrated on providing voice based 
services (calls), the proliferation of the Internet has shown the value of a wider array of 
rich services. Thus, the need for accessing these services, irrespective of time and place, 
has increased considerably and the wireless Internet is blooming. This has resulted in 
discussions about the convergence of different access methods, so that services could be 
provided in a seamless fashion. However, a tussle between the operators and service 
providers has emerged, since the operators are not content in just serving as bit pipes, 
but instead would like to get their share of high margin services. This is not entirely 
without justification as the service architectures have been quite diverse and especially 
flexible charging, traditionally a strong asset of the operators, has been problematic.  
From the other perspective, the operators have not been that forthcoming in relinquish-
ing their control of access services. In other words, the access services are mainly of-
fered by large operators which interact in static and inflexible ways.  

In this chapter, we take a look at one service architecture, IP Multimedia Subsystem 
(IMS), and discuss how it positions itself in the above context. It has been argued that it 
is just a desperate attempt of the operators to bring their "walled gardens" into the ser-
vice provisioning, but we try to investigate whether some enhancements to the contrary 
could be provided with the help of identity based approaches. This is especially relevant 
in the evolved ubiquitous networking environment where the relationships are expected 
to be more dynamic in contrast to the current static operator agreements. 

5.2 Benefits of IMS 

A common question regarding IMS is why one would need it, because basically one 
could use the Internet services in the wireless domain just using packet based access, 
which is already readily available. [Cam06] suggests that the answer lies in three fac-
tors: quality of service (QoS), charging, and integration of services. As typical Internet 
services are provided with the best effort quality, the high QoS is seen as an essential 
requirement for ensuring a good service experience, especially when dealing with a re-
source constrained environment and services with real time requirements, such as voice. 
However, one should also remember that the end user environment, like radio noise, 
cannot be completely controlled by the infrastructure and the end-to-end path may not 
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be in control of the same entity. Also, in core networks operators have seen overprovi-
sioning as a viable option to ensure the availability of bandwidth [Pra05]. One should 
not overlook the value of transcoding though to adapt, for example, media streams ac-
cording to the capabilities of the terminals in order to save resources. 

Charging is given as an incentive to be able to bill different services in a flexible way. It 
is true that the operators have been good in devising architectures to ensure billing even 
of small amounts, which is currently challenging in the Internet on the large scale. Cus-
tomers, however, have gotten used to the flat rate billing models of their Internet access 
and the suggestions that threaten net neutrality have been met with uproar. The opera-
tors are trying though to move back to models, which also take into account the usage, 
e.g., in the form of data packages. A cynic might claim that this is due to their unwill-
ingness to invest in the infrastructure. Such economic feasibility discussions are outside 
the scope of this work, but we note that dynamic cooperation, such as proposed by the 
Ambient Networks concept, can be an instrument for decreasing investment costs 
[Nie07].  

Perhaps the most interesting thing about IMS is the integration of the services aspect. It 
gives the possibility, at least in theory, to create services flexibly, without having to 
standardise them all like has been the traditional telecom approach. After all, interop-
erability has been an important factor between the operators. Thus, different kinds of 
services can be combined to create richer services, in the similar fashion of the Service 
Oriented Architecture (SOA) concept [Pap03]. Naturally, the key role of the IMS opera-
tor as the controller of service discovery and orchestration can still cause anxiety to the 
most vigorous proponents of Internet freedom. Still, with the advent of Long Term Evo-
lution (LTE) and the selection of IMS as the vehicle for voice and messaging [Low10], 
the significance of IMS is bound to increase in the future. 

5.3 Architecture 

From the IMS perspective, the communication system can be seen to be separated into 
three different layers or planes [Tar07]. The connectivity layer gives the basic commu-
nication capabilities, or transfer of IP packets, and IMS itself intends to be access agnos-
tic. The core functionalities of IMS take care of the next layer, i.e., control, and it in-
cludes the signalling exchange between the logical elements with the help of Session 
Initiation Protocol (SIP) to enable the various services and provide the session manage-
ment capabilities. In the service layer the various services and applications, such as 
presence, interact with the users using whatever transport services were negotiated. 
Thus, IMS is the enabler of services. 

An overview of the IMS architecture is given in Figure 5-1 (adapted from [Cam06]). It 
describes the entities and their relationships, even though not all of the elements are 
shown for the sake of simplicity. For instance, different media and transcoder elements 
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are left out. There are also elements responsible for charging and billing functions and 
they have connections to most of the other elements as well [32.260]. It is worth point-
ing out that even though the figure might show different nodes, they are actually func-
tions. Thus, IMS is about standardising functions instead of nodes, and the multiple 
functions could be co-located in a single physical node [Cam06].  

 

Figure 5-1. Simplified IMS architecture showing the most important logical parts and their connec-
tions (adapted from [Cam06]) 

The architecture consists of various Call Session Control Function (CSCF) elements, 
which are in essence SIP proxies and control the signalling flows. There are also user 
databases, most notably the Home Subscriber Server (HSS), which is responsible for 
storing subscriber related data, such as user profiles and authentication data. Some func-
tions are responsible for controlling access to other networks, such as the Breakout 
Gateway Control Function (BGCF) and Interconnection Border Control Function 
(IBCF), although their setup is also dependant on the policy and topology choices of the 
operator (such as, whether to introduce topology hiding [33.203]). From the application 
point of view, Application Servers (AS) are of great interest as they are responsible for 
implementing the service logic.    

Proxy CSCF (P-CSCF) provides the entry point to the IMS functionalities for the termi-
nal [23.228]. Thus, it is responsible for finding the next signalling contact point, which 
might be in the local or remote network. It also has to create a security association with 
the terminal, based upon the authentication procedure, to which it is a passive for-
warder. However, after the user authentication, it is responsible for including the au-
thenticated user identity to the SIP messages, that is, it asserts the user identity, even 
though it does so with no real integrity protection. P-CSCF also has the important func-
tionality to interact with the connectivity layer and ensure that relevant resources for 
service implementation are available. This takes place in cooperation with Gateway 
GPRS Support Node (GGSN), which is responsible for network level packet routing. 

Interrogating CSCF (I-CSCF) serves as an entry point to the core IMS network 
[23.228].   In some cases it can also work as an exit point, although IBCF has taken 
much of this role in newer specifications. The main role of I-CSCF is finding the correct 
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Serving CSCF (S-CSCF) to serve the user in question. This takes place with the help of 
HSS, which gives the address of the assigned S-CSCF.  

Serving CSCF (S-CSCF) performs most of the session control services of the user 
[23.228]. It is basically a SIP registrar as defined in SIP RFC [Ros02a] and it handles 
the registration of the user to the IMS network and maintains the binding between the 
public identity and the location of the user. All the signalling messages of the user travel 
through S-CSCF and it has the knowledge of what to do with them. It could forward 
them towards other networks or could decide, based on the profiles that certain AS can 
take care of the associated service request. It is also possible that there is a chain of 
ASes, which the request traverses in order to fulfil the requirements of the service. From 
the security perspective, S-CSCF has the important role of deciding about the authentic-
ity and authorisation of the user, based on the information received from HSS. 

5.4 Identity issues 

The user identification in the IMS is mainly done through the use of private and public 
identities [23.003]. The user has a private identity, preferably stored securely in a Uni-
versal Integrated Circuit Card (UICC), or smart card, even though strictly speaking it is 
contained in the IMS Subscriber Identity Module (ISIM) application within the card. 
The private identity is the one that uniquely identifies the user (or the subscription, 
rather) and gets authenticated during the registration process based on the shared secret 
available to the ISIM and the home network. The format follows Network Access Iden-
tifier (NAI) syntax, i.e., username@realm [Abo05]. The public identities of which the 
user can have one or several, get registered as active ones during the registration, and as 
SIP URIs are the ones that are used for message routing purposes, for example, 
sip:username@operator.com [23.228]. Thus, the IMS identities are basically human 
readable application level identities.  

5.5 Connectivity attachment 

Before the user and the accompanying terminal device are able to take advantage of the 
IMS services, a number of procedures are needed to execute the attachment. While there 
is the prerequisite of having a suitable contract, or subscription, one also needs to get IP 
connectivity, discover the address of P-CSCF, and register to the system [Cam06]. As 
IMS is supposed to be access agnostic, IP connectivity can be established in a multitude 
of ways. This includes, for instance, General Packet Radio Service (GPRS) access over 
2G and 3G networks [23.060], 3GPP WLAN access [23.234], and evolved packet core 
access, i.e., LTE [23.401]. Currently, GPRS is the dominant packet access method in 
cellular networks and the connectivity is gained through the process called GPRS attach 
[23.060]. It starts with the request of the terminal for activating Packet Data Protocol 
(PDP) context. This is directed to the Serving GPRS Support Node (SGSN), residing in 
the serving network. Based on the request, it will send a PDP context creation request to 
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the Gateway GPRS Support Node (GGSN), which will then be responsible for assigning 
an IP address for the terminal. At the same time, GGSN can also give the address of P-
CSCF, but it is also possible that DHCP is used at a later stage to request this informa-
tion [Sch02][Sch03]. DHCP is also the most likely choice in other access bearers. Note 
that in the case of IPv6, it might be that only the prefix of the network is given. After 
the address of P-CSCF has been discovered, the user is able to register to the IMS sys-
tem. That procedure completes the attachment and is described in the following section.        

5.6 Session control 

As indicated, the signalling in IMS is done mainly through the use of SIP [Ros02a], 
which as an application layer protocol can run over multiple transport protocols. It is 
basically a text based protocol, which borrows heavily from HTTP [Fie99] and SMTP 
[Kle08] and follows a similar request-response model. By working in a hop-by-hop 
fashion it tries to discover the correct session participants and negotiate the session pa-
rameters between them, which happens with the help of Session Description Protocol 
(SDP) [Han06] carried within the body section of the SIP messages.  A signalling path 
is created when the SIP messages are routed through SIP proxies, but the actual session 
traffic may take a completely different route between the participants. Due to their fun-
damental nature, we briefly go through two specific signalling cases, that is, how regis-
tration and session setup are conducting in IMS using SIP. An interested reader can re-
fer to [Cam06] and [24.229] for more detailed descriptions. 

In order to be able to benefit from the services of an IMS system, the end user has to 
first register. It is also needed, so that the system is able to tell where to find the user. In 
other words, a binding between the user identity and the location (typically IP address 
and the port number of the terminal) is created [Ros02a]. In typical SIP, the registration 
takes place by sending a REGISTER message to the registrar. In IMS, this means send-
ing the message to the home network, where S-CSCF acts as the receiving entity. The 
process starts by sending the message first to P-CSCF, which in turn finds the next hop 
in the signalling path, for example, using DNS. In case visited and home networks are 
different, typically this is I-CSCF (or IBCF) in the home domain. I-CSCF is then re-
sponsible for finding S-CSCF to serve this particular user and it uses the information 
received from HSS to make the decision. Naturally, at this point it is already verified 
whether the given user identity really is under the control of this home domain. After 
this, the correct S-CSCF is contacted. S-CSCF fetches the authentication vector from 
the HSS to initiate the authentication of the user. Thus, a challenge is issued and is for-
warded along the same path as the initial registration message (SIP message headers are 
used to record the proxies, which wish to be on the signalling path). As a by-product of 
this, P-CSCF also receives keying information, which can be used to establish a security 
association with the user terminal. Once the challenge is received, the response is calcu-
lated in the corresponding ISIM application and sent back in another REGISTER mes-
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sage. When it reaches S-CSCF again, it can verify the response and set up a state for 
this user, which includes the initial filter criteria for determining how to handle the for-
warding of user messages for specific services, that is., which AS should receive them. 
S-CSCF finally sends a message back to the user and acknowledges the authentication. 
P-CSCF will also notice from this message that the user authentication was accepted. 

In order to setup a session with another user, IMS, like in typical SIP, uses an invite 
procedure. Note though, that the invite mechanism could be used to signal access to 
some service as well. The procedure follows a similar path as in the case of registration 
initially, i.e., it travels towards the S-CSCF of the home domain. However, P-CSCF first 
does some processing as it is the entity responsible for making sure that only authentic 
invitations with suitable resource requests are sent, coming from channels with adequate 
security association. This basically means that P-CSCF includes in the message the 
identity of the user it considers to be the correctly registered one [Jen02]. However, no 
specific security measure is applied to this information. When the message reaches the 
home S-CSCF, it first checks whether the request is within the policies of the network 
and the subscription, and then it has to decide how to find the called party. In case it 
happens to be in another domain, it has to initiate similar procedures as P-CSCF had to 
initiate with the registration message to find the entry point of the destination network. 
Eventually, the assigned S-CSCF of the called user in the destination domain is con-
tacted and it forwards the invitation towards the user, even though it might still travel to 
another P-CSCF in a foreign domain, if the called user happened to be roaming too. In 
case the called user answers, an OK message is sent to the terminal of the calling user, 
which then acknowledges this with an ACK message.  

However, even on a high level this procedure looks like a three-way handshake, but 
there is actually much more signalling going on, which involves informing the different 
elements about the progress of the session [Ros02b] and negotiation of the session pa-
rameters (especially the status of QoS with preconditions [Cam02] in order to ensure 
that the relevant resources are reserved from the network, before the user is actually 
alerted). After the signalling and the possible extra resource reservations, the end enti-
ties are then able to directly exchange traffic, for example, the actual call. This takes 
place on the IP layer and traverses the IP layer networking elements. Note that this trav-
ersing depends on the location of GGSN (and P-CSCF, as they are assumed to be in the 
same domain), thus the operator might want to make sure that all the traffic of its sub-
scribers goes via its domain for ensuring proper traffic charging. On the other hand, the 
operator might not be certain about the IMS capabilities of the visited network and 
therefore might want to ensure the proper operation using the network elements whose 
properties it knows [Cam06].    
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5.7 IMS security 

The main security issues considered and specified in the IMS setting relate to the regis-
tration of the users, security association establishments between the user and P-CSCF, 
and securing the interaction between the core IMS element. The first two are tightly 
related as they take place during the same dialog and are considered to be part of the 
access security [33.203]. The third considers the network security aspects [33.210].  

The register procedure was already discussed earlier from the session control point of 
view, but here we go through it again from the security mechanism point of view. To 
start the registration, the user indicates his private identity in the REGISTER message 
and it also indicates to P-CSCF the security properties it is able to support for their mu-
tual security association. So, in essence, there is no explicit security at this level at this 
point. Based on the received private identity, S-CSCF is able to query from the HSS the 
authentication data related to the user. This takes the form of an authentication vector, 
elements of which allow S-CSCF to authenticate the user, the user to authenticate the 
home network, and keying of the security association establishment between P-CSCF 
and the user. The authentication information is similar to that used in the basic Authen-
tication and Key Agreement (AKA) procedure [33.102]. Only the method of transfer-
ring this information between the elements is different, that is, following the mecha-
nisms given in [Nie02]. When receiving the S-CSCF initiated challenge, P-CSCF for-
wards the message to the user, but strips the keying information from it. It also includes 
its own security properties, so that any further communication between the user and P-
CSCF can be protected with the negotiated security measures. From the received mes-
sage, the user is able to check the token for home network authentication. After this, the 
registration is concluded as explained earlier.  

The network security part is based on the 3GPP thinking of security domains, which are 
defined to be networks that are under the administration of the same authority and typi-
cally the traffic is policed in a similar fashion [33.210]. Within the security domain the 
network elements can choose to protect their intra-domain connections, but it is not 
mandatory. On the other hand, it is mandatory to at least implement integrity protection 
across the security domain boundaries, i.e., between different operators. This traffic is 
handled by dedicated security gateways. However, as stated in the Annex of [33.210], 
the IMS expects these interfaces to be confidentiality protected as well. This is quite 
understandable, because, as discussed previously, the visited P-CSCF gets the keying 
material unprotected from the home network. This whole model is based on the assump-
tions that the operators keep their internal networks secure, thus the information coming 
from the other operators is trustworthy. A good example of this is the assertion made by 
the visited P-CSCF about the identity of the user, which is used as a basis of charging 
decisions. However, operator internal networks may not always be that secure, as por-
trayed in [Pre07].  
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It is also worth pointing out that the security is applied in a hop-by-hop fashion, hence 
end-to-end protection is not supported. Especially, end-to-end confidentiality would 
conflict with mechanisms for lawful interception [33.107], which is required in certain 
regions at least [EC96]. Also, it might interfere with QoS planning, like using transcod-
ing. While the default mode of operation for setting up these security associations is 
through pre-shared secrets, there is also a specification which offers an optional authen-
tication framework applying a public key based approach with cross-certification 
[33.310]. An interesting concept there is the suggested Bridge CA, which could allow 
the extension of the trust model towards a more dynamic setting, i.e., instead of mutual 
agreements, trust delegation could be used [33.310]. It is another thing though whether 
the legal implications are acceptable, if, for instance, such delegation could lead to an 
automatic creation of a contract. In addition, the decision to exchange traffic with 
someone could be motivated by business reasons as well. However, in terms of signal-
ling traffic, the situation might not be so convoluted as usually there is a real need to 
accept this kind of traffic, that is, it relates to serving the operator's own customers. 

One additional aspect of 3GPP security, the so called Generic Bootstrapping Architec-
ture (GBA), is the authentication and key agreement support for applications, offered 
either by the operator or third parties [33.220]. This is quite a natural approach, as the 
existence of a protected and pluggable environment with a shared secret (for example, 
UICC with ISIM application) along with the accompanying AKA procedure can be seen 
as a valuable bootstrapping asset. With this process the user is able to authenticate with 
the home network and based on this procedure can generate keying material, which the 
home network also delivers to the application. Thus, the home network has to be able to 
trust the application, which is basically identified by its DNS name. One specific appli-
cation scenario for this procedure is the possibility to distribute certificates to the users 
[33.221].     

5.8 Enhancing IMS 

Much of the aforementioned security in IMS relies on the fact that the interacting opera-
tors are trustworthy and give valid statements to each other. For instance, as already 
stated, after the authentication, the identity assurance is made by the visited P-CSCF 
with no added security, although transport on each hop could be secured with, for ex-
ample, TLS. Similarly, it is not expected that any unauthorised entity is able to mali-
ciously modify the message headers. There are, however, already mechanisms for SIP, 
which take measures to provide stronger security for these (in addition to mere authenti-
cation). One very basic mechanism is described in SIP RFC [Ros02a], which relies on 
the use of Secure/Multipurpose Internet Mail Extensions (S/MIME) bodies [Ram10]. In 
other words, header information can be duplicated in the protected part of the message 
body in order to ensure the integrity. Naturally, confidentiality services can be provided 
as well, as long as SIP functionality is ensured (one still needs to be able to identify sig-
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nalling destinations and sessions). A signature mechanism covering certain critical 
headers is described in [Pet06]. However, the relevant extra headers to identify the en-
tity and the signature are added by a trusted proxy instead of the end entity. Signature 
information could also be added to the existing headers [ElS08], even though the signa-
ture covers only a couple of header fields.  

Additional approaches are also suggested, which employ, e.g., identity based cryptogra-
phy [Rin06a] and certificateless public key cryptography [Wan08], even though they 
rely heavily on the existence of TTPs to manage master secrets. It is worth noting, 
though, that in an IMS environment there is profound involvement of the operator and 
the possibility to have key escrow works for lawful interception requirements. Various 
other proposals discuss the possibility to have assertions about the capabilities of the 
end entities [Tsc06][Gai07][Mar03]. It is also quite natural to talk about entity certifi-
cates in relation to TLS, but in SIP the interaction is on a hop-by-hop basis, thus defeat-
ing the feasibility of using TLS in an end-to-end fashion (although semantics of SIPS 
URI expect every leg of the path to be protected [Aud09]). In the official standard track, 
there also exists a separate mechanism for retrieving entity certificates [Jen11]. 

Similar ideas can be applied in an IMS setting to enhance the security properties of the 
system, and from the service architecture perspective additional benefits can be gained, 
if the actions can be bound more tightly to the end entities, that is, assure accountability. 
This also includes delegation aspects, so that the signalling can be made more efficient 
with separate authorisations, and the possibility to refer to external entities in a secure 
fashion [Kop05]. With the application of suitable identities with security properties, it is 
possible to provide a holistic approach, so that synergy benefits for security can be 
gained in different parts of the system. Such a process binds the access level operations 
more tightly to the operations executed on the application level. In other words, the 
same identities are used to ensure the security of the network attachment as well as to 
assure the identification of the entity on application level signalling. With this approach, 
it is easier to ensure the identification of all the parties and the existence of the same 
entity in different parts of the system. This kind of system is described in [P5]. It firstly 
suggests using a common attachment procedure between the user and the access opera-
tor, for example, in the fashion of [Hei05], which allows creation of identity association 
and protection of the first leg of communication. The actual user registration to the 
home network is described to be like the normal IMS registration, even though one 
might also employ the public keys of the user and the home network for devising an 
authentication method. This would not leverage the existing investments to the operator 
authentication infrastructure so much, though.  

In any case, before the registration takes place, the visited and home networks need to 
establish a roaming agreement if such an agreement is not already present (that is the 
assumption in the proposal). The user identity can work as an incentive and through it 
one is able to assure that there is a legitimate need for establishing the agreement. In 
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essence, the user authorises the visited network to provide the connectivity service. It 
works both ways because the home operator is able to provide its own authorisation 
after the agreement. Thus, the user can also note that the visited network is the same one 
that is providing connectivity and has established a roaming agreement with the home 
network. The proposal also describes the possibility to employ a hash chain based SIP 
level accounting solution for granular service usage, much like already described for the 
network level services in [P3].  

One can take the identity establishment a step further and do it between the end entities 
as well. While solutions like Multimedia Internet KEYing (MIKEY) [Ark04a] could be 
used, one can also adopt an approach closer to the host identity ideas, such as the one 
depicted in [P6]. It takes advantage of IMS signalling as a transportation mechanism to 
convey HIP signalling between the parties. Thus, it leverages the available trust rela-
tionships and the compatibility with the HIP processing capabilities within the end enti-
ties. This can further be extended to service usage scenarios, where the users are the 
service providers [Hei09]. It could be argued that this is exactly what IMS is intended to 
be, that is, a service provisioning platform. However, IMS does not provide mecha-
nisms, beside standard logging, which could be used as evidence if something goes 
wrong (or that something took place), so the motivation for allowing other than purely 
operator provided services is decreased. Additional motivation for an operator to allow 
this approach is that the operator is still able to access the signalling information and the 
related evidence. Thus, it can keep track of the service usage and provide QoS suitable 
for the service in question. One could note though that the colluding users could bypass 
the operator and just exchange traffic directly, but then the user providing the service 
would not be likely to receive any compensation, e.g., payment. After all, the operator is 
in a good position to do the clearing procedures needed to exchange charging informa-
tion with other operators on behalf of the user. The scheme presented in [Hei09] does 
not, however, consider the content of the services per se, even though one could envis-
age services like streaming of video from some event. It is another thing, whether the 
provider would be authorised to provide the service, for example, there might be intel-
lectual property issues. Such issues are evident already today with user created content, 
and similar litigation procedures against the hosting providers could be initiated as the 
providers can be identified. However, such litigation could extend to the operators as 
well, thus mitigating the incentives to function as a service discovery platform for un-
validated service offerings, unless some liability shifting can be done. This has already 
taken place though in some mobile phone application stores. There needs to be systems 
for tracking unauthorised provisioning and incident management though. 

In the above the issue of employing identities in a holistic fashion was already touched 
on. One can still question the use of network level identities on an application level. 
However, one could envisage that HIP identities can be created from user provided 
identities as well [Kom05]. For instance, they could be residing in a pluggable authenti-
cation device. Thus, UICC could be hosting a suitable key, which could be employed 
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with the proposed identity based approaches. Naturally, this can allow key escrow for 
the UICC provider, hence mitigating the non-repudiation characteristics. On the other 
hand, a trusted platform that is harder to compromise is a more valuable asset. 

5.9 Towards ubiquitous service communities 

Network convergence has been a popular buzz word for quite some time. It relates to 
the heterogeneity of the existing access networks and devices and the suggestion that 
the users should be able to be connected irrespective of time and place [Nie07][Gus03]. 
Often IP is seen as the foremost enabler of interconnectivity, but due to its traditional 
fixed approach it is not always able to provide a seamless usage experience. There are 
various mobility technologies to help in this though. However, the users are mostly in-
terested in services and the added value the connectivity can provide them. Thus, it is 
also important to consider this from the perspective of service platforms, like the above 
described IMS, and whether they are able to provide seamless service experience. IMS 
can be, after all, seen as a horizontal service enabler, that is, applications are able to take 
advantage of the common building blocks to implement the actual service. Even though 
this can be seen as very telecom operator centric, it still deviates from their traditional 
vertical service silo model [Räi05]. 

Even though IMS could be seen as a tightly connected and operator controlled infra-
structure, it still has the possibility to interact with various other domains. The "wild 
Internet" can still provide SIP enabled applications, with which it is possible to interact, 
even though from the policy perspective the operators might be wary of this as these can 
compete with their core services, e.g., voice calls. There also have been research efforts, 
which suggest a more distributed approach for the signalling, that is, Peer to Peer SIP 
(P2PSIP) [Sin05], which can be made to interact with IMS through gateways [Hau08]. 
This line of thinking has also lead to suggestions of making the basic architecture of 
IMS more along these lines, that is, distribute the functionality to peers of equal status 
[Mat07]. While this approach might provide better scalability and robustness, it also 
requires a more extensive risk assessment as the capabilities and the responsibilities of 
individual nodes are higher. 

From individual services one can move towards a service portfolio, which meets the 
needs of a certain user set. In a sense, this can be seen as creating a community of its 
own. [P7] presents an architecture which develops this idea based on a trusted commu-
nity concept, where the community is initially defined by its services. It discusses how 
the different actors can get assurance about the authenticity of the other entities in-
volved in the community. In other words, the users are able to identify each other as the 
members of the same community, but they are also able to verify the authenticity of the 
community provided or endorsed services. This is based on the existence of secure iden-
tifiers and the possibility of linking them together. While this allows taking advantage 
of the host identity concept by defining it to be part of the community, it is also possible 
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to have other community specific identities to express the membership and usage privi-
leges. Similar domain concepts were already suggested within the Ambient Networks 
project, even though it basically considered the node membership within the network 
domain and the access to the resources the node in question would be willing to give to 
other entities, both internal and external to the domain [Nie07]. There have been other 
suggestions for using public key certificates to indicate community membership, for 
example, [Pea02], and, in fact, PGP could be seen as a community based approach as 
well [Zim09]. Communities can also be defined around collaborative business contracts 
accompanied with suitable trust and reputation management systems for establishing 
and monitoring the contracts [Kut07]. Research on secure communities can be seen as 
one potential future research topic. 

While membership (or subscription) authenticity is important, it also has to be trans-
ferred to the interaction of the domains and communities. In the operator world, the ear-
lier mentioned roaming agreement is a central concept in ensuring that the different do-
mains can talk to each other and exchange traffic. Typically the approach has been quite 
a static one, but there is an identified need to be able to have more dynamic mechanisms 
as well [Kap07]. This is especially true in the ubiquitous visions for ensuring seamless 
access everywhere, that is, everybody should have the chance to initiate collaboration 
with everybody, even with previously unknown entities [Sei04]. While this could be 
possible from the technical side, from the policy side one needs certainties that there is a 
reason to engage in such interaction. As portrayed in [P5], a statement with relevant 
assurance and identification properties given by a roaming subscriber can function as 
such. Such decisions are still based on risk management actions, that is, evaluation be-
tween the estimated risk and the tolerated risk (uncertainty vs. potential benefits) 
[Ruo10]. Thus, such trust management mechanisms should be installed. For those, one 
is able to take advantage of the ownership of the identifiers to, for example, instil repu-
tation scores (perhaps even exchanged through some federation) to the said identifiers. 
This makes defaming harder, but, like in most reputation based systems, previously 
well-behaving entities can still misbehave.  

However, it is still questionable from the policy perspective, whether the incumbent 
operators are willing to cooperate with the local small operators. It might provide the 
big operators the chance to save on investments, especially when it comes to new, short 
range technologies, but also works as a disincentive to invest in core infrastructure for 
players seeking to take advantage of the existing infrastructure and just concentrate on 
high margin services [Nie07]. To solve these tussles, one might eventually need regula-
tor intervention [Mar07].      
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6. CONCLUSIONS 

This thesis has investigated the feasibility of host identities in securing various kinds of 
communication. The emphasis has been on the attachment procedures, both from the 
initial network attachment and the subsequent service attachment perspectives. Addi-
tionally, these are viewed in the context of IMS to see whether they could be used to 
enhance the security properties of such service architecture. 

While the host identities have a considerable effect on solving the dual nature of IP ad-
dresses by providing an additional entity identification layer, the profound security 
value comes from the possibility of having an identity, for which a proof can be pro-
vided. In essence, we are able to name the end entities in a secure fashion and bind as-
sured statements to these entities. Thus, accountability of the actions becomes easier as 
it is possible to provide assured evidence that an entity was involved in an action. 

Host identities come with an accompanying handshake protocol for identity and key 
establishment. In this thesis, several cases have been presented on how that procedure 
can be overloaded to enable additional functionalities. The foremost application is in the 
network attachment, where it has been used as a network attachment protocol. Basi-
cally, configuration of end entities can be protected using the same procedure, but some 
additional signalling information could be transferred to enhance the performance of the 
attachment procedure. For instance, signalling could be delegated to the network ele-
ments closer to the core in order to avoid unnecessary use of the wireless interface. Such 
delegation, in addition to other authorisation statements, can be employed in a natural 
way due to the existence of secure identifiers. While this work has mainly concentrated 
on HIP in its solution space, the possibility of employing similar principles to devise a 
common attachment procedure with consistent security mechanisms for the future net-
works exists. Such a holistic approach could provide a cross-layered solution, which 
would make it possible to avoid having a different security infrastructure on every layer. 

The other major point of this thesis considered the accounting aspects of the service 
usage. This does not just entail services on the application layer, but considers also net-
work connectivity as a service. In any case, the aim of this thesis was to consider a solu-
tion for ensuring that both parties of the service provisioning have control over what 
they are committing themselves to. While we have not considered monetary issues per 
se, eventually the service provisioning transfers the accounting figures into money, that 
is, compensation for the resource usage. With assured identities one is able to bind the 
accounting to the correct entities in a reliable way, so that one is not able to deny its 
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participation at a later stage. The possibility to attach statements to the identities also 
gives the possibility to introduce better risk management mechanisms. In other words, 
instead of having an all or nothing approach, the service provisioning can be viewed 
from a granular perspective and the evidence provided in a piece-meal fashion. Thus, 
both the consumer and the provider of the service can track whether the other party is 
acting as expected. If not, the interaction can be terminated and no further commitment 
to the resource compensation or provisioning is needed. However, one should note that 
this approach only works for services, which can be serialised in a natural way, which 
is, it is meaningful to provide them in a granular fashion and ascertain that the service is 
proceeding.  

One strong background theme in the course of this research has been the future net-
working landscape with its ubiquitous computing and ambient intelligence ideas. While 
that promotes seamlessness, it also requires more interaction with previously unknown 
entities. This can be especially troublesome for incumbent operators, who have become 
used to the idea of static and well-controlled interactions. In this light the previous top-
ics can be used to provide technical assurance mechanisms for this dilemma, even 
though from economical and political perspectives it can still have other difficult prob-
lems.  Assured identification can be used to account for the actions of the subscribers 
and additional, traceable statements can be used to control the level of allowed actions. 
Also, granular approaches can be used to track the usage when the signalling is routed 
via the home operator as well. This can have the incentive of allowing the optimisation 
of the actual traffic. This thesis has investigated these points within the context of IMS 
and shown how the current architecture could be used to provide such enhanced assur-
ance properties. The cross-layered approach also shows how the availability of the se-
cure identifiers can be used to bind different parts of the architecture for better assur-
ance of the whole service provisioning. In other words, the actions taken during the ini-
tial attachment can be used to provide assurance to the agreement processes between 
other entities, for example, the roaming agreement negotiation between the visited and 
home operators. Additionally, involving the operator provides freshness qualities, which 
can be used in aiding revocation concerns (even though one might argue that usually the 
cause of revocation is not noticed until the charges are due). 

One could naturally question the feasibility of applying the host identities in such vari-
ous ways, especially knowing that originally they have been intended to be network 
stack specific constructs. Thus, they are more tied to the network element rather than to 
an individual. However, the very existence of host identity (assuming that HIP eventu-

a basis for creating a crypto-identity based 
security ecosystem. It is still natural to use such identities to account for the actions re-
lated to the network level, but also additional higher layer identities can be bound to 
them. They could be cryptographical in nature as well or more along the lines of IMS 
application level identities. The existing authentication mechanisms, albeit with modifi-
cations, can then be applied to register the binding between the different identities, pro-
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vided that the registration procedure is termed secure enough, that is, preferably not 
based solely on typical passwords. However, one should remember that in subsequent 
interaction the authentication and authorisation decisions should be based on the crypto-
identities and the display of the proof of possession. One additional point to remember 
is the duration of the binding, that is, for the sake of privacy and risk management, that 
should not be overly long.  

The ideas in this thesis can be said to be visionary ones as there is really no concrete 
proof that the presented assumptions will become reality. In addition, the presented ar-
chitectures have been largely left unimplemented so far, even though similar ideas have 
been implemented 
partly shows the reason as well: this work has been mainly an individual effort with no 
backing of a well resourced project. Thus, the ideas should be further refined in future 
collaborative efforts and concrete implementations provided to show the feasibility of 
the approach. One should note that even though HIP might not become a prevalent 
mechanism in the Internet, one could still expect that eventually the entities will have a 
strong identity, which will provide the basis of accountability. Whether such identity (or 
identities) is provided in software, hardware, or in a separate authentication device in 
the fashion of a SIM card, is still left to be seen. 
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ABSTRACT 

The most typical configuration procedure of a host involves 
the provision of an IP address and most often this is done 
with the help of Dynamic Host Configuration Protocol 
(DHCP). Unfortunately, the security of this procedure is 
largely non-existent. While the closed nature of the access 
networks has mitigated the vulnerability, the evolvement of 
the networks and increase in wireless use demand more 
stringent secure measures. This paper proposes the integration 
of DHCP with Host Identity Protocol (HIP) mechanisms, so 
that the security measures inherent to HIP can be extended to 
protect the configuration information and its provisioning as 
well.  

I.   INTRODUCTION 

In IP communication the host quite naturally needs an IP 
address before it is able to communicate with other hosts. It 
also needs some additional network information before being 
able to establish a full fledged communication with different 
kind of services. The networks themselves are likely to evolve 
past the static autonomous entities they are today and it is 
likely that the networks will engage in cooperation and share 
resources in ways that are not currently practical. This kind of 
setting will require new types of configuration information 
that will be exchanged between the entities, which can be not 
just individual nodes but whole networks. Consequently, the 
limited security that is provided today is not enough, 
especially if shared medium is used. In addition, the different 
entities require clear naming in order to be able to identify the 
party they are going to be interacting with. In other words, 
having a verifiable identity, such as those based on 
cryptographic identifiers, will make the design of security 
solutions easier. 
In this paper we will present a new way of protecting the 
exchange of configuration information between two entities. 
We will discuss the approach in relation to two 
communicating nodes, but they could be seen as 
representatives of their respective networks. They could be 
functioning under their own identities, but they also could be 
using the identity of the whole network, if such privilege was 
granted to them. The proposal addresses the security 
shortcomings of the current configuration protocols, namely 
those evident in the deployment of Dynamic Host 
Configuration Protocol (DHCP). The emphasis is mainly, 
with respect to the practicality of the current networks, in the 
configuration of IP connectivity. The phases that precede the 
configuration step are assumed to be handled by some other 
means. In other words, it is assumed that link layer 
connectivity and neighbour discovery has already taken place.  
Thus, our proposal investigates the advantages of employing 
Host Identity Protocol (HIP) in combination with DHCP to 
protect the configuration exchange between the entities, 

which are identified by their public keys. The motivation of 
investigating the benefits of HIP stem from its potential to 
become the identity layer mechanism for the future networks 
and as such it would be included in every communication 
exchange taking place between two peers.  
The paper is organised as follows. The next section discusses 
the related work in configuration provisioning. After that we 
give a high level presentation of our proposal. In the fourth 
section we go deeper into the details and discuss the 
possibility to use indirection architecture to route the 
configuration information. The fifth section presents 
authorisation aspects that need to be taken into consideration 
to ensure the legitimacy of actions. The sixth section 
concludes our paper.  

II.   RELATED WORK 

DHCP contains security features to ensure the authenticity of 
the messages, although they do not address denial of service 
(DoS) concerns [1]. Additionally, the security measures 
assume out of band mechanisms, such as manual 
configuration, for key management, which clearly does not 
scale well and has been the main reason preventing the 
deployment. Specifications also assume that configuration 
information does not require confidentiality protection, even 
though DHCPv6 transmits reconfiguration key information 
between the parties [2]. 
Many existing access networks rely on the link layer security 
when securing the configuration provisioning. This includes, 
for example, WLAN and UMTS networks, which are 
assumed to be trustworthy on the infrastructure side. While it 
is typically true that the nodes in the infrastructure belong to 
the same administrative domain, it does not necessarily mean 
that the domain itself is trustworthy. Even in UMTS, which 
supposedly provides mutual authentication, the client actually 
does not know the identity of the access network, but it has to 
assume that the access network has acquired the 
authentication vector legitimately [3]. Thus, the networks 
may use unprotected DHCP as their configuration providing 
mechanism. It is employed in a similar fashion in schemes 
involving higher layers. Such schemes can be, for example, 
Web portals, where the client uses a credit card to pay for the 
WLAN usage. This can lead to the disclosure of the credit 
card number to the unauthorised parties, though, if the 
communication to the server is not protected adequately.  
There exists various network level schemes for authenticating 
network access, such as PANA [4], but they typically require 
that the client already is in the possession of IP level 
connectivity. This can, of course, include 802.1X type of 
controlled access [5] or any other filtering mechanism that 
ensures that no additional communication is possible, before 
the authentication has succeeded, or the provided preliminary 
address is very short lived. Also, the access point controlling 
the access can receive configuration information concerning 
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the client, like IP address, through mechanisms like RADIUS 
or Diameter. Such frameworks can also use Extensible 
Authentication Protocol (EAP) to authenticate the client in 
various ways [6]. Almost all EAP methods provide the ability 
to export keying material as part of successful EAP method 
protocol run [7]. These frameworks conceptually usually 
involve three entities, i.e., the EAP peer, the Authenticator, 
and the EAP server. IKEv2 also operates on network layer 
and is able to provide the client with a limited set of 
configuration parameters, but it still requires a preliminary 
address before engaging itself in IKEv2 negotiation [8]. 
In addition to the rather limited security measures of the 
DHCP specification there exist some suggestions for 
enhancing DHCP security. Some proposals suggest signing of 
messages with a private key, for which the public key could 
be found in DNS [9]. Another approach uses certificates to 
provide authenticity and authorisation [10] and uses a binary 
encoding [11] for compression of the certificates in order to 
make them fit, although slightly violating the original 
specification. IPsec protection of DHCP messages is provided 
in [12], but the usage scenario relates to the tunnelled remote 
access rather than providing first level connectivity. EAP is 
also suggested as one potential option for providing a keying 
framework for DHCP [13].  
The concept of employing HIP with DHCP already appeared 
in [14], but it only sketched the concept on a very high level 
and did not yet pay attention to the details. A slightly more 
drastic approach was taken in [15], which, even though 
employing similar kind of principles, defined a whole new 
architecture for network attachment. 

III.   HIGH LEVEL OVERVIEW 

The basic idea is to carry configuration information along 
with the protocol execution of HIP, i.e., the so called base 
exchange [16]. In other words, as the two entities, identified 
by their public keys, form a security association between each 
other with the help of Diffie-Hellman exchange, at the same 
time they also exchange configuration information that can be 
used, for example, to provide an address to the Initiator. This 
enables the configuration information to take advantage of the 
protection provided by the HIP mechanisms, thus ensuring 
the integrity of data. Additionally, it is possible to encrypt 
information and include authorisation tokens into the 
messages, so that the legitimacy of the request can be assured. 
So, in essence, with the four message handshake the parties 
are able to establish a security association and exchange basic 
configuration for connectivity. Thus, the amount of messages 
for gaining basic connectivity is minimised, even though 
computationally the procedure is more demanding than 
compared to, for example, the basic DHCP exchange. To 
summarise, the protocol consists of two phases: secure 
channel establishment and authorisation information 
provision. The secure channel is established either through 
mutual or unilateral authentication, but it could also be 
completely anonymous. After the base exchange the parties 
can continue to exchange any data and they can use the 
security association to protect it with IPsec. This could be, for 

example, QoS signalling or it could be used as an enabler for 
access control. 
We could further note that this procedure could be used 
between networks, as well. In other words, the two parties 
could be representatives of their respective networks and the 
configuration information would relate to their parameters. 
This could be, for example, network prefix delegation [17]. 
But we further want to note that even though there exist 
initiatives for network mobility, like NEMO working group in 
IETF, we expect that this scenario is targeted better to the 
future networks, such as those proposed by the Ambient 
Networks project [18].  
The protocol run starts with the I1 message, which is used to 
discover the relevant entity (see Fig. 1). The Initiator may 
know the host identity representation, Host Identity Tag 
(HIT), of the Responder, if it has learnt it during the 
neighbour discovery, for instance, but it may leave the target 
identifier empty and only seek for the closest server providing 
DHCP service, in a similar fashion as anycast addresses are 
intended to be used. Access points that do not include co-
located configuration server can work as relays and forward 
the messages to the relevant servers. This can take advantage 
of indirection architecture, like the one proposed in [19]. The 
first message could already contain a configuration request, 
but for the sake of avoiding DoS the Responder might not 
want to react to it, especially if it entailed reserving some 
resources. 

 

Figure 1: Enhanced HIP exchange 

The Responder responds with R1 that contains the typical 
HIP components. It can also contain configuration 
information that does not reserve any state, for example 
announcement of network prefixes. Of course, if the site 
policy so dictates, it might be possible to include some 
address configuration already in this packet, but it would not 
be integrity protected by the signature as this would defeat the 
idea of using precalculated signatures with R1 packets. The 
Responder can also include certificates, which state its 
authority to assign certain addresses through this particular 
access point. They could also make statements about the 
authenticity of the Responder identity from the point of view 
of some trusted third party. 
With I2 message the Initiator is able to prove its legitimacy or 
at least show that it has expended some effort to compute the 
provided puzzle. At this point it also is able to calculate 
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common key material and use that to protect the configuration 
information as well. Additionally, the Initiator can include a 
certificate or other security token that provides authenticity to 
the used host identity. With that one might attach an 
authorisation statement that gives credibility to the request, 
i.e., a third party might vouch for the identity to be authorised 
to receive configuration or it could be some other form of 
promise of compensation. The authorisation statement could 
very well be linked to an ephemeral identity. In other words, 
the Initiator in essence remains anonymous, but is able to 
present a statement by a third party that is enough to classify 
it as a trustworthy peer for communication. 
The R2 contains the response to the configuration request and 
typically contains addressing information that the Initiator can 
use to configure its IP stack. The provided address could be a 
Cryptographically Generated Address (CGA) [20], so that the 
client is able prove the ownership of the address during a later 
communication with some other entity. This information is 
protected by using the normal HIP mechanisms. Note that if 
the Responder did not provide any authorisation statement 
about the provisioned addresses in its R1 message, it should 
do it now, otherwise the Initiator cannot be sure about the 
legitimacy of the configuration it receives. This could be 
linked to any authorisations that the access point has 
potentially already provided or vice versa.  
If the parties need to exchange any updated configuration or 
additional security tokens, they can use HIP UPDATE 
packets to do that, which can also be used to update the 
relevant security associations. In the end the Initiator can 
relinquish its addresses with the HIP CLOSE packet, which 
also closes the HIP association. Typical DHCP timeout 
approach for address leases can also be used, in case the 
connection is not torn down gracefully. The lease can be 
updated with the aforementioned UPDATE packet.  

IV. DISCOVERING SERVERS 

One of the central ideas of Ambient Networks is the flexible 
and dynamic nature of establishing networks with a constant 
flow of nodes joining and leaving. These nodes contribute to 
the functionality offered by a network. With today’s network 
this configuration is typically kept in a central database either 
co-located with the DHCP server or allowing the DHCP 
server to access the database. In our architecture we assume a 
large number of these servers to be available possibly keeping 
only a subset of the available information.  
To show the different architecture we envision we first 
explain how DHCPv6 allows DHCP clients to find DHCP 
servers. DHCP client transmits a message to a special 
multicast address, All_DHCP_Servers (FF05::1:3) [21]. At 
this point it is presumed to be in the possession of a link local 
address for its interface. If the DHCP server happens to be on 
the same link as the client, the server receives this message 
and can reply directly to the local address. It is, however, 
possible that the server is not on the same link. Then it is the 
responsibility of a DHCP relay agent to forward the 
messages. They might know the server address and send the 
message directly to it, but if they do not know it, then they 
have to forward the wrapped message onwards to other relay 

agents. When the server replies to the original request, it will 
go back through the same chain of relay agents by using 
unicast. 
In our approach the case, where the server is on the same link, 
is straightforward, but in case the server is behind one or 
more relay agents then the above procedure is more difficult 
to deploy. Of course, if the first relay knows the server, it can 
always tunnel the whole packet. After all, the signalling 
traffic between relays and servers is expected to be protected 
with IPsec [21]. In this case, the inner addresses of the 
tunnelled IPsec packets could be HITs. In case the server is 
not known the multicast mechanism ought to be used and the 
original HIP packet wrapped inside a new packet. 
There are, however, a few alternative deployment models that 
need to be analysed. The first obvious consideration would 
relate to the HIP rendezvous mechanisms, where a relay 
server is used to convey the initial exchange between HIP 
peers [22]. The DHCP server would be expected to be 
registered to the rendezvous server beforehand, so the 
messages could be forwarded to the correct entity. 
Unfortunately, this would again introduce a single-point of 
failure even though the rendezvous server only needs to see 
the I1 message. There are suggestions concerning two-way 
forwarding, though [23]. We believe that a better alternative 
is to consider an indirection architecture, like the one 
proposed with Hi3 [19].  
The Host Identity Indirection Infrastructure (Hi3) is an 
architecture that combines the ideas of HIP and Secure-i3, 
which is basically an overlay connectivity and routing 
architecture with support for mobility [24]. To some extent 
one might view it as identity layer routing. The idea is to have 
triggers within the infrastructure that can be used to contact 
the destination identified by its destination identifier. In other 
words, when a host sends data to the target host, the triggers 
in the infrastructure catch this, resolve it to the current 
location, and deliver data to the correct host. The control 
information is stored within the infrastructure using some 
distributed approach, such as Distributed Hash Tables (DHT) 
[25]. So, the hosts do not need to be identified by their IP 
addresses, but it is sufficient to send data to the identifiers that 
are represented by the HITs. The hosts can modify their 
triggers to map to their currently used locator (or to another 
trigger), but from the sender’s point of view this is completely 
transparent. Triggers can be public or private depending 
whether they are used in the initial contact or in a short term 
communication and basically they could form chains, i.e., the 
trigger could point to another trigger instead of a location. In 
the Hi3 world the triggers are intended to be used to convey 
HIP control packets, whereas the regular traffic could still use 
the IP connectivity protected with IPsec, although they could 
take advantage of the IPsec aware middle-boxes, SPINATs, 
for the purposes of routing and additional protection against 
DDoS [26]. In essence, the introduction of Hi3 would form a 
secure control plane for the Internet [19]. 
In our case, DHCP servers are registered at the DHT using an 
anycast trigger.  The DHCP relay would use the anycast 
trigger, which would be publicly known, to point to the 
nearest DHCP server or servers. Hence, the client would send 
its initial I1 to this trigger, which would then get delivered to 



The 17th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC'06) 

the closest DHCP server by the infrastructure. At the same 
time the private trigger of the end host would get registered 
by the access point on behalf of the end host in order to allow 
the server to send its replies to it. If multiple DHCP servers 
are registered to this anycast trigger, then the client receives 
several advertisements in the form of R1s. The client has then 
the option of choosing with which server or servers to 
proceed with the base exchange as in distributed approach 
different servers could contain different subsets of network 
information. There is also a suggestion in [27] that the target 
HIT of I1 could be a sort of a service identifier, i.e., public 
value, and the server subsequently would use its own private 
HIT in communication with the client. This would also 
require delegation between those two different HITs, 
otherwise the client could not trust the changed HIT of its 
presumed peer [28]. The service identifier could be 
advertised, for example, by the access point. Hi3 additionally 
suggests a feature, which would enable the infrastructure to 
respond to the first I1. The Responder needs to provide the 
infrastructure with precomputed R1s, which the infrastructure 
can use to reply to I1s. It is even possible that the 
infrastructure validates the puzzle solution in I2 before 
delivering it to the Responder. This further enhances the DoS 
resistance. Care must be taken when implementing the trigger 
registration, though, otherwise it might be possible to execute 
similar kind of traffic rerouting attacks as in Mobile IP. 
Cryptographic properties of HITs can be employed to 
alleviate this concern. An important point to realise with this 
proposed scheme is that the client actually does not have to be 
aware of Hi3, because the access network infrastructure takes 
care of the routing and other specifics. Of course, if the client 
were a fast moving mobile, then it certainly would benefit 
from the mobility functionality. 
As a final remark, it can be stated that even though Hi3 
provides a secure and robust infrastructure, in the short term 
DHCP relays are more likely to be configured with HITs of 
their DHCP servers before a fully dynamic infrastructure is 
used. Some performance measurements of the indirection 
infrastructure (including latency analysis) are provided in 
[27], although one could expect that the access network does 
not contain as many nodes as investigated in [27].       

V.   AUTHORISATION ASPECTS 

While using basic HIP mechanisms already provides a certain 
level of protection, i.e. the parties are authenticated 
opportunistically, additional level of security can be provided 
with separate authentication and authorisation statements. 
Authentication statements, such as certificates, can give 
credibility to the used identifiers, i.e. they belong to some 
known identity, but it is more important to have authorisation 
statements, which provide assurance that the entity is 
performing a legitimate action. Authorisation statements 
bring more policy granularity and they can be bound to 
identifiers, which only have limited lifetime. This approach 
has privacy preserving qualities. 
Authorisation statements can be made with techniques such as 
Security Assertion Markup Language (SAML) and 
certificates. SAML is an XML based language for conveying 

assertions regarding the characteristics of an entity, which 
usually are protected by cryptographic means, e.g., signatures 
[29]. Certificates, on the other hand, come in many different 
flavours. Perhaps the best known example is X.509 
certificate, although it is more suited for entity authentication. 
Better alternatives for our purposes are Simple PKI (SPKI) 
[30] and attribute certificates [31], which are more purpose 
oriented and provide means to bind a key to rights or 
attributes. 
An extra complication in our approach is caused by length 
restrictions. HIP allows 2008 bytes to be used for the 
parameters inside the HIP packet and the mandatory 
parameters of the base exchange decrease this even further. 
Additionally, we want to include DHCP options within the 
same space. The most "fully packed" HIP packets are R1 and 
I2, which in the worst case can consume well over 1000 
bytes, although large part of this is due to the Host Identity, 
which can include a lengthy domain identifier. DHCP options 
typically consume additional 300-400 bytes, which leaves 
very little space for any authorisation statements or tokens. 
For example, neighbour discovery security mechanism test 
runs report certificate lengths between 864 and 888 [32]. 
Clearly, we are not able to include lengthy certificate chains 
within the messages, but some statements can still be made. 
Encoded SPKI certificates used in [10] consumed around 250 
bytes, which could be used to signal the authority of the 
server to provide configurations, for instance. It is also 
possible to use SAML with the help of Artifacts, i.e. a 44 
bytes long construct that is used to reference the SAML 
Assertion. While this saves a lot of space, it requires existing 
connectivity so that the actual assertion can be fetched from 
the referenced location. If the client is in the process of 
configuring its connectivity, the scheme is more suited for the 
server, which can fetch and check the presented Artifact. Of 
course, it is possible that the client is granted limited 
connectivity for accessing external servers, but this opens an 
additional possibility for abuse. 
Note that the authorisation statements only make sense, if the 
third party giving them is trusted by both communicating 
parties or they are both able to construct trust paths leading to 
the same third party As mentioned above, long chains leading 
to trusted keys do not fit in the messages, so the chains have 
to be constructed by other means. It is possible that the parties 
are in possession of the trusted public keys through 
preconfiguration or the relevant chains could be learnt during 
the neighbour discovery [32]. Additional messages can also 
be exchanged after the base exchange, even though this 
increases the total number of roundtrips needed for 
establishing connectivity.  

VI.   CONCLUSIONS 

In this paper we proposed a scheme for integrating HIP and 
DHCP. While the large scale deployment of HIP is not yet 
certain, the proposal is able to natively provide 
confidentiality, integrity, and key management services. In 
addition, the involved parties are clearly named with help of 
their public keys and masquerading would require knowledge 
of the corresponding private key. Even though the 
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confidentiality of typical DHCP configuration may not have 
much value currently, the evolving network scenarios might 
prove differently in the future. The proposal also helps to 
mitigate the denial of service attacks against the server. To 
some extent, the potential use of indirection infrastructure can 
provide additional protection against flooding attack both for 
the client and the server. Man-in-the-Middle attacks are a 
concern, but they can be prevented with the use of security 
tokens provided by a trusted third party. This includes 
authorisation information, which is suited for ephemeral 
identifiers in privacy sensitive scenarios. Explicit 
authorisation also brings more granularity to the rights 
management, thus granting only the required privileges, i.e., 
the so called least privilege principle. The use of authorisation 
tokens may require additional message exchanges, though, 
and therefore have performance impact, unless more drastic 
changes to the basic HIP draft are devised.  
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An Assured Solution
for Future Networks

W hen a party provides service and wishes to

receive compensation for the provision of its

resources, the question of getting assured

accounting information also emerges. Although

various prepaid or postpaid solutions can be devised, it

does not provide very good protection if the service is not

received after the payment or the user disputes the bill.

We present, in this article, a network-level, service-usage

solution, which provides assured accounting information

strongly bound to the host identity, so that the user is

unable to repudiate the charges. To protect the

user, the solution employs a granular approach,

where evidence of service usage is provided in

a piecemeal manner, i.e., pay as you go. An

implementation of such a solution is presented,

which is based on the employment of host

identity protocol (HIP) and hash chains.

With the advent of ambient and ubiquitous computing,

there is a trend toward a more dynamic networking envi-

ronment within the wireless domain as opposed to the

current strict and static relationships instilled by the

incumbent operators. The relative freedom of choosing

your own service provider, already long established in the

Internet domain, is also entering this market, when net-

work convergence proceeds further, and the smaller play-

ers also have the opportunity to act as operators.

However, when the static relationships and the fear of

losing one’s reputation can no longer be the basis of

getting assured accounting information from

your partner operator, there is a need for addi-

tional measures to ensure the authenticity of

the service usage. In other words, the service

providers wish to have certainty that the provi-

sion of their resources is compensated. On the

other hand, the users wish to have protection

against the potential rogue providers, who try

to bill the users without really having provided
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any service. After all, cramming, i.e., unauthorized charges

on a customer phone or credit card bill are not unheard of.

In this article, we present an authorization solution that

takes into account the identities of the parties involved in

the service transaction and also provides assured account-

ing information, so that a party cannot deny, i.e., nonrep-

udiate, its involvement in the transaction. The solution

could be employed, for instance, in a simple network

attachment case, such as access to a hotspot, or in a case

involving consumption of a specific service, such as

streaming of media content. Accounting is provided in a

granular way, to embrace the pay as you go kind of setting.

As building blocks, we employ HIP and hash chains to

implement our proposed system, and use these mecha-

nisms, along with simple public key infrastructure (SPKI)

certificates, to bind various parts of the interaction, includ-

ing the data traffic itself, in a cryptographically secure way.

Additionally, remote authentication dial-in user service

(RADIUS) mechanisms are integrated to provide the means

to convey the accounting evidence to the third parties and

get online consent for the service transaction.

Fundamental Technologies

HIP

HIP is a proposal for future network architectures, and it

introduces a new namespace for the current Internet

architecture [1]. This takes place with a conceptual iden-

tity layer that resides between the network and transport

layers. This enables one to decouple the dual role of IP

addresses, i.e., their functionality both as end-point identi-

fiers and locators. Thus, better mobility and multihoming

solutions can be devised. In HIP, the host identity is mani-

fested with host identity tag (HIT), which is a representa-

tion of the public key owned by that entity, and it can be

given a nonroutable IPv6 interpretation. In essence, it is a

hashed representation of the public key, hence, giving HIT

self-certifying properties.

Identity exchange and association between the commu-

nicating parties is established through a handshake proce-

dure, base exchange (BEX), which also acts as a simple

Diffie—Hellman (D-H)-based key-exchange solution. It

provides keying material for protecting the subsequent

communication with, e.g., IP security protocol (IPsec). It

also takes measures to provide denial of service (DoS)

resistance with client puzzles.

Hash Chains

Hash chains have not only been used in several micropay-

ment schemes to provide payment and nonrepudiation

(see, e.g., [2]) but also have various other authentication

uses. Originally, they were presented in 1981 by Lamport

for one-time password authentication [3].

The idea behind hash chains is based on the irre-

versible nature of hash functions. First, you create a

secret seed value and apply the function successively.

The final value is the anchor of the chain, and the

previous chain values can be released in the reverse

order. Thus, it is easy to check whether the received

value is part of the chain but difficult, provided the

hash function is secure, to calculate the next value of

the chain without the knowledge of the initial seed.

The check can also be done even if some in-between

values are missing.

SPKI Certificates

SPKI is intended to provide a simpler alternative to X.509

[18] certificates, even though they have not gained wide

popularity. This is partly due their more flexible structure,

which is not as strictly specified as when using ASN.1 [19]

with X.509. However, this makes them well suited for pro-

totyping in a research environment, where one might want

to convey authorization statements without heavy ASN.1

processing. In fact, the purpose of binding a key holder to

a specific authorization has been one of the main points of

SPKI certificates [4]. One might claim, though, that their

interoperability suffers from the lack of precise definitions

and transport structure considerations, as these specifi-

cations were never finalized [5].

Nonrepudiation

Purpose of Nonrepudiation

Certain transactions have the requirement that the parties

should not be able to deny their involvement in the said

transaction. This could relate, for instance, to electronic

commerce, where there is a clear incentive to make sure

that the one party has paid and the other party has deliv-

ered the goods. A contract signing is also a traditional

example. The participants prove with their signatures that

they have seen the contract and approved it.

The following characteristic can be required of a non-

repudiable message transfer [6]:

n nonrepudiation of origin (NRO)

n nonrepudiation of receipt (NRR)

n nonrepudiation of submission (NRS)

n nonrepudiation of delivery (NRD).

NRO is intended to provide the proof that the sender

has sent the message; thus, it cannot later deny sending

it. Similarly, NRR prevents the receiver from denying

WITH THE ADVENT OF AMBIENT AND
UBIQUITOUS COMPUTING, THERE IS A TREND
TOWARD A MORE DYNAMIC NETWORKING
ENVIRONMENT WITHIN THE WIRELESS DOMAIN
AS OPPOSED TO THE CURRENT STRICT AND
STATIC RELATIONSHIPS INSTILLED BY THE
INCUMBENT OPERATORS.
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the reception of the message. NRS and NRD relate to the

actions of the delivery agent and the proofs that it is

working as expected. Our solution concentrates on pro-

viding NRO and NRR, even though we do not consider

the evidence of service provisioning per se but expect

the reception of correct service to be sufficient for

the user (such additional evidence could be easily

included in the corresponding acknowledgement mes-

sages, though).

Fairness

Various ways of implementing nonrepudiation system can

be devised, but it is another question whether the system

is fair to all the parties. In other words, it should not dis-

criminate against a correctly behaving party [7]. A simple

exchange of signed messages is not fair in the sense that

once the other party receives the signed message that

party can terminate the protocol, thus leaving the initiator

without any evidence. To overcome these shortcomings,

quite often a third party is used online to ensure the fair-

ness of the transaction.

Rather than devising complex protocol exchange, we

employ granularity in our approach to fairness, i.e., the

service is paid one small piece at a time. While perhaps

not meeting the formal fairness criteria, it provides a prac-

tical approach for the parties to be in better control of the

involved risk without necessary online involvement of

third parties.

Evidence and Accounting

Evidence is the central piece of nonrepudiation for prov-

ing the participation in the transaction and for ensuring

fairness. In fact, it has been stated that the goal of nonrep-

udiation is to collect, maintain, make available, and vali-

date irrefutable evidence [8]. This can also be seen from

the different stages in the process of nonrepudiation [8]:

n evidence generation

n evidence transfer, storage, and retrieval

n evidence verification

n dispute resolution or arbitration.

As evidence needs to be transferred between different

parties and stored accordingly, there is a need for

accounting mechanisms. Typical accounting protocols

are RADIUS and Diameter, although simple network man-

agement protocol (SNMP) and common open policy serv-

ice (COPS) can be employed as well, at least to a certain

degree [9]. However, they do not consider the strong bind-

ing of evidence to the subjects per se but instead concen-

trate on the message transfer. We have integrated RADIUS

into our solution so that inherent security properties of

HIP can be used to protect the RADIUS exchange as well,

without having to worry about the manual configuration

of RADIUS-shared secrets. The choice of RADIUS was

based on the availability of tool kits and its widespread

use, for instance, in wireless local area network (WLAN)

service provisioning. This approach also allows us to later

engage in roaming scenario experiments with local com-

munity networks employing RADIUS infrastructure, such

as Wireless Tampere.

Nonrepudiation Protocols

A classical example of fair nonrepudiation protocol is given

by [6], and it uses a third party at the end of protocol run to

ensure that both the parties are able to get their allotted

evidence. Numerous other similar proposals exist, but

quite often, they do not consider how these would work in

a real networking environment. This can reveal unex-

pected impracticalities in the protocol design [10]. For

instance, in the aforementioned case, it is not so evident

how long the evidence should be available for download

from the third party. One should also note the relation

between the evidence and the nature of data: it is clearly

infeasible to provide and store separate evidence for every

single packet. This is where hash chains become useful.

Reference [11] is an example of a proposal, which uses

hash chains in global system for mobile communications

(GSM) environment to provide an undeniable billing solution

for calls. The actual coupling with GSM signaling protocols

is not made clear, though. Home operator endorsement

for used hash chains is needed in [12], which additionally

requires smart cards to ensure the security of micropay-

ments for ad hoc network routing. Hash chains as micro-

payment solution for WLAN access is considered in [13]

and it also makes the observation of the importance of risk

management. Unlike the previous ones, which rely on sig-

natures, [14] suggests using a shared secret with a trusted

party to bind the user to the nonrepudiation process in GSM

setting. Obviously, with shared secret approaches, a degree

of doubt of the origin exists, and the adjudicator of the evi-

dence needs to be able to trust the trusted party as well.

Architectural Overview

We take advantage of the aforementioned HIP BEX, which

forms the backbone of our identity-based approach and

provides the negotiation step, during which the keys for

protecting the subsequent service traffic and bindings to

the nonrepudiable evidence are established. As evidence

tokens, we employ the values of a hash chain.

Thus, with our enhanced BEX we have devised a sys-

tem, which provides the following characteristics:

n identification of the parties securely

n liability relationships between the parties

n offline/online authorization from the home network

n negotiation of the service terms

n nonrepudiable evidence

n granularity of the service usage

n reporting the usage.

We assume as a prerequisite that the client and the

trusted third party (TTP) have had previous contact and

that the client has been assigned a certificate that states
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its subscription relationship. Hence, TTP could be seen as

a home operator. In addition, we assume that the server

and TTP are able to trust each other enough to agree on

business transaction. This can take place directly or with

the help of some additional, common TTPs such as finan-

cial brokers. Thus, our approach ensures that the liability

aspect is taken into account. This means that it is possible

to find a party that is responsible for the incurred costs,

even though a party, like the user, misbehaved. In a sense,

this is analogous to the traditional credit-card scenario,

although with online shopping and fraud possibilities, it is

nowadays a bit more convoluted field.

Nonrepudiable Service Usage

Nonrepudiable service usage (NoRSU) takes place with the

addition of some extra parameters to the typical HIP BEX

messages, mostly in the form of application certificates.

These certificates convey the relevant authorization infor-

mation and can be later used as part of the evidence to the

charging process. BEX with NoRSU enhancements is de-

picted in Figure 1. Note that we have named our entities cli-

ent and server, instead of initiator and responder as in the

HIP vocabulary. NoRSU-specific data are shown in bold and

the HIP message types in italics.

The first message, I1, signals the willingness of the cli-

ent to initiate the corresponding service usage with the

help of nonrepudiation properties. As a response, the

server provides its service offer in R1 in the form of an

SPKI certificate, which dictates the frequency of the hash

tokens it expects to receive as evidence. The frequency

can relate to either time- or volume-based accounting.

This message can also contain an authorization certificate

issued by TTP stating that the service in question is a legit-

imate one. However, this is not entirely necessary, be-

cause for the client the fact that it receives the service can

be sufficient, although one could claim that this allows

reselling of resources.

The I2 message binds the client to the offer with the help

of a signature, i.e., the client agrees to the given offer. The

client also provides a hash anchor for the hash chain it

intends to use during this service transaction. In addition,

the client attaches an authorization certificate issued to it

by TTP so that the server can get offline knowledge about

the liability of the client. This can be further enhanced with

the online RADIUS procedures described in the following

subsection. Some additional enhancements are also possi-

ble. This message could also contain a delegation certifi-

cate, with which one could provide privacy protection or

gifting, i.e., identity in the delegation certificate pay for the

service usage of the externally visible identity.

R2 basically just concludes the exchange, but some

additional scenarios are possible. At this point, the identity

and the business relationships of the client are known;

thus, additional offers could be made to valued customers.

However, this would require additional signaling. This

message could also be used, in conjunction with RADIUS

exchange, to convey a challenge issued by the home opera-

tor. If one also wanted to provide proof that the server has

provided service, the server could create its own hash

chain and send the anchor value here and the acknowledge-

ments to the HIP UPDATE messages would then carry these

hash values. However, we did not consider this scenario

any further and it will be a topic for future work.

Once the negotiation is done, the service traffic can flow

between the parties, protected with the keys negotiated

during BEX. The client uses HIP UPDATE messages to trans-

fer the next hash chain token at agreed intervals, and the

server acknowledges this with the corresponding message.

RADIUS Enhancements

Figure 2 depicts the integration of RADIUS into our solu-

tion. The figure is used only to sketch the potential mes-

sages that could be exchanged with the involved parties

and in case TTP was not HIP capable, the server could just

use normal RADIUS messaging. However, security for

RADIUS should be then offered in some other way. Note

that, instead of our somewhat straightforward setting,

the entity interacting with TTP could be a middle

box, which does not serve as a service end point for the

client but just observes the traffic and makes its own

decisions about allowing or blocking the traffic (e.g., fire-

wall functionality).

Initially, the interaction proceeds as in normal NoRSU

exchange, i.e., the offer is given in R1A and the correspond-

ing response in I2A. After that, the server has the option of

requesting extra confirmation from the party who had

issued the TTP certificate for the client. Using the issuer

information, the server discovers the means to contact

Client Server

I1: trigger exchange, signal NoRSU

R1: puzzle, D-Hs, public keys, supported algorithms,
service offer, [service authz], signature

I2: puzzle solution, D-Hc, public keyc, chosen alogrithms,
bind to offer, hash anchor, client authz, HMAC, signature

R2: HMAC, signature, [additional offer]

data traffic (e.g., IPsec protected)

UPDATE: next hash chain token

ACK

...

FIGURE 1 HIP BEX with NoRSU enhancements.
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TTP. This could take place with the help of domain name

system (DNS), distributed hash table (DHT), or by using

the information in the certificate provided by the client.

If the server does not have an association with the TTP,

it will establish it using the typical HIP BEX. The associa-

tion could have been formed previously when dealing with

another client of the same TTP or when having another

transaction with the same client. In this case, HIP UPDATE

packets are used (even though the IPsec-protected

RADIUS traffic could also be possible). In the former

dynamic case, TTP may present some additional certifi-

cates if its identity is unknown to the service or stronger

liability guarantees are needed. I2B and R2B are then

slightly modified to carry encapsulated RADIUS messages,

which convey the request for extra confirmation. This

could be needed, for instance, to alleviate any revocation

concerns and get the online consent from TTP about the

current status of the client. This could be used when TTP

does not provide the TTP certificate to the client, or the

TTP could specifically instruct the server to use online

procedure in the certificate itself. All the RADIUS mes-

sages within the HIP parameters should be encrypted.

I2B contains the access-request message, with which

the server identifies the client with a HIT and queries

whether the client in question is authorized to use the

service. However, if we want to prevent the server from

freely enquiring the customer relationships of TTP, we

have to include the response certificate as evidence that

the client has been present, even though the granularity of

this proof of freshness is rather coarse (the validity time

of the response is set by the client, within the limits of the

given offer).

In R2B, TTP replies either with access-accept or access-

reject message to either allow or deny the service provision-

ing. In an advanced scenario, TTP might issue a challenge to

verify the identity of the client, especially if it is not content

in receiving just the response certificate as proof of fresh-

ness. In such cases, one would communicate the challenge

between the server and client and use R2A to convey this

information. Subsequent UPDATE messages would have to

be used to finalize this exchange and get the final accept or

reject. R2A could also convey a signed message from TTP to

the client, stating that TTP approves the identity of the

server as a suitable transaction partner (this would naturally

be present in R2B as well).

After submitting R2A, the server can start the account-

ing with TTP by issuing accounting-request within an

HIP UPDATE message. Corresponding ACK contains the

accounting-response message. After the traffic exchange

between the client and server has terminated, account-

ing-request is sent to TTP along with the information that

tells how many hash chains were consumed along with

the other evidence information.

The other evidence consists of the offer and the response

certificates but could also contain a delegation certificate if

such was used. In addition, one needs to convey the values

that were used to indicate the renewal of hash chain in case

the previous hash chain was exhausted.

In essence, we need at least the following data as evidence:

n offer certificate

n response certificate

n client authorization certificate

n amount of hash chain values transmitted

n first and last hash chain value transmitted.

Note that it is easy to confirm the amount of hash chain

values expended by successively applying the hash func-

tion to the last value and checking whether equal amount

of computations results in the first value, i.e., the anchor.

Implementation

Our proof of concept is based on the HIP for Linux (HIPL)

software bundle (version 1.0.4) [15], which we modified to

implement our enhancements. For RADIUS experiments,

we used FreeRADIUS 2.1.8. The implementation architec-

ture is shown in Figure 3, where the red color depicts our

modifications. In other words, two new logical entities

were introduced, while the original HIP daemon was modi-

fied to include extra functionality without breaking the

standard operation of it.

HIP daemon modifications mainly entailed introduction

of new parameters and their processing within the corre-

sponding messages. Some additional certificate processing

I1A: trigger

I1B: trigger

R1B: [certs]

I2B: Access-Request

R2B: Access-Accept/Reject

Traffic/UPDATEs

UPDATE: Accounting-
Request (start)

UPDATE: Accounting-Request
(end), accounting evidence

ACK: Accounting-Response

Client Server TTP

ACK: Accounting-Response

R1A: offer, [service authz]

I2A: response, client authz

R2A:

FIGURE 2 NoRSU complemented with RADIUS support.
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was also needed. The rest of the implementation architec-

ture was based on the principle of making the existence of

HIP transparent to RADIUS (depicted by the logical con-

nection numbered 8 in the figure). Hence, it is easy to

switch to use different RADIUS library, as the client part is

contained within the RClient. Similarly, the client part can

be easily made to directly access an external RADIUS

server without HIP.

RClient and RDaemon can communicate with the HIP dae-

mon using the internal communication mechanism available

in HIPL. This way, HIP daemon is able to use RDaemon as a

TTP selector. RDaemon is also responsible for encapsulation

and decapsulation of the RADIUS messages, so that they can

be conveyed using the HIP parameters. The various message

sequences of the architecture are shown in Figure 4 (the

numbers coincide with those in Figure 3).

Discussion

The important point in our work is how the different parts

of the interaction are bound to the identities of the parties.

First, the identity of a party is presented with a HIT,

derived from a cryptographic public key. The negotiation

offer and response are then signed with the correspond-

ing identities, and as the signed data in the response also

contain the anchor of the hash chain, the client binds itself

to the evidence tokens. After all, with the assumption of

irreversible hash function, no one is able to generate the

values. One additional binding is provided for the traffic

when it is protected using the keying material derived dur-

ing the handshake, which was authenticated with the used

identities. Thus, every part of the system can be tracked to

the identities of the participants, allowing us to ensure the

accountability of the service provisioning. This way, the

parties can be sure that they are communicating with the

correct entity and that they have a suitable nonrepudiable

evidence to resolve any disputes that might arise. They are

also able to react during the service provisioning to any dis-

honest behavior. In other words, if the service does not

keep receiving hash chain tokens, it can terminate the pro-

visioning. Similarly, if the client does not receive the prom-

ised service, it can stop sending any more tokens.

As we used SPKI certificates to encode the authoriza-

tions and the commitments of the different parties, there

is the question of revocation of certificates. For this, we

adopted an approach where the authorizations are short

lived, thus controlling the possible misuse window. This

simplifies things, but one has to observe the tradeoff

HIP
Daemon

HIP
Daemon

5. RADIUS

3. HIP

6. HIP
Internal

8. RADIUS

7. RADIUS

HIP
Daemon

RDaemonRDaemon

R
C

lient

FreeR
A

D
IU

S
C

lient library

Client Server TTP RADIUS Server

RADIUS
Server Daemon

1. HIP

4. H
IP

 Internal

2. HIP
Internal

FIGURE 3 Implementation architecture.

HIP FORMS THE BACKBONE OF OUR IDENTITY-
BASED APPROACH AND PROVIDES THE
NEGOTIATION STEP, DURING WHICH THE KEYS
FOR PROTECTING THE SUBSEQUENT SERVICE
TRAFFIC AND BINDINGS TO THE NONREPUDIABLE
EVIDENCE ARE ESTABLISHED.
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between the amount of renewal signaling and certificate

validity period.

The renewal issues are present with the hash chains as

well, as they are of finite length, and the length is decided

by the client at the time of negotiation. The client can use

the offer validity time to estimate the needed length, but

we also have the simple possibility of renewing the hash

chain by binding the last and first values of the old and

new chains to avoid running BEX again.

As HIP signaling is used to transfer the hash chain val-

ues acting as evidence tokens, our approach decouples

the traffic from signaling. This way, it is possible to route

the signaling via the home-operator network and give the

home operator middleboxes the possibility to observe

the consumption of service resources. Thus, one could

optimize the data traffic and forego the step where it is

routed through the home-operator network, as often

seems to be the case with the cellular network.

While from the risk-management perspective the value

of single token should be small, the granularity cannot be

infinitely small. It is restricted by the creation and process-

ing times of the update packets (and clock granularity).

Thus, based on our experiments, one cannot expect the

update granularity to be in the order of milliseconds, rather

in the order of tens of milliseconds at most, although one

needs to take into account the transmission delays as well.

The server also has to consider how frequent updates it

can handle, especially if it expects to serve several clients.

However, one also faces the dilemma of lost values, i.e.,

how quickly one determines that the other party is

Client

1.

2.

3.

4.

5.

2.

3.

3.

2.

5.

4.
1.
R2

SIGNAL_ACCESS_REQUEST

HIP_PARAM_RADIUS

AccessReq

AccessReq

AccessResp

AccessResp

GET_TTP_HIT

TTP_HIT

I1

I1

I2

R2

6.

6.

RELAY_PARAM_TO_RADIUS_SERVER

RELAY_PARAM_TO_RADIUS_CLIENT

ACCESS_RESPONSE_RESULT

RELAY_RADIUS_MSG_TO_HIP_DAEMON

7.

R1

R1

I2

Server (HIP)
Rdaemon
(SERVER)

RClient
(SERVER)

TTP(HIP)
Rdaemon

(TTP)
RADIUS
Server

FIGURE 4 Message sequences for the implementation architecture.
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dishonest. In terms of robustness, one ought to be willing

to tolerate a couple of lost values, especially if environment

is expected to be prone to packet loss. This is basically a

policy decision, though.

From the performance perspective, our nonrepudia-

tion enhancements add some tens of milliseconds of

performance penalty. The typical HIP procedures still

dominate the performance, though, as the base exchange

runs in the order of several hundred milliseconds with our

hardware. The inclusion of RADIUS authorization adds

more penalty, but it is also affected by the networking

delays. Naturally, for servers engaged in frequent hand-

shakes and multiple connections, the performance can be

severely impacted, but the same issues have to be tackled

in the normal deployment of IPsec too [16]. Alternatively,

one can also consider the benefits of employing elliptic

curve cryptography in terms of better performance and

smaller key sizes [17], even though it is not part of HIP

standard yet. However, HIP is still years away from wide-

spread deployment.

Conclusions

In this article, we have presented an implementation for

enabling nonrepudiable network-level service usage by

taking advantage of the characteristics of HIP. This

approach can work as a building block for an accounting

solution of future networks that takes into account the

assurance needs of the user and service provider. Thus,

the user can be certain that he/she only provides evidence

for the resources he/she has used, and the service

provider can make sure that it has legitimate claims to the

compensation based on the nonrepudiable accounting

records. This can be further coupled with the traditional

RADIUS-based accounting systems.

The presented concept aims at providing service provi-

sion granularity that will make it possible to reduce the

financial risk, i.e., it makes it easier for the partners to

manage their risk in network-level scenarios. The imple-

mentation also demonstrates the benefits of HIP and an

identity-based approach in binding different parts of the

system in a secure way, i.e., partner identities, negotiation

procedure, and the actual traffic.
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Abstract 

 
The advent of ubiquitous computing and the 

convergence of the heterogeneous networks provide 
new opportunities for the new players to enter the 
operator market. While network access will be 
available everywhere, the multitude and diversity of 
the access operators makes it hard to rely on the old 
paradigms of static operator relationships 
guaranteeing the identity of the users end-to-end. 
Therefore, there is need for mechanisms that allow the 
endpoints get assurance about the identity of their 
counterparts. This paper investigates the possibility of 
taking advantage of IP Multimedia Subsystem (IMS) in 
a roaming scenario to signal the needed identity 
parameters between two communication endpoints, 
which are basing their trust evaluation on their own 
home operators. This allows establishing a Host 
Identity Protocol (HIP) style identity association, 
which can be used to protect any subsequent 
communication between the same entities.  
 
1. Introduction 
 

While the future networks develop and become 
more dynamic in nature, the security requirements are 
even more critical in this new ubiquitous environment. 
As the envisaged ambient visions become reality and 
the technological development allows practically 
anybody to provide access services of their own, the 
amount of mini operators increases. Thus, the operator 
relationships may no longer be based on pre-
established roaming agreement, but they are created on 
the fly. Such diverse environments require more 
assurance about the identities of the users and 
statements, which ensure the liability of the actions 
taken by them.  

The users may have trust to their own operators, 
with whom they have billing relationship and who 
provide the user with authentication infrastructures, 
such as those based on the existence of Subscriber 
Identity Module (SIM) cards. In essence, these 
operators assume the role of identity providers. The 

large operators also have incentive to tie their 
customers more tightly to their own service 
provisioning architectures in order to be able to 
provide more profitable multimedia services. For 
instance, the operators are currently busy investigating 
the possibilities of IP Multimedia Subsystem (IMS) 
deployment.  

In this paper we investigate the possibility of taking 
advantage of IMS architecture to establish a trust 
between two end points in a roaming scenario, where 
the visited access network may not be entirely 
trustworthy. In essence, this means establishing an 
identity association so that the parties can have 
operator provided assurance regarding the used 
identities. The home operators of the users are assumed 
to have established a typical roaming agreement, 
which dictates the liabilities of the parties and the 
necessary security association. The approach adopted 
here leans on the ideas developed for Host Identity 
Protocol (HIP). Thus, it is assumed that every entity is 
in possession of a secure cryptographic identifier, 
which provides secure naming through a proof of 
possession. So, in essence, we suggest using IMS 
infrastructure to carry the necessary initial signalling 
needed to enhance the trust established in a typical HIP 
exchange. Therefore, this allows local trust decisions 
and does not rely on the existence of global Public Key 
Infrastructure (PKI). Naturally, this is logically very 
close to a typical PKI setting, where we have operators 
acting as Certificate Authorities (CA), i.e. trust roots, 
which are willing to cross-certify each others. 

The difference to the typical IMS setup is that the 
envisaged usage environment is not static in terms of 
relationships to the access operators, i.e. visited 
network. Rather it is expected that the relationships are 
established in a dynamic fashion and there is more 
uncertainty regarding the security of the en route 
network elements. While it is true that this at present 
does not seem so realistic scenario, but it is expected to 
be more likely in the future ubiquitous environment. 

This paper is organised as follows. In the next 
section we briefly go through the basics of HIP. The 
third section provides an overview for IMS 
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architecture. In the fourth section we sketch our high 
level architecture and the section after that gives more 
details to the employed messages. The sixth section 
provides analysis for the employed security measures. 
The seventh section gives some direction for future 
work and the next section concludes the paper. 
 
2. HIP basics 
 

HIP proposes new identity layer architecture for the 
Internet [1]. It positions itself between the network and 
transport layers and aims at solving the dual nature 
problem of the IP address. That is, currently it 
functions as an end point identifier and a locator. HIP 
provides means to identify the end points irrespective 
of its topological location, thus providing better 
solutions for mobility and multihoming issues. HIP 
also provides key negotiation capabilities with the help 
of Diffie-Hellman key exchange and simple denial of 
service (DoS) protection through a puzzle mechanism. 

HIP hosts are identified by their cryptographic 
identifiers, which basically rely on the existence of a 
public key pair. By applying hashing to the public key 
one is able to form a concise representation of this 
identity, Host Identity Tag (HIT), which is more suited 
for protocols. Currently, as it is 128 bits long, it also 
has IPv6 interpretation [2]. During the protocol run 
proof of possession of HIT is provided. 

HIP association is created through a four way 
handshake mechanisms, so called base exchange (see 
Fig. 1). The first message, called I1, is basically just a 
trigger for the responder to start the handshake. The 
responder replies with R1 message, which is 
precalculated in order to mitigate DoS concerns and 
contains identity information, i.e. the public key, and 
the parameters it wishes to use for this association. The 
information is signed with the private key, so it proves 
that it is in the possession of the correct key. This does 
not yet store any state and the responder expects to 
receive in the next message a solution to the puzzle it 
provided. The initiator provides the solution in I2 
message, which also includes its own session 
parameters and identity information along with the 
corresponding signature. As the key material exchange 
is complete at this point, it is possible to also encrypt 
some information, like the identity, with the created 
keys to provide privacy protection. The last message, 
R2, which concludes the exchange, assures to the 
initiator that it is indeed talking to a live responder and 
it has knowledge about the session key. After this HIP 
association has been established. Further 
communication can be protected, for instance, with 
IPsec using the created keying material [3]. 

 
Fig. 1.  HIP base exchange. 

 
3. IMS overview 
 

IP Multimedia Subsystem (IMS) is architecture for 
delivering multimedia services on IP based networks 
[4]. This service architecture was developed by 3GPP 
and while it is envisaged to be access technology 
agnostic, it is so far deployed on 3G cellular networks. 

From the trust perspective the security of IMS is 
based on the fact that the communication is expected to 
be taking place between trusted entities [5]. In other 
words, the operators that exchange signalling have pre-
established agreements, which define the limits of their 
interaction. This also includes the security measures, 
such as integrity and confidentiality, used to protect 
the connection between them. It is also expected that 
the operators keep their internal network secure, so 
that all the network elements are trusted entities. 
Hence, it is not mandatory to secure the connections 
between one's own network elements. Due these 
assumptions the home operator, for instance, relies on 
the statements made by the access operator regarding 
the user actions and its identity, even though these 
statements do not enjoy any real protection. 

Functionalities of IMS are actuated with the help of 
Session Initiation Protocol (SIP), which is perceived as 
a general signalling protocol for establishing and 
controlling the sessions between the communicating 
entities [6]. Public identities are expressed with email-
like Address of Record (AoR), which gives indication 
of the home domain of the user, although the real 
contact identity might be more specific depending, for 
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instance, on the currently used device. SIP is 
transaction oriented and works in a hop-by-hop 
fashion, so each network element, or proxy, on the 
path can make its own changes to the control 
information in the messages in order to provide either 
additional services or ensure correct routing. This way 
the network can also react to any quality of service 
requirements the session might require, hence 
complete end-to-end confidentiality is not desired. SIP 
is basically a simple text based protocol and the 
individual messages contain a header and a body 
section, much in the way as in HTTP. Headers include 
most of the control information and the body section 
usually contains information regarding the information 
content the parties are negotiating about. It could be, 
for example, used to describe the media session to be 
negotiated and use a different protocol, such as Session 
Description Protocol (SDP). In theory, however, SIP 
message body could contain any other type of content 
as well. SIP itself enjoys very little protection in IMS 
architecture due the previously mentioned fact that the 
communication is expected to take place between 
trusted entities. In basic SIP architecture, though, one 
could use, for instance, S/MIME, although it does not 
define how to convey trust between the entities. 

The simplified architecture is depicted in Fig. 2 in 
terms of session establishment between two users. The 
more detailed architecture can be found in [4]. The 
first SIP contact point for the user is Proxy Call 
Session Control Function (P-CSCF). It is responsible 
for finding the next contact point, which in the case of 
home network might be Serving CSCF (S-CSCF) or in 
case P-CSCF is in the visited network, then 
Interrogating CSCF (I-CSCF) of the home network 
that the home network uses as a published entrance 
point to its network. P-CSCF could also use other 
border elements, such as Interconnection Border 
Control Function (IBCF), to take care of the 
communication with the other networks. P-CSCF can 
also interact with transport level entities, so it can set 
policies for the handling of the data traffic of the user. 
I-CSCF is also responsible for finding an appropriate 
S-CSCF in the home domain to serve the roaming user.  

S-CSCF is the "work horse" of IMS system as it is 
responsible for authenticating the user with the help a 
challenge-response procedure called Authentication 
and Key Agreement (AKA), which also registers the 
SIP identity of the user. It does this in cooperation with 
the Home Subscriber Server (HSS), which contains all 
the subscriber information. S-CSCF is also in the path 
of every SIP message the user sends or receives, so it 
can redirect the messages to the other networks or the 
appropriate application servers (AS) as dictated by the 
profile of the user. This allows it to provide accounting 

information, as well. In subsequent communication the 
intermediary proxies do not necessarily need to take 
part in the signalling, so, for instance, P-CSCF and S-
CSCF could be the "neighbouring hops". There are 
also other network elements to take care of the media 
processing and interaction with other networks, such 
as the legacy telephone systems, but they have been 
left out of the scope of this paper. 

P-CSCF
S-CSCF I-CSCF

ASHSS

IP transport
P-CSCF

IBCF

P-CSCF
IBCF

P-CSCF
S-CSCF I-CSCF

ASHSS

User A User B

Visited network 1 Visited network 2

Home operator of A Home operator of B

 
Fig. 2. Simplified IMS architecture. 
 
4. High level overview 
 

The flow of events is depicted in Fig. 3 and goes as 
follows. In the first SIP INVITE message the UserA 
sends its identity information along with the 
association specific configuration information, such as 
keying information. In practise, in the envisaged 
architecture this is a HIP packet. The identity 
information includes HIT and the relevant public key 
information. The keying information uses Diffie-
Hellman exchange as per typical HIP handshake. The 
difference to the typical base exchange is that there is 
no triggering, so basically the roles are reversed and 
the R1 message is seen as the one starting the 
handshake instead of I1. This does not need to contain 
any puzzle scheme, though, because if the sender is not 
known by the signalling network, then the message 
will not be forwarded to the final recipient. After all, it 
is expected that the host has already registered with the 
home operator using AKA procedure. The message is 
targeted to a certain SIP identity, for which HIT may 
not be known. In fact, if HIT is known "reliably" then 
the negotiation does not need to go through the 
operator infrastructures as there is no need to get 
guarantees for the used identities. The contents and the 
relevant SIP headers are protected with a signature. 
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Fig. 3. Message flows between the network 
elements. 

 
In the next phase P-CSCF1, which might be under 

different administration than the home network, does 
not do much else than to forward the message, 
although it can include the P-Asserted-Identity to 
indicate its own notion of the identity of the user [7]. 
After all, P-CSCF1 should be aware of the user 
identity based on the in the initial registration done 
originally between the two entities. Some charging 
specific information can also be added as per typical 
IMS procedure [8]. However, the reliability of this 
information depends on the existence of security 
association between the access and home operators as 
it is generally expected that the IMS charging 
information is exchanged only between trusted 
networks. This might not always be the case in the 
scenario we are envisaging. One could, though, 
employ solutions that provide non-repudiation for the 
service usage [9]. 

When the S-CSCF_A, i.e. the one in the home 
network of UserA, receives the message, it can check 
the correspondence of the registered user identities. In 
other words, it is assumed that the user has previously 
registered the identities it is using on this connection 
and that the operator has authority over the used 
identities. After this and the verification of the 
signature, S-CSCF_A can sign the user's HIT and the 
expressed application level identity as an indication of 
trust to those identities along with all the other 
immutable headers (see later section). Based on the 
receiver's AoR, the message is forwarded to the home 
operator of that entity.  

When S-CSCF_B, i.e. the home network of the 
UserB, receives the message, it can check that the 

identities are assured by the other operator, with whom 
it has a roaming agreement and has exchanged 
identities. Thus, it is willing to forward traffic from 
this operator to its own subscribers. S-CSCF_B 
proceeds in including its own assurance to the 
identities of UserA as a token of the trust it has on the 
established agreement. This takes in the form of 
signature as in the previous step. 

In the last phase UserB receives the message and 
can check that there is an assertion made by its own 
home operator. It is assumed that the user is in the 
possession of the identity of its home operator. Thus, it 
can note the correspondence between the two identities 
of UserA and send the response with its own 
configuration information and the relevant identities. 
Within the HIP packets is also the authentication code 
calculated from the keying material, so that the UserB 
can prove to be in the possession of the session key. 

The procedure then works to the opposite direction 
in similar fashion. In other words, the home operator 
of UserB assures the identities and based on the 
transitivity, the home operator of UserA asserts the 
received identities. 

After this UserA can acknowledge the transaction 
with ACK message as in typical SIP transaction and 
includes also to the HIP packet an authentication code 
calculated with the exchanged keying information. 
After this the parties can switch to communicating 
directly on IP layer with the negotiated session 
parameters as they are in the possession of each others 
assured identities. Further traffic could be protected, 
for instance, with IPsec [3]. 
 
5. Messages 
 

The first message sent by UserA takes advantage of 
the principles of the SIP Identity scheme [10], 
although with the modification that the signature is 
done at this point by the end entity and not the 
authentication server. This is indicated with P-End-
Identity-Info, which identifies the identity, and P-End-
Identity, which contains the corresponding signature. 
There is also need for additional field for indicating the 
identity, which the UserA wants to communicate to 
UserB to be used in conjunction with the identity 
association, i.e. P-End-Pub-Identity in the Fig. 4. 
While this could be derived from the From header, 
similar identity information cannot be included in the 
same field in messages coming from the opposite 
direction, because those fields are not expected to be 
altered during the transaction, if normal SIP INVITE 
semantics are to be honoured [6]. After all, the final 
peering partner might be some other identity due call 
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forwarding or some other similar functionality. The 
secure identity, i.e. HIT in this case, is expressed in P-
End-Identity-Info header. 

The actual keying information and other 
configuration specific information are in the body 
section using typical HIP packet syntax. However, one 
additional requirement is set for the signed nonce 
(echo) parameter used within the packet: in order to 
bind it to the current transaction, it uses the same call 
id as used in the corresponding SIP header. The 
encoding of the packet could be binary or base64, 
although some implementations might have difficulties 
with the binary content. However, it has the benefit of 
making the message compact, thus making more likely 
to fit the message inside a UDP datagram instead of 
having to switch using TCP as required by SIP RFC in 
the case of too large datagrams [6]. With all the 
options, this might be hard to avoid, though. 

INVITE sip:userB_public@homeB.net SIP/2.0
From: <sip:userA_public@homeA.net>;tag=4fa3
To: <sip:userB_public1@homeB.net>
Contact: <sip:[5555::aaa:bbb:ccc:ddd]>
Date: Thu, 11 Sep 2008 13:01:03 GMT 
Call-ID: apb03a0s09dkjdfglkj49111
CSeq: 101 INVITE
P-End-Pub-Identity: <sip:userA_public@home.net>
P-End-Identity:
"Ccp+C2..<clipped>..zmJpCB7rBXGe+DnutU="  
P-End-Identity-Info: 
<urn:hit:8dc49622d9be6fca7f1ecb8f3e6738e2>;alg=rsa-sha1
Identity:
"ZYNBbHC..<clipped>..PKbfU/pryhVn9Yc6U="
Identity-Info: 
<urn:net:homeA:aad1d9518a9bde5b8f3b5c6b59b6970e>;
alg=rsa-sha1;cid=12345,67890
Content-Type: multipart/related; boundary=uniq-boundary
Content-Length: ABC

--uniq-boundary
Content-Type: application/hip-packet
Content-Id: 12345
Content-Length: YYY

<...HIP specific data...>
--uniq-boundary
Content-Type: application/spki-cert
Content-Id: 67890
Content-Length: ZZZ

(
(cert 
(issuer (hash sha1 #aad1d9518a9bde5b8f3b5c6b59b6970e#))
(subject (hash sha1 #8dc49622d9be6fca7f1ecb8f3e6738e2#))
(service (ip (traffic-class 60)))
(validity (not-after 2007-07-30_12:00:00))
)
(signature (rsa-sha1 |J3ewED..<clipped>..3Pp4LbO2iQX07bs=|))

)  
Fig. 4. Example of SIP message travelling from 
operator A to operator B and the coverage of 
the used signatures (some header values 
shortened). 

 
Instead of having the HIP parameters in the body, 

the user has the option of including a delegation 

certificate, which authorises another network element 
to take care of the HIP negotiation, much like depicted 
in [11]. While this option does not provide end-to-end 
security, it could be required in certain cases. One such 
case is requirements set by the regulatory bodies that 
state that there has to be possibility of lawful 
interception for the authorities [12]. Thus, this kind of 
arrangement could be then handled, for instance, by 
Gateway GPRS Support Node (GGSN), which has 
interface with the first proxy element and contact point 
of the user, P-CSCF, and which also acts as the IP 
traffic gateway of the user.  

The message, which is forwarded by the home 
operator of UserA, is attached with the signature of the 
operator stating that the identities belong to a trusted 
user. In addition, it could contain other information, 
which authorises only certain actions. That is, it might 
be that the operator wants to restrict actions of the user 
it wants to be liable for. This can be done with the help 
of a suitable attribute certificate or Simple PKI (SPKI) 
certificate as done in the Fig. 4. It is also possible just 
to provide a URL and hash of the certificate in order to 
save space in the message itself. The signature of the 
operator is extended over the identities of the user, i.e. 
both the HIP and SIP levels. This should also be 
extended to the certificate section, so that it is not 
possible to snip away the certificate in order to create 
confusion regarding the granted user rights. Some 
additional headers are also signed in order to guarantee 
the authenticity of them. An example of SIP message 
is given in Fig. 4, although some of the unrelated 
headers are left out in order to make the picture more 
compact. Arrows in the figure indicate the parts, which 
are taken into the corresponding signature calculation. 
An example of what the delegation certificate issued 
by UserA might look like is shown in Fig. 5. 

(
(cert 
(issuer (hash sha1 #8dc49622d9be6fca7f1ecb8f3e6738e2#))
(subject (hash sha1 #<..middlebox hit..>#))
(session (call-id apb03a0s09dkjdfglkj49111))
(privileges (negotiate-hip))
(validity (not-after 2008-08-11_14:00:00))
)
(signature (rsa-sha1 |<..signature here..>|))
)

 
Fig. 5. Example of an SPKI certificate for 
delegating HIP negotiation to a middlebox 
(such as P-CSCF). 

 
When the other operator receives the message, it 

can replace the operator level signatures with its own 
and also provide a certificate. While everything could 
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be kept in the same message, in order to keep the size 
constrained one should take away the "unneeded" 
parts. After all, the user has his trust on his own 
operator, not to some other, potentially unknown 
operator. Of course, this leads to a slight 
misconception that the operator trusts the subscriber of 
another operator, when in truth the trust is only 
transitive. However, the other operator has accepted 
the liability of the user actions, thus, in essence, the 
trust can be placed on the subscriber of the other 
operator, naturally within the limits of the established 
roaming agreement. Dishonestly acting home operators 
are another issue, but in such case the subscriber is in 
trouble anyway. 

HIP specific parts can be included in the messages 
either using binary or base64 encoding. This is similar 
to the way Multimedia Internet KEYing (MIKEY) 
exchange has been envisaged to be used with SIP [13]. 
One might ask whether it is reasonable to duplicate 
some of the information that is available in the other 
parts of the SIP message, but this way the whole HIP 
packet can be fed to the HIP processing without major 
changes, providing better compatibility with the "pure" 
HIP implementations.  There might also be a question 
of whether it would not be better just to use MIKEY 
for key exchange, but the idea here is to specifically 
create a HIP compliant identity association between 
the parties that can be later used in their mutual 
communication to establish a certain level of 
assurance. 
 
6. Analysis 
 

The scheme is based on the idea of using the 
existing trust relationship between the operators to 
establish trust between two end entities. In essence, 
this means corroborating the binding between two 
different level identities, i.e. HIP and application level. 
When the original message is signed by the end entity, 
it assures that it is the sender of the message and it is 
the originator of the content and certain header parts, 
so that the access operator, for instance, has not been 
able to tamper with them. As the user has previously 
registered with the home operator, the operator can 
check the correspondence of the identities and 
augment the message with its own assertion. Because 
there is a pre-established agreement between the home 
operators, the other operator trusts the assertion made 
by the first operator. Hence, it can make a similar 
assertion to its own customers. The users are in the 
possession of the identities of their operators, so they 
are able to make the necessary checks to ensure that 
the assurance is provided by the correct entity. 

Additionally, they have a shared secret with their home 
operator that allows them to run AKA procedure 
during the registration phase. So the operator assured 
liability is an important distinction to completely 
decentralised web of trust kind of approaches. 

The receiving end entity can be certain that the 
received parameters are related to the sending entity 
due to the existing signature. Trustworthiness comes 
from the fact that the operators on the path have 
asserted the correspondence of the identities, even 
though the receiving entity may not see any signature 
made by the first operator.   

The signature of the user protects the From, To, 
Date, Call-Id, Cseq, P-End-Pub-Identity, P-End-
Identity-Info, and the primary body section, which 
might be delegation or HIP parameters. While P-End-
Pub-Identity is also signed by the operator, it is 
worthwhile to sign it by the user as well, so that the 
user has explicitly stated, which identity it wishes to 
use with later communication with the other peer. 
Signing Date makes it harder to try replay attacks and 
Call-Id identifies the current transaction. When Cseq is 
included in the signature, it is not possible to try to 
forge the used SIP method, i.e. like trying to change 
INVITE to BYE.  

In addition to the above, the signature of the 
operator protects the possibly attached operator 
certificate regarding the user privileges. The main idea 
of this signature is to bind the used identities so that 
the operator gives assurance that there is a legitimate 
binding between those two level identities. The reason 
for not including the user signature to the calculation is 
partly performance related, i.e. one does not need to 
verify two signatures in order to make sure that the 
operator signature is valid. However, as the operator 
also takes into its own calculation the critical headers, 
there is no fear of compromised headers. 

The reason for including the operator certificate to 
the header level signature is to make sure that it cannot 
be removed from the message. This might give 
unnecessary broad privileges to the user, when the 
intention of the operator was to limit them to a certain 
subset. The signature in the certificate itself might be 
considered to be duplication of information, but this 
way the certificate can be used on its own on other 
protocol levels as well.  

One might ask why not just use operator issued 
certificates and cross-certification across operators to 
establish the association between the end entities. 
While it might be an option as well, this way one does 
not need to provide complex certificate management 
procedures nor transmit certificate chains. The 
requirement of having unfragmented HIP packets sets 
limits to the amount of information that can be put 
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there (see [9]), so having a pure HIP solution with 
certificates is size constrained. However, employing a 
HIP compatible solution enables one to take advantage 
of the suggested locator/identity split. 
 
7. Future work 
 

The architecture outlined here is so far only a 
sketch of the possible solution and further work is 
needed to investigate the implementation and 
scalability aspects. For instance, it is not likely that this 
approach would be feasible for every possible 
connection setup due the inherent SIP efficiency issues 
in IMS environment. However, this can be used for 
select scenarios to enhance the trust to the employed 
identities. In a typical case of multiple new 
connections in a less critical environment it is possible 
to just use HIP for association establishment and it can 
take an opportunistic approach for the trust 
establishment, if no other option is available.  

More work can also be done for providing 
additional mobility support from the infrastructure. In 
other words, it might be possible for the end entities to 
provide the contact information in form of HITs 
instead of IP addresses and then expect the core 
network elements to provide rendezvous kind of 
service, as depicted in [14]. Using HITs with SIP is 
actually already investigated in [15], but it is used 
purely as a mobility solution. 
 
8. Conclusion 
 

In this paper we have presented an architecture, 
which aims at enhancing a typical HIP exchange by 
leveraging the trust relationships and the signalling 
mechanisms of IMS in a roaming environment, where 
the conduct of the access networks can be dubious. By 
taking advantage of the trust assessment made by the 
operators, the end entities are able to get a notion about 
the trustworthiness of the identities of the peer party. 
This notion can be used to secure the subsequent direct 
communication between these parties. The presented 
scheme also makes it possible to include HIP 
parameters directly into the SIP messages, so the HIP 
handshake is taking place along with the SIP INVITE 
transaction, which provides the identity assurance. 

The presented work is still a high level sketch and 
further work is needed to experiment with the 
scalability issues. However, it gives an interesting 
starting point for considering the future network 
architectures and the possibilities to take advantage of 

the envisaged identity schemes and existing trust 
relationships without having to deploy global PKI. 
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Abstract—Ubiquitous connectivity today allows many users to 
remain connected regardless of location with various kinds of 
communities. This paper studies challenges in building trusted 
communities that encompass both new users as well as users 
already possessing credentials from other well known 
connectivity providers, federations, content providers and 
social networks. We postulate that trusted communities are 
initially created as a means to access some services, but become 
enriched with user created services. We present an 
architecture aimed at managing the complexity of service 
composition, access as well as guarantees of authenticity. Since 
users possess multiple credentials from various identity 
providers, we address this in our architecture from the service 
access perspective. In addition, our model explicitly takes into 
account cases where users may temporarily be granted access 
to a community’s services based on recommendations from 
existing members. 

Keywords-online communities; identities; trust and service 
management 

I.  INTRODUCTION 

A Trusted Community is a community whose 
infrastructure is capable, if necessary, of providing a high 
level of confidence to its participants with regards not only to 
the identity of its members, but also the authenticity of all the 
services and content that may exist within that community. 
Users possess a myriad of different devices that enables them 
to remain connected in the face of today’s pervasive 
networking culture. Indeed, the ready availability of high 
speed wireless broadband-like connections today have 
spurred levels of participation in the Internet where users 
would demand different levels of trust in their interactions 
with other users and services. Community and public 
networks created from surplus bandwidth available via 
excess capacity in local loops (homes, campuses, hotspots) 
are one example of Trusted Communities, which require a 
stronger assurance that the service offered is genuine. User 
identification may also be enforced depending on whether 
the user is participating in offering surplus bandwidth. This 
provides a good guarantee against malicious behaviour for 
all the stakeholders involved, including the operators running 
the networks. 

 Today, social networks provide a quick means for 
groups of friends to stay in touch with one another, going 
beyond simple e-mail and having web pages towards instant 

messaging and blogs. As usable social networking platforms 
began arriving, the technologies collectively termed as Web 
2.0 began transforming the Web into a collaborative space 
for sharing content and enabling multimedia communication. 
At the same time, they began to provide lightweight 
programming platforms to enable rapid development of web-
based widgets and applications. Rapid adoption of social 
networking and Web 2.0 platforms worldwide have led to 
the creation of large online communities as well as service 
providers who are beginning to open up aspects of their 
platforms to allow for interoperability and service mash-ups. 

Although social networks provide good platforms for 
interactions and exchanging applications and related content 
for their respective users, various factors often conspire to 
pose a hindrance towards a true exchange services by users 
of social communities. Such factors may include a need 
imposed upon all users to belong to the same network, 
invasive techniques for extracting existing user and address 
book information, ambiguous privacy agreements and data 
mining, coarse grained access control to media, the inability 
to form smaller private groups to share content or verify how 
safe any executable applications being shared are. This 
consequently again creates a need for either a closed group to 
interact with all users known to the others, or a wider social 
community in which incoming users can be vouched for by 
existing community members. 

This paper presents this idea of a trusted community, in 
which each user or service is well-known and is 
authenticated into the community via a variety of predefined 
methods. Services within such a community can be 
composed into larger offerings without sacrificing the 
authenticity of individual components and can be offered by 
both a predefined community platform provider or by users 
themselves. We also look at how the creation of such 
service-based communities can be facilitated by middleware.  

We undertake to give a broad view of services, classify 
the different kinds of services that may exist in a community, 
ranging from network-level services to high-level, web-
based widgets and applications. At the same time, we take 
the growing popularity of social networks and platforms into 
account and attempt to leverage their APIs for managing 
authenticity, trust and federated identities of a Trusted 
Community’s membership.  

Section II presents our conceptual perception of 
communities, services and users in a mathematical model. 
Section III provides a reference architecture while Section IV 

2009 International Conference on Computational Aspects of Social Networks

978-0-7695-3740-5/09 $25.00 © 2009 IEEE

DOI 10.1109/CASoN.2009.16

114

2009 International Conference on Computational Aspects of Social Networks

978-0-7695-3740-5/09 $25.00 © 2009 IEEE

DOI 10.1109/CASoN.2009.16

114

2009 International Conference on Computational Aspects of Social Networks

978-0-7695-3740-5/09 $25.00 © 2009 IEEE

DOI 10.1109/CASoN.2009.16

113

2009 International Conference on Computational Aspects of Social Networks

978-0-7695-3740-5/09 $25.00 © 2009 IEEE

DOI 10.1109/CASoN.2009.16

113

2009 International Conference on Computational Aspects of Social Networks

978-0-7695-3740-5/09 $25.00 © 2009 IEEE

DOI 10.1109/CASoN.2009.16

113



outlines implementation and interaction scenarios. Future 
research challenges that we anticipate are finally presented.  

II. CONCEPTUAL MODEL & TERMINOLOGIES 

We consider a community to be initially service-based 
rather than user-based. That is, a community is not initially 
defined only by the group of users in it nor by their social or 
professional interests. Instead a community is initially a 
static abstract space made possible by the existence of one or 
more services without any users. Given a possibly infinite set 
of existing services ES, we then define the set of abstract 
communities AC to be a subset of ES. Each abstract 
community exists solely by virtue of an initial subset of 
services IS. We represent these relationships as: 

AC ⊆ ES, where ES = {es1, es2,…,esi,..},  
AC = {ac1, ac2, …,aci,..} 

(1) 

IS = {is1, is2,…,isi,..}, where ∀isi ∈ ES (2) 
We also define a possibly infinite set of users, U.  When 

an initial user indicates an interest in using any service that 
has been tagged as falling within a certain community, the 
community then becomes a concrete instantiation with a 
well-known identifier, with the user then joining the named 
community as a member in order to use its service.  
Alternatively, the member can choose to enrich the 
community’s pool of services with more service offerings. 
The set of community services, CS thus includes both Initial 
Services IS (services that initially defined the abstract 
community space) together with User Services US, a 
dynamically changing set of services that users contribute to 
the named community. Therefore, our conceptual model 
defines named communities in the set NC as a function of a 
2-tuple, represented with the following rule: 

NC = F(U, CS), where U = {u1, u2,…,ui, ..}, 
CS = IS ∪ US  

(3) 

The named community consequently differs from its 
initial conception of an abstract community, in that the static 
abstract space comprised of a fixed set of services is 
transformed into a virtual space that dynamically grows or 
contracts based on the number of users joining and leaving 
and subsequent service offerings in the pool. This is 
represented in Figure 1. 

 

 
Figure 1.  Conceptual Relationship Model 

Each community can choose to have an arbitrary number 
of members. Additionally, users can belong to one or more 
communities, with various levels of overlapping or nesting 
relationships among these communities. 

We assume that users will carry multiple credentials that 
would authenticate them to different kinds of social 
communities. We can also assume at least some of these 
communities would be strict subsets of other communities. 
Consequently, if a user becomes a member of a nested 
community, we also assume that he simultaneously becomes 
a member of the nesting community. If we define a join 
event,  

join (uq, ncij), q ∈ 1…n,  ∀ncij ∈ NC 
at any discrete point in time t,  

t (join (uq, nci)) ⇒ t (join (uq, ncj)), iff (nci ⊆ ncj) (4) 

However, the converse does not hold true. In other words, 
t (join (uq, nci)) < t (join (uq, ncj)), iff (nci ⊃ ncj) (5) 
This will therefore give us an ordered sequence of events 

where a user initially joining a named community nci would 
not automatically be a member of the nested community ncj, 
needing to subsequently make an explicit join at a later 
discrete point in time. On the other hand, no such restriction 
needs to exist for disjoint communities. So, 
t (join (uq, nci))  ≤ t (join (uq, ncj), iff (nci ∩ ncj = ∅)  (6) 

III. REFERENCE ARCHITECTURE 

Figure 2 illustrates how our conceptual model can be 
subsequently viewed at the reference architecture level. The 
model shows two communities A and B, with an external 
Identity Provider (IdP). Each of these three supply members 
with a contextual identity, shown in the figure as colour-
coded keys. Each user, represented by a hexagonal symbol, 
may contain credentials uniquely identifying the provider. 
Certain users may contain multiple credentials from different 
providers, as illustrated by a user simultaneously belonging 
to Communities A and B with different credentials. As the 
user has the option of hosting several identities, it can choose 
to which facet of its identity to present to which community. 
However, communities can also federate their user identities 
among themselves, if they choose to trust each other. 

 

 
Figure 2.  Reference Architecture 

Each community also possesses a logical identity 
manager which uniquely names each community as well as 
its properties. In addition, communities contain a Service 
Repository (explained in the following subsection). The 
reference architecture does not dictate a concrete network 
space because we envision members to straddle various 
kinds of access as well as social networks. For example, in 
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Figure 2, Community A’s members can be perceived to 
arrive from access networks using a provisioning platform 
such as IMS, or various ISP and home networks, community 
networks such as FON [1], federated networks which are 
eduroamTM [2] or OpenID [3] -based, as well as social 
networks such Facebook. These various networks can either 
serve individually or in tandem, as implementation 
platforms. 

At the same time, any middleware solution implementing 
the components of our reference architecture must be able to 
manage the community policies to take into account the 
authentication credentials that will be deemed acceptable for 
service access into that community together with the kinds of 
Identity Providers deemed suitable. Community services, as 
well as identity management are discussed in the following 
subsections. 

A. Community services 
We take a broad interpretation of community services. A 

community can offer several kinds of services: 
• Connectivity services, which might include 

providing full or restricted wireless narrowband or 
broadband network access to a community’s users. 
Connectivity can be infrastructure oriented such as with 
WiFi access points or it may be infrastructure-less such as 
with ad-hoc or mesh networks with one or more users acting 
as gateways. Concrete examples are public WiFi hotspots, as 
well as community networks such as FON. 

• Network services, which aid a member of a 
community with additional features. These may include 
enhancing basic connectivity with additional functionality 
such as native or transitional IPv6 provisioning, tunnel 
brokering, Virtual Private Networks and Dynamic DNS. 
They could also encompass infrastructure resources such as 
access for printing, file storage, email and web servers or 
even Identity Provision.  

• Social and interactive services, which aim at 
providing users with the ability to collaborate using various 
methods such as messaging, audio/visual communications, 
web-based participatory platforms for viewing and 
publishing blogs and multimedia content as well as social 
networking. 
 

A community can therefore provide service enablers: 
small building blocks which the users can use to create a 
richer set of services of their own. Community services need 
not reside in one central space, but can be distributed 
throughout the network, ranging from a user’s own terminal 
or access point, or in some external content provider’s 
network. Examples include providers such as YouTube, 
Flickr, Google Maps or Apple’s AppStore. However, each 
community needs to have a Service Repository which 
contains metadata outlining the service portfolio. This can be 
centrally managed by a logical entity or have a distributed 
approach such as with Distributed Hash Tables (DHT). In 
either case, the repository must be capable of defining fine 
grained access policies per service based on the user 
credentials within this community. In addition, the repository 
should also be able to indicate the usage duration for each 

service as a function of each user’s credentials, pricing, 
tracking usage for accounting and billing purposes. For 
instance, a user might get authorisation to use the service just 
for ten minutes. Community policy can also have the 
possibility of member endorsement, i.e., access to the service 
is granted provided a suitable amount of members choose to 
trust the service requestor. In addition, services should 
provide means to be verified as authentic to users. 

B. Community Identity Management 
In this sub-section, we use the terminology “entity” to 

mean a user as well as the community. When it comes to 
managing identities and their properties, we place following 
requirements for our architecture.  

1) Secure naming of each entity and multiple facets of 
identity. Every entity has a name, so that it can be pointed 
to. The entity is also able to provide proof of possession of 
such a name. An entity can also have several names, thus 
having a multifaceted identity, and it can choose which facet 
of its identity to show to which party. An identity is 
represented with a public key pair and a usable handle is 
provided by a hashed representation, much in the fashion of 
ORCHIDs [4]. 

2) Web of trust and hierarchical trust models. Both the 
web of trust and hierarchical trust models can be employed. 
Communities can act as trust anchors, providing  
hierarchical trust for their members. Members can have 
direct trust relations with other members and based on these 
relations, they are able to make assertions. Essentially, when 
communities negotiate with each other, they create webs of 
trust. This can take advantage of both the PGP and third 
party certificate based approaches. However, in terms of 
certificates, we suggest light weight approaches, such as 
those provided by SPKI, which also allows identification of 
entity attributes. 

3) Endorsements and delegation of rights. An entity can 
be in possession of rights, such as a privilege to execute a 
certain action. Such rights can be delegated to third parties. 
Thus, it is possible to endorse third parties and provide them 
authorisations. Privileges and delegations are bound to a 
secure name. This can take place with SPKI certificates, like 
suggested above. In terms of users, certain member 
endorsements can be more valuable, such as those given by 
members who contribute to the service portfolio of the 
community. 

4) Binding between layers. Some entity names have 
context in different layers. For instance, an entity could have 
an application and network level identities. It is possible to 
make a binding (or delegation) between these two. One 
example of this is the adoption of Host Identity Protocol 
(HIP) for the network entities and binding it to the 
application level interaction, i.e., assurance of network level 
identity provides increased assurance for the application 
level identity. 

5) Dynamic negotiation of trust relationships. On top of 
static agreements, entities can negotiate establishment of 
trust among themselves in a dynamic fashion. For instance, 
Community A and B can agree that they will provide 
services to both of their members. Negotiation results in a 
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policy according to which they will act. This borrows from 
the ideas presented within the work related to dynamic 
roaming agreements on the network level [5]. 

6) Privacy. The user should possess the possibility to 
enjoy privacy protection. This can take with the help of 
short term identities, i.e., community assurance is provided 
only for limited lifetime. 

7) Identity provisioning flexibility. Entities have the 
possibility of choosing their own identity providers. 
However, when users become members of community, they 
implicitly submit themselves to the identity provision 
guidelines of the said community. When a user wishes to 
use a service, it can provide the identity and identity 
provider it wishes to use for that transaction. It is up to the 
policies of the service and its community whether such 
identity is acceptable. Thus, both models of Liberty Alliance 
and OpenID are embraced. 

8)  Mutual authentication of identities. When entities 
interact, they will both provide their identity and the 
necessary proof of possession. Thus, there is always 
certainty that the transaction takes place with the same 
entity,  unless explicitly delegated to a third party. This is 
the sameness quality of the identity that can be used to 
establish opportunistic trust.  

9) Usability. Users of the system should have a 
possibility to have meaningful handles to the identities. In 
other words, when they interact with services, they can 
employ human readable names. However, those are not used 
as basis of authentication decisions. The middleware used 
should internally resolve them to applicable identifiers. Web 
2.0 provides examples of creating user interfaces that can 
hide the complexities of communication from the user. 

IV. IMPLEMENTATION AND INTERACTION 

We aim at our reference architecture being refined into 
several kinds of platforms, both existing and for the future. 
With regard to IP Multimedia Subsystem (IMS) serving as a 
possible implementation platform, one such community 
management framework has been discussed in [6] with 
emphasis on data model. In our model the IMS architecture 
could provide the signalling plane for the service 
provisioning, as shown in Figure 3. IMS can provide the 
centralised version of the community architecture as the 
identity management while repositories can be handled by 
centralised entities. For instance, the Home Subscriber 
System (HSS) can host various member identities. IMS also 
takes care of the routing of service discovery requests, so the 
services need to be centrally registered within the system. 
They also have identifiers on two different levels, because, 
for instance, SIP URI is used for routing the requests, 
whereas proof of possession is provided with other identifier, 
such as hash calculated from the public key. An approach 
employing HIP and SPKI is presented in [7] and could be 
adapted to this architecture. 

When a member wishes to interact with a community 
service, there are several options for the verification of the 
identity. While using networking level technologies like HIP 
to establish cross layered identity association has its benefits, 
the first steps of deployment might require less drastic 

changes. In a simple case, the community has issued a 
membership certificate that can be presented to the service. 
This could take place within a modified TLS negotiation or 
in case higher privacy protection is required, the exchange 
can take place within the TLS tunnel, which is created using 
a temporary, short term identity. This could be implemented 
using AJAX technologies. Another option in terms of 
identity verification is to involve the identity providing entity 
(be it IdP or community identity manager) into the online 
transaction. In this case IdP is contacted either directly by the 
service or via the client and an authorisation to use the 
service is requested.  

 

 
Figure 3.  Implementation Example Using IMS 

V. EXAMPLE SCENARIOS 

A. Community networking 
Wireless Tampere [8] is a city-wide effort to provide 

Wireless LAN access in the city of Tampere, Finland. In 
stark contrast to the centralised infrastructure and 
management of wireless hotspots by many other cities 
worldwide, Wireless Tampere is a community-driven 
broadband access network. Participating members and 
organizations offer some surplus bandwidth in their WiFi 
networks to the community. In return, they are able to obtain 
free WiFi connectivity from other participating users in 
Tampere. A separate authority, the coordinator, monitors and 
controls the community network brand and defines the set of 
rules and interfaces as to how the service and network 
solution providers interact with the community and each 
other. Authentication is based on hierarchical RADIUS 
federations among member organizations, and both WPA as 
well as WWW-based authentication is supported for users. 
Non-members are allowed time-limited access to this 
community network for a fee. 

The scenario that applies the suggested concepts involves 
the creation of a new online community that actively 
contributes content for the city for purposes of tourism or 
social interaction, as opposed to a static website used by the 
city's tourism board. Active members provide multimedia 
content such photos, recorded or live video streaming around 
the city for various purposes, ranging from webcams to 
covering specific events like festivals and parades. This 
could also include news, “as-they-happen”, kind of 
microblogging. Live multimedia content can be considered a 
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value added service, offered as a paid service to tourists or 
Tampere residents temporarily residing elsewhere. The 
community can also find some way to reward and engage 
tourists interested in offering content. Examples of rewards 
include tokens for use in the city’s services such as extended 
or higher speed connectivity, parking, bus fares as well as 
food and beverages from some outlets. 

This scenario opens up the several implementation 
possibilities that we aim to encompass with our architecture. 
Firstly user created content becomes part of the community 
service portfolio and additionally a web portal could provide 
proxying in order to provide better performance. The 
community could also grant an authorisation certificate in 
order to acknowledge the right to do such content streaming. 
Proxying could be seen as an implicit permission as well. In 
order to access the stream, other users ought to present their 
membership certificates. Streaming authorisation would be 
presented during the same handshake step. This handshake 
could take place with the use of HIP like procedure, which 
allows exchanging the identities and proving secure 
association between the peers. Thus, origin of the stream can 
be assured and also assured accounting records can be 
created.  

One possible implementation platform could be IMS (to 
emphasise the multimedia nature of the service), but other 
kind of settings are possible as well. The community could 
also select not to use membership certificates, but instead 
provided the online authentication service itself to the 
members wishing to ascertain the membership status of 
others, such as using an OpenID-oriented approach. 
Temporary members and tourists may also elect to be 
identified based on their social network credentials. Thus, the 
community has a good position of functioning as an identity 
exchange point. These application level identities can be 
used to enhance the trust levels on network level in various 
key exchange protocols, not just HIP. In other words, 
reputation in community context is transferred (or delegated) 
to trustworthiness in another context. This can be especially 
beneficial if the community reputation is based on similarity 
or friends’ ratings [9]. [10] presents one such system that 
implements IPsec tunnelling using Facebook authentication 
and list of friends. 

B. Extended Homes 
Home networks possess certain characteristics that set 

them apart from other kinds of access and core networks. 
One of the defining characteristics of the home network is 
that its nature within the home is strongly shaped by the 
profile of one or a few family members. A typical home 
network owner, though possibly technically adept, is more 
than likely a user who does not wish to engage very heavily 
in time consuming tasks such as handling the intricacies of 
installing, maintaining and administering a home network. 

 Home networks also tend to temporally evolve as a 
function of the dynamics of the physical home as well as the 
family members using the home network. The original home 
network may become divided into two or more disparate 
home networks which are geographically separated. 
However, these may need to be occasionally interconnected 

temporarily to become a virtual extended home network. On 
the other hand, considering advances in vehicular as well as 
personal area networks today, it is conceivable that within a 
short space of time (such as a single day) the devices and 
services in a single home network may change, as a result of 
the proximity of family cars or family members moving in 
and out of the house whilst carrying several portable network 
devices. 

In an extended home scenario one can envisage a simple 
case where a mobile family member or a relative wishes to 
access some media or the services provided within the home 
network. This could be as simple as sharing some holiday 
photos. It could also involve more complexity such as 
several people situated within and outside the home, 
watching a live or recorded IPTV program while using an 
instant messaging platform to communicate and comment. 
Mobile members could possess member certificates, which 
allow them first to request service from the home gateway, 
so that appropriate pinholes can be punched into the firewall. 
Another option is that they carry personal endorsements 
given to them by the other family members, for instance, 
during a prior family event. Endorsements can be transferred 
or exchanged between the devices with the help of near-field 
communication such as Bluetooth, or allowing tapping 
devices against each other. Naturally, the identity of the 
mobile member can have been preconfigured as trusted one 
by typing in the hashed representation of it to the 
management system. Thus, only proof of possession is 
required. Note that even though "first level service" is given 
by the firewall, the actual service, such as sharing of 
pictures, still verifies the identity. 

However, a technically adept home owner could also use 
his residential gateway to provide network level services to 
other mobile family members, relatives or friends. For 
example, [11] discusses how the home gateway acts as an 
IPv6 border router, delivering IPv6 addresses to other 
devices outside the home, using a VPN connection. [12] 
introduces a new flexible sharing model built atop such an 
IPv6 overlay network, which allows family members and 
friends to obtain as well as offer content distributed in 
various devices in a decentralised manner regardless of 
location. Instead of having the home VPN server generate 
certificates for distribution to connecting devices, a more 
dynamic approach would be to employ the connecting user’s 
social network credentials to establish the VPN connection, 
as discussed in [10]. 

VI. FUTURE RESEARCH CHALLENGES 

While we envisage an architecture for trusted 
communities, it has to be kept in mind that trust is a 
challenging topic, especially when it comes to automated 
negotiation. Liability can become an issue and the amount of 
doubt increases with deeper hierarchies. However, 
combining both hierarchical and web of trust approaches, 
along with assured identities, provide means to investigate 
reputation based systems that can converge quicker to higher 
trust values. This also has to factor the bootstrapping of trust 
and total value of individual endorsements, so that Sybil-like 
attacks employing multiple fake identities are not a concern.  
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This paper presents an outline of our architecture and 
needs to be augmented with a proper implementation to 
study its feasibility. The Web 2.0 world provides 
mechanisms for interacting with the user, but user interface 
issues as well as correctly resolving user readable identifiers 
need to be overcome. In the face of phishing threats, a 
password is something that is easy to use but easier to lose, 
while a public key based approach, for instance, can be quite 
the contrary. 

 It can be argued that the performance of such a public 
key based community identity system might be inadequate, 
or the possibility of HIP support is unrealistic deployment-
wise. However we expect gradual introduction of the various 
parts of the architecture in selected communities while 
additional steps can be undertaken when certain technologies 
are accepted widely enough. We believe the amount of 
dynamic interaction for users as well as for service 
composition and usage, will vastly increase in future 
networking scenarios involving ambient intelligence and the 
like. Thus, solutions that give more assurance to the 
identities and the service transactions are crucial.  
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