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Abstract 

Maintenance is one important area in the life-cycle management of scientific facilities. 

The design of a maintenance model requires time and effort, and the best solutions 

and technologies need to be considered for its implementation. 

Scientific infrastructures that emit ionizing radiation are complex facilities that require 

taking into account not only traditional maintenance approaches but also specific 

solutions to prevent operational and health risks. Radiation directly affects workers' 

health, and therefore new approaches for enhancing maintenance operations are 

sought. For instance, scientific facilities are integrating remote handling techniques to 

reduce the radiation dose of workers. As a result of the need for risk reduction, a fast 

and accurate maintenance procedure is required to provide working conditions for the 

equipment, increasing the safety in the facilities and reducing costs and maintenance 

time. 

Augmented Reality (AR) is a technology that has previously shown benefits in the 

maintenance field. AR applications allow workers to follow virtual in-place instructions 

of the maintenance tasks displayed on real devices. This approach provides shorter 

maintenance time, as workers do not need to find the required help in the appropriate 

manual and reduces risks, as the right steps to follow are always displayed to the 

worker. This is especially important in scientific facilities, as less maintenance time 

implies less radiation affecting workers and equipment, while less risk reduces the 

potential damages created by a wrong procedure. 

This thesis proposes a new platform to provide a flexible AR solution targeted to help 

maintenance procedures at scientific facilities. The platform comprises the required 

elements for the creation and updating and execution of AR applications, including 

maintenance-specific features. The platform includes a powerful AR engine capable of 

producing AR scenes in maintenance environments and an authoring tool for the 

creation of the AR applications. The platform has been tested in a prototype case in a 

real facility, where a guiding system has been designed to aid the collimator exchange 

at the Large Hadron Collider (LHC) at CERN. 

In order to demonstrate the flexibility of the platform in adapting to other environments, 

it has been used as basis to develop a solution for a problem detected in a second field: 

education. 

AR has been previously used in the education field with promising results. However, 

the technology has not been established in the large majority of schools and 



 

 

universities. The difficulties in creating AR experiences for educators (related to the 

lack of time or the required programming expertise) have constituted a barrier to the 

expansion of the technology in the field. Therefore, new solutions that help to 

overcome this barrier are needed. 

For this reason, the main platform developed in this thesis has been utilised as a basis 

to develop a new educational platform that aims to promote collaboration between 

developers and educators in order to overcome the detected problems. 

Finally, during the development of the aforementioned solutions, a comprehensive 

review of the state of the art of AR technology has been carried out. During the study, 

the main drivers and bottlenecks of the technology in several fields have been 

analysed. The results of this analysis have been published with the aim of helping other 

researchers to find solutions that help the spread of AR technology. 
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1 Introduction 

We live in a changing world, where new technologies appear and create breakthroughs in 

everyday life. The goal of technology research is to enhance the way we live and improve our 

safety and comfort. This affects all aspects of life, from leisure to work. Advances allow us to 

create new technologies and to discover new aspects of life that bring new possibilities of further 

progress. Some of these advances, such as the recent discovery of the Higgs boson, are done in 

scientific facilities, such as CERN1 and GSI/FAIR.2 The management of these facilities requires 

complex engineering systems that cover several aspects of their life cycle. 

Maintenance is one important area in the life-cycle management of scientific facilities. 

Implementing a maintenance model requires time and effort, and its application affects the entire 

operations of a facility, including shutdown periods in scientific facilities. According to the 

International Facility Management Association,3 the design and construction of a facility comprise 

2% of the costs, while operation and maintenance comprise 6% of the costs. The rest (92%) 

corresponds to payroll. 

The maintenance concept involves the areas of repair philosophies, maintenance support levels, 

manpower, time required and associated costs [1]. The concept has two goals: formulation of 

maintainability requirements and provision of facilities for supporting the system. This means that 

maintenance cannot be a passive activity as in the past, when machines were repaired only after a 

malfunction. Nowadays, a maintenance programme has to be carefully designed and implemented 

from the beginning, including aspects such as safety, economic viability and so forth. 

Traditional breakdown maintenance (i.e., not to do anything until there is a problem) is now being 

complemented or replaced with new forms, such as condition-based, total productive or reliability-

centred maintenance. According to [1], maintenance can be divided in two groups: 

 Breakdown maintenance: Intervention occurs only when a machine stops working. 

                                                

1 CERN, The European Organization for Nuclear Research: http://home.web.cern.ch/  
2 GSI Helmholtz Centre for Heavy Ion Research/FAIR Facility for Antiproton and Ion Research: 

https://www.gsi.de/en.htm  
3 Report available in: http://cdn.ifma.org/sfcdn/advocacy/policypaper-building-futures.pdf?sfvrsn=2, 

last accessed 06-08-2014. 

http://home.web.cern.ch/
https://www.gsi.de/en.htm
http://cdn.ifma.org/sfcdn/advocacy/policypaper-building-futures.pdf?sfvrsn=2
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 Planned maintenance: Intervention is planned beforehand (when, what and by whom), 

taking into account considerations such as utilisation of the equipment, working conditions 

or special factors that may affect the equipment. 

Planned maintenance can be divided into: 

 Scheduled maintenance: The work is scheduled in consultation with the production 

department and based on experience. 

 Preventive maintenance: The goal is to carry out periodic inspections and repairs to detect 

and avoid conditions that may cause the failure of the equipment. 

 Corrective maintenance: As a result of preventive maintenance, repetitive failures can be 

detected and corrected in order to avoid future failures. 

 Condition-based maintenance: In this type of maintenance, monitoring of the equipment is 

required and therefore is suited for high-cost and complex equipment. An intervention is 

carried out when a significant change in one parameter is found, instead of carrying out 

scheduled interventions. 

 Reliability-centred maintenance: It consists of identifying the functional requirements of the 

equipment and the expected functioning. This information – together with considerations 

about the consequences of possible failures – is used to define maintenance planning. 

 Total productive maintenance: The approach followed is to involve all employees in the 

process. Therefore, operators are also responsible for taking care of their own equipment. 

Both maintenance systems (breakdown and planned) coexist nowadays. According to [2], by the 

end of 2000, more than 55% of maintenance programmes in the United States were using 

breakdown maintenance, while 31% corresponds to preventive maintenance, 12% to predictive 

maintenance (condition-based maintenance) and 2% to other types of maintenance. 

In view of the previous considerations, maintenance is not a trivial issue, and it has to be carefully 

designed and implemented, taking into account many aspects. Once the approach to follow has 

been decided, the technologies to support the selected type(s) of maintenance have to be defined 

in order to have a coherent and useful system. 

As a result of the high cost of complex equipment in scientific facilities, the devices and machines 

need to properly work during their whole life cycle. Therefore, maintenance includes not only 

repairing the equipment when a malfunction appears but also keeping it continuously working and 

carrying out periodic examinations. Hence, optimising the process is an important aim in the life-

cycle management of scientific facilities. 
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The current approach for maintenance covers not only providing a working condition of the 

equipment but also ensuring safety for workers (e.g. reducing the radiation dose received by the 

worker in a scientific facility emitting ionizing radiation) and for equipment (reducing risks that may 

cause a major accident) in an efficient and cost-effective manner. 

This is especially important in scientific facilities where the radiation directly affects the workers. 

The current trend in these facilities is to replace human intervention tasks with remote handling 

procedures. The use of remote handling helps to keep workers far from the radioactive spots. 

However, a large number of processes still have to be carried out by human intervention. 

Therefore, the integration of new technologies that support the enhancement of both types of 

maintenance (i.e. human intervention and remote handling) is desirable, as costs and risks may be 

reduced at the same time that safety increases. 

Augmented reality (AR) is a relatively new technology that combines elements from real life and 

virtual worlds. Milgram [3] defined a reality-virtuality continuum in which the two ends are the real 

environment and the virtual environment. A representation of this continuum is shown in Figure 1. 

As it can be seen, AR is an intermediate state of this continuum, closer to the real environment, 

which means that the real environment is the main environment, and it is augmented with virtual 

elements. 

 

Figure 1. Reality-virtuality continuum. 

Therefore, AR is a technology that allows enhancing reality by overlaying new information. This 

information can range from simple entertainment elements to complex information that can be 

naturally hidden to the human eye or measurements coming from different sources. Hence, the 

possibilities of applications that can be developed using AR are enormous. It is also worth noting 

that current multimedia information can be seamlessly integrated in AR applications to provide an 

enhanced experience. Thus, the effort of content creation is not as large as it could be if the 

development had started from scratch. 

AR can be applied in many fashions. The most common approaches are (1) computer vision 

techniques in which images (e.g. a video feed) are analysed, interpreted and augmented using 

different algorithms, (2) global positioning system (GPS)-based schemes in which GPS 

coordinates are utilised to properly augment a video feed from a camera, and (3) setups in which 
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the field of view of the user is directly augmented either by using see-through devices or projecting 

video on surfaces. 

Of these three approaches, using computer vision algorithms to augment images from a video feed 

(e.g. Figure 2) has been more utilised so far. Within this approach, there are several possible 

implementation strategies, such as recognising predefined markers, detecting planar images, or 

even using objects and point clouds. The final goal is to obtain an appropriated origin of 

coordinates of the virtual world with respect to the real environment. Once the coordinate system is 

defined, the real environment can be properly augmented with a coherent rendering of the virtual 

content.  

 

Figure 2. Example of a computer vision-based AR application. The marker visible in the image is 
recognised by computer vision algorithms, and it is used as the origin for the positioning of the virtual 
elements in the final scene. In this particular example, the application guides the user to connect the 
cables to the device. The text and 3D model explain the appropriated connector to use for the current 
step. 

The basic architecture of a computer vision-based AR application is presented in Figure 3. A video 

feed is obtained, typically from a webcam or a built-it camera. This video is processed using 

computer vision algorithms to detect known patterns (e.g. markers, images, etc.) in the image. 

Once these patterns are found, a reconstruction of the 3D space coordinates is carried out in order 

to properly render the virtual content in the right position with respect to the real environment. 

Finally, the augmented scene is displayed, typically on a screen or a projector. 
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Figure 3. Basic architecture of a computer vision-based AR application. The application consists of four 
stages. First, the video input is obtained from a camera. Second, the environment seen in the video 
images is recognised. When the environment is known, the augmentation with virtual elements takes 
place. Finally, the augmented scene is displayed on a screen. 

In recent years, AR technology has started to become more popular, not only among researchers 

but also in the general public, as more and more people become familiar everyday with the 

concept. Applications for entertainment (e.g. video games) and advertising are probably the most 

popular nowadays for the general public. There are other fields in which AR has proven to be a 

useful tool to enhance traditional applications, but the developed applications are not so common 

outside the research environment. 

As mentioned before, maintenance in scientific facilities usually requires well-trained workers and a 

vast amount of information that should be organised in an efficient manner. Traditionally, workers 

have used printed manuals to follow instructions for procedures that they have to carry out. This 

has usually been tedious work, as the manuals are heavy to carry and difficult to use on site. 

Manuals usually contain detailed information about the equipment, with a large number of pages 

with text and images or schemes. Although the information provided is precise and useful, it takes 

time to find and read the appropriate text required for the target task. Also, if updates or changes 

have been made at a facility, the manuals may be outdated and need to be replaced, or 

supplementary information may be needed. 

Nowadays, the increase in new technologies has allowed the use of electronic versions of manuals, 

which can also be updated if the system is well designed. Although this approach certainly 

enhances a task’s efficiency, the workers still need to look for the appropriate content required for 

every step or device. Once the content is located, the workers need to read the information and 

understand it before starting the actual procedure. The information may even be enhanced by 

showing videos that explain the procedure. However, all this information is presented in a device 

out of the field of view of maintenance workers at the actual facility. 

AR, however, provides a more intuitive solution, as it allows automatically recognising the working 

environment and displaying step-by-step instructions in the field of view of the worker. Once the 

AR system automatically recognises the situation, it is capable of providing accurate details of the 

procedure. This fact reduces the time spent at the maintenance site, as the worker does not need 
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to search for the appropriate information. The help can be provided by means of 3D models and 

animations of the equipment that needs to be maintained. The real device is augmented with 

instructions to follow that help the worker understand the procedure as he or she sees the virtual 

process over the real device. Additionally, further information (in the form of text, audio, video, etc.) 

can be provided in the same augmented view to enhance the understanding if required. 

Moreover, automatic data acquisition (e.g. task completion times) can be gathered for further 

analysis in order to analyse the possible bottlenecks and to formulate corrective measures if 

required. If time and errors are reduced, the efficiency of the maintenance increases as well as the 

safety of the worker. As mentioned before, scientific facilities aim to enhance the safety of workers 

and reduce the level of radiation dose that they receive. Providing a faster maintenance procedure 

potentially reduces the time that the worker is surrounded by radioactive equipment, thus 

improving safety. 

Therefore, AR has high potential to enhance maintenance in scientific facilities. The 

implementation of an AR-based system at a scientific facility requires considering human 

intervention and remote handling, as both streams are required in such facilities. Moreover, the use 

of AR can be beneficial in the two maintenance groups mentioned before: 

 AR can be designed together with the rest of the elements of a planned maintenance 

programme. Planned periodical inspections and repairs can be potentially enhanced by the 

use of AR. If tasks are distant in time, workers may forget how the maintenance has to be 

properly carried out. If they are closer in time, workers may feel self-confident and 

potentially forget some steps. In both cases, providing step-by-step visual help has high 

potential to prevent possible mistakes. The same applies to other planned strategies. For 

instance, condition-based maintenance can benefit not only from the aforementioned 

features, but also recordings from the measured variables can be both presented in the 

augmented view to the worker and recorded for future control. 

 In the case of breakdown maintenance, a fast and reliable procedure is required, and 

therefore, providing an accurate AR guiding system could help to recover equipment to a 

working state in a faster manner. Moreover, workers may not be familiar with the 

procedures for taking care of a device, as intervention only occurs when the equipment 

malfunctions. In these cases, the in-place guiding instructions would be a valuable aid to 

workers for understanding what is wrong with equipment and how to solve problems. 

So far, maintenance has been pointed out as one important aspect of operating scientific facilities. 

However, actual scientific knowledge is the most important factor in terms of operating these types 

of facilities. The findings obtained in scientific facilities are crucial for understanding the world. 

Therefore, new discoveries help us to enhance our lives and to develop further scientific studies. 



27 

 

Additionally, the findings obtained need to be taught to new generations. Education means 

transferring knowledge from one generation to the next. The scientific discoveries of today may be 

the basis for the education of tomorrow. Therefore, education pays an important role in the 

research-discovery-transfer cycle.  

But, of course, education is not restricted to scientific education. All aspects of education are 

important, and therefore, when considering new tools for education, all branches have to be 

considered, as they all can benefit from the new solutions. 

New technologies have been always around in education. Projectors and computer laboratories 

have been established in schools and universities for a long time. New devices, such as e-book 

readers and tablets, are becoming more common in classrooms and their standardisation has 

been already foreseen [4]. 

In recent years, the possibilities for e-learning have also increased. The number of platforms 

offering massive open online courses (MOOCs) has notably increased; students from across the 

world can access pre-recorded lectures on a specific subject and study at their own pace. Students 

can take advantage of these lectures to learn about almost any topic they are interested in, and 

they can even be evaluated by teachers and professors. 

From the previous considerations, it is clear that educators are always looking for new 

technologies to be included in the learning process. However, in order to successfully implement 

new technologies, the involvement of educators is required in the process, and the appropriate 

tools and support need to be supplied to them [5]. 

Virtual reality (VR), the technology behind the virtual environment proposed in Figure 1, is a 

technology that enables the creation of computer-generated virtual worlds where the user can 

interact and immerse. VR has been used in education for a long time because of its capabilities of 

visualising abstract concepts that cannot normally be easily visualised by humans. By the end of 

the 20th century, the use of VR in schools was an emerging topic [6]. Fifteen years later, the 

technology has finally been adopted by the educational community, and the benefits of its use 

have been demonstrated (e.g. [7]). In recent years, a similar trend has appeared with AR. It is now 

becoming an emerging topic for educators, and many research studies have examined it. The level 

of interest is similar to that for VR in schools in the early days of its adoption.  

AR technology is able to offer the same visualisation capabilities as VR, but AR provides two 

additional benefits: 

 More intuitive interaction, as students can directly interact with the virtual content without 

the need to use interfaces, such as a keyboard or a mouse. Students can directly 

manipulate the markers or objects that are augmented with virtual content; therefore, direct 

interaction with the virtual content is possible. 
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 Integration with the working environment. Physical objects in the classroom can be 

augmented with virtual content, thus providing an enhanced in situ experience. Moreover, 

invisible parts or behaviours of real objects can be superimposed in the augmented view, 

allowing a better understanding of the behaviours. 

Therefore, AR can potentially be the next technology to be established in schools as a natural 

evolution of the use of VR. Computers, projectors and tablets (devices capable of utilising AR 

applications) are already available in most schools and universities. However, there is still a long 

way to go until this establishment becomes a reality, and efforts to generalise the use of AR in 

educational environments are still needed. 

AR has successfully been applied at all education levels, from preschool [8] to university, [9] and 

several applications have already been developed, showing promising results. Therefore, AR has 

proven to be a technology that can improve all stages of education as well as professional training. 

However, as mentioned before, the establishment of AR-based learning has not yet reached the 

majority of the educational community. The main reasons for this may be that educators lack an 

awareness of AR technology and that there are a relatively small number of designing and 

development tools oriented to educators. 

AR is becoming a serious business branch in the technology field. According to one study 

developed by Juniper Research,4 annual revenues from mobile AR services and applications will 

reach $1.2 billion by 2015, up from just over $180 million in 2013. They also foresee that in 2018, 

nearly 200 million unique users will utilise mobile AR apps, compared to the sum of 60 million 

unique users in 2013. This picture provides an idea of the fast growth of the technology. However, 

there is still a long way to go until AR becomes a mainstream technology for many fields. As stated, 

the majority of current AR applications focus on entertainment and advertising; games represent 

more than 40% of AR downloads in 2013, according to the report. 

1.1 Objectives of the thesis 

As mentioned in the introduction, AR has been successfully applied in several fields, and it is 

expected that its use will increase in the near future as a result of the popularity that the technology 

is acquiring with the appearance of new wearable devices (e.g. intelligent glasses) targeted to AR 

applications. 

                                                

4 Press release available in: http://www.juniperresearch.com/viewpressrelease.php?pr=427, last 
accessed 19-05-2014. 

http://www.juniperresearch.com/viewpressrelease.php?pr=427


29 

 

However, there are still application fields that have not seen the full potential of AR potential, even 

when previous studies have shown good results. The overall objective of this research work is to 

bring AR technology closer to mainstream usage in the fields of maintenance and education. The 

aim is to provide new features to the field together with a generic solution that can be potentially 

used by anyone. The results from the research work are expected to be not only of scientific value, 

but also of commercial value. 

AR is of great interest in the maintenance field as a result of the advantages of using this 

technology, such as reduced operational times and costs and safer procedures. The main concept 

behind the use of AR for maintenance is helping operators in the performance of tasks. The 

devices to be maintained can be augmented with virtual instructions that the operators need to 

follow to carry out proper maintenance. The instructions can be provided in several manners, from 

simple static images on the screen to more complex techniques, such as positioned 3D-animated 

models of devices and audio instructions. 

Despite the possible advantages of using the technology, AR is still not well established in the 

large and complex scientific facilities. It is usually difficult to develop AR solutions for the 

maintenance of such facilities, as it requires programming knowledge and the tedious work of 

software libraries interaction. Although there are existing authoring tools for AR development that 

eliminate these limitations, the tools are meant for general purpose and usually intended for small-

scale projects. Therefore, the aim of this thesis is to develop a platform that makes a step change 

by allowing the easy development of AR applications that take into account the design 

requirements of the maintenance field and the characteristics of large facilities. 

In addition, in this thesis the design requirements for the use of AR in the maintenance field are 

analysed and best practices are integrated into the proposed platform. There are multiple aspects 

to consider in the management of a system (breakdown maintenance versus planned maintenance, 

human intervention versus remote handling, etc.). For this reason, the final platform should be 

designed to be flexible for adapting to different operating conditions, depending upon the 

requirements of a specific scientific facility. 

Thus, a novel AR platform targeted for maintenance for scientific facilities is proposed in this thesis. 

The platform contains two main parts, an AR engine and an authoring tool. The reason for 

providing two independent tools inside the same platform is to adapt to a wide-range of working 

conditions. The AR engine is meant to run AR applications. The AR applications can be designed 

using the authoring tool, which allows the creation of new applications and the updating of existing 

ones. This work is mainly done in an office environment, so the authoring tool is not needed in the 

maintenance workplace. On the other hand, the AR applications are mainly used in the 

maintenance workplace, as they rely on the detection of predefined markers that are visible in the 

real equipment to be maintained (the platform also allows for the execution of the AR applications 

over a pre-recorded video instead of using a live video feed, which is useful for testing and analysis 
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of the procedures). Therefore, providing independent tools can enhance the creation-execution 

workflow of AR applications. Moreover, AR applications may be developed by personnel different 

from those responsible for carrying out tasks. Hence, having separate tools helps to keep the 

system organised. 

AR can be used for the two main branches of maintenance in large scientific facilities (i.e. human 

intervention and remote handling). Therefore, in the proposed platform, both branches and their 

specific characteristics have been considered in order to provide a useful solution for scientific 

facilities. 

In order to prove the flexibility of the platform, further applications of the platform are proposed for 

the education field. The reason for selecting education as a second use case is dual. From one 

side, AR has proven to be a useful tool for education in previous research work. 

On the other hand, education can benefit from AR, and some authoring tools have already allowed 

educators to create applications for their educational content [10]–[12]. However, despite these 

available tools, AR in education has not been widespread. One of the reasons for this is that 

educators cannot afford to spend time and effort in developing applications with the mentioned 

authoring tools. Therefore, new solutions for these bottlenecks need to be proposed. For this 

reason, the thesis also proposes a new platform for education that aims to generalise the use of 

AR in the field and to promote collaborative work in the educational community. 

The main objectives of this thesis can be summarised as: 

 Provide a flexible solution that allows the cost-effective implementation of AR technology in 

the maintenance field.  

 Provide scientific facilities with the means of creating and updating AR solutions without the 

need for specialists with an AR background. 

 Integrate all solutions and techniques into a novel platform that can be offered to scientific 

facilities. 

 Demonstrate the flexibility of the proposed solution for maintenance by providing new 

solutions to specific problems in other fields (in particular, in education and training). 

 Analyse the main problems and the current state of the art of AR, especially in the fields of 

maintenance and education, and provide conclusions to be considered for current and 

future developments. 
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1.2 Restrictions 

The developed platform tries to provide flexible solutions for maintenance in scientific facilities. A 

dedicated project for a certain procedure (i.e. a project developed from scratch, implementing 

project-specific features for the target equipment) may be more accurate in some cases than using 

more generic solution, but the costs of implementing dedicated projects for every procedure 

increase significantly with the size of the facility. The proposed platform tries to establish a cost-

effective solution, providing for a robust implementation that reduces costs compared to the 

implementation of dedicated projects, but keeping in mind that a dedicated application could 

provide more accurate results in some cases. 

Although the approach for the educational platform removes the need for authoring tools, this 

approach cannot be easily applied to the maintenance field. The main reason is that the 

educational content is shared by the whole community; that is, the contents for teaching a specific 

subject are the same in every educational institution. On the contrary, maintenance procedures are 

closely related to the specific facility, and therefore, a common platform with the approach followed 

in the education case would not be feasible.  

Nevertheless, teaching methods may not be the same for all educators teaching the same subject; 

therefore, this fact may be an additional restriction. However, in this study, it has been considered 

that the developed educational applications would be generally accepted by the majority of 

educators. 

One important restriction is the lack of awareness of AR technology. Although the technology is 

rapidly growing, the majority of people are not familiar with the concept. AR is a technology that 

has not reached the mainstream public yet. Also, a large number of people that may be familiar 

with the technology associate the technology to the entertainment field, but not for other 

professional activities. This consideration may be an important restriction for the purpose of this 

work, which is to provide a means for generalizing the use of AR in the maintenance and education 

fields. 

Considering the two use cases (i.e. maintenance and education), the maintenance field will 

probably be more reluctant to adopt AR solutions. The education field is already familiar with the 

use of multimedia technologies. VR, for example, has been previously applied to education and is 

widely used in the community. However, the maintenance field is traditionally tied to paper 

manuals, and multimedia technologies are not as common as they can be in the education field. 

Hence, moving from traditional models to new approaches in which AR solutions are integrated will 

be difficult. Therefore, it is expected that the deployment of the proposed solutions will need a 

greater marketing effort in the maintenance field than in the educational field. 
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1.3 Research methods 

The AR engine included in the platform presented in this thesis has been developed following the 

standard methods of computer vision-based AR systems. These kinds of systems deal with two 

major technological problems, the tracking of the real environment and augmentation using virtual 

content. 

As in most of the existing AR tracking systems, a marker-based solution has been selected as the 

main tracking system for the proposed platform. Although other tracking systems have also been 

integrated in the platform for testing purposes, the solution proposed does not include these 

alternative systems in the current final version. The main reason for using a marker-based system 

is that it provides faster and more robust detection and tracking compared to other techniques 

(especially for large projects where a large number of targets need to be detected), and it has been 

widely adopted by the research community. However, newer techniques based on image and/or 

object recognition are gaining importance and will probably be integrated into the platform in the 

future. 

The augmentation part has been developed using a graphics engine that inherently allows the use 

of 3D models. The rest of the virtual elements to be utilised for the augmentation are rendered by 

means of plug-in systems inside the graphics engine. The most common virtual elements in AR 

applications have been enabled in the platform (e.g. images, videos, texts, audios, etc.). The 

appropriated positioning of the virtual elements in the final augmented scene relies on the 

information provided by the aforementioned tracking system. 

1.4 Contribution of the present work 

The main contribution of this research is the design and development of an AR platform targeted to 

the maintenance field. The platform comprises an AR engine with maintenance-oriented features 

and an authoring tool that makes it easy to create new applications. The design and 

implementation of the platform have been presented in Publication II. A summary of the work 

carried out during the development of the proposed solution can be found in Publication VII. 

The platform is suited for aiding operators in carrying out procedures in both human intervention 

and remote handling cases. A special effort has been made to analyse and design features 

oriented to remote handling, as there are fewer related works in the literature compared to the case 

of human intervention. A real-use case for remote handling in CERN facilities has been carried out 

for that purpose. The available features of the platform were utilised while new features were 

developed based on the detection of further requirements for remote handling. The description of 

the implemented prototype can be found in publication VI. The difficulties found in the development 
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and the proposed solutions have also been detailed in the publication in order to serve as 

recommendations for future developments in AR applications for remote handling in hazardous 

scientific facilities. 

The developed platform has been designed to allow cost-effective deployments of large projects in 

scientific facilities by the integration of a novel hybrid AR approach and a database system. This 

proposed design allows the creation of a large number of applications for procedures that can 

coexist in the same environment. The hybrid approach and the respective algorithms are detailed 

in Publication I. 

The platform has been also designed to be flexible in order to be applied to new application fields 

in the future. In order to demonstrate this flexibility, it has been used as the starting point for the 

creation of a second platform oriented to education. Therefore, the second main contribution of the 

thesis is the design and development of a new platform for AR-based education that introduces a 

new concept to overcome the main bottlenecks found in the field. 

The main idea was not to develop AR applications for the sake of merely demonstrating the 

flexibility of the platform, but to develop a solution to a detected problem. As previously mentioned, 

educators are generally not using AR for teaching and training due to the required time and effort 

that the development requires. For this reason, a new concept has been developed and 

implemented in a platform in which educators provide the pedagogical value of the application and 

the dedicated programmers develop the applications based on the educators’ requirements. The 

details of the educational platform are explained in Publication III. 

Finally, a comprehensive review of the state of the art of the AR field in five major application 

domains – (a) industry and military, (b) training and education, (c) travel and tourism, (d) medicine 

and health care and (e) retail and marketing – has been carried out. The review has been utilised 

to analyse the design drivers and bottlenecks of AR in its current state, trying to identify the main 

factors that prevent AR from becoming a mainstream technology, especially in the industrial 

maintenance and education field. The analysis has been useful during the implementation of the 

aforementioned platforms while attempting to deal with the most important bottlenecks during 

development. Moreover, the results of this design requirements review and analysis have been 

published in a journal article (Publication V). Additionally, a smaller scale study focused on AR for 

training professional workers has been presented in a conference paper (Publication IV). 

In summary, this thesis presents the results of theoretical and applied research in the field of AR 

for the maintenance and education fields. The goal is to overcome the problems detected by 

providing solutions that aim to help in the generalisation of the technology. The main contributions 

of this thesis can be summarised as: 
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 Analysis of current status of AR in the maintenance field. The analysis has been carried out 

in order to detect the main problems and requirements of the current use of AR in the 

maintenance field. The analysis includes aspects such as: 

o Determining the feasibility of a realistic approach for deploying an AR system in large 

scientific facilities. 

o Studying difficulties and possible solutions in the development of AR applications 

targeted to human intervention and remote handling. 

o Finding the best practices to provide AR authoring capabilities to facilities personnel. 

 The development of a platform targeted to AR-aided maintenance in large-scale scientific 

facilities, considering the previous analysis. The platform offers a novel solution that 

includes an authoring tool oriented to the development of AR-based maintenance 

applications. 

 The design and development of maintenance-related features, including the design of a 

novel hybrid AR approach suited for large projects, such as large-scale scientific facilities 

where a large number of devices and machines need to be maintained. 

 The deployment of an application using the developed platform in a real complex 

environment as a use case. The use case is the collimator exchange at the LHC at CERN, 

where a crane is used to remotely perform the exchange. The application contains novel 

features designed to aid remote handling maintenance in scientific facilities. 

 Analysis of current status of AR in the education field. The aim is to analyse the current 

tools existing in the state of the art and determine solutions that help to increase the use of 

AR in the education field. 

 Attending to the previous analysis, the design and development of a novel AR platform 

concept for educational purposes that aims to overcome the current problems of AR in the 

field. 

 A study of the main drivers and bottlenecks of the current state of AR technology through 

five major application domains. The study covers a cross-domain comparison of the studies 

found in the literature and includes an analysis of Rogers' innovation diffusion theory [13] 

applied to AR. A list of five drivers and five bottlenecks in the adoption of the current AR 

technology is provided as conclusion of the study. 



2 State of the art 

A review of the literature concerning the use of AR in maintenance and education fields is 

presented in this section. 

In the first part of this review of the state of the art, several aspects concerning AR for maintenance 

are explained. The studies targeted to the two main types of interventions in scientific facilities (i.e. 

human intervention and remote handling) are introduced. Finally, earlier developments towards the 

generalisation of AR in the maintenance field are presented. 

In the second part, the AR developments in the education field are reviewed. First, general aspects 

concerning AR in education are introduced. Second, an overview of the evolution of AR 

development, especially focused on education, and the related tools are detailed. 

As one of the contributions of this thesis also consists of a comprehensive review of the state of 

the art of AR, further details can be found in Publication V. 

2.1 AR in the maintenance field 

Maintenance is one of the most active research fields in AR for industry, and several studies have 

described the benefits of using AR for maintenance (e.g. [14]–[17]). Some of the reported benefits 

are faster maintenance interventions with fewer errors and more efficient and safer procedures. As 

computers do not forget, human factor issues can be reduced using the assistance of computer-

based tools, such as AR applications [17]. Furthermore, remote guidance and supervision from an 

expert is also possible by means of AR [18]. 

Traditional maintenance has been carried out by human intervention. However, nowadays 

maintenance in scientific facilities with ionizing radiation is also being performed by means of 

remote handling in order to keep operators as far as possible from the radiation sources. Therefore, 

in this review of previous research studies in AR, both types of procedures are considered. 
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2.1.1 Human intervention maintenance 

Human intervention maintenance implies that the worker physically interacts with the machine or 

device. AR is an attractive solution for guiding workers during the performance of tasks by 

displaying virtual information in a suitable fashion (e.g. Figure 4). 

 

Figure 4. Example of an AR application for mobile phone maintenance. A virtual battery is displayed 
over the real battery. Also, an arrow and a text indicating the steps to follow are shown in the image, as 
they guide the worker through the removal of the battery. 

Several AR prototypes have already been implemented for maintenance in different sectors. The 

next paragraphs present selected examples from the large list of AR prototypes for human 

intervention maintenance in order to provide an overview of the variety of different applications and 

sectors where AR can be applied. 

In [17], a case study of an AR application for aircraft maintenance using a head-mounted display 

(HMD) is presented. From the list of tasks identified for the daily inspection of a Cessna C.172P, 

the oil-check subtask is used as a case study. The developed prototype guides the operator during 

the inspection procedure and is validated with real users with promising results. The study 

described in [19] presents a prototype of AR assistance for the psychomotor phase of a procedural 

task, also in the aircraft field. In particular, the prototype deals with several procedures of 

combustion chambers of a Rolls-Royce Dart 510 turboprop engine. 

The prototype proposed in [20] is targeted to help in the maintenance of a dilute acid station, 

including tasks such as calibrating sensors, checking up on circuits and measuring container levels.  

In [21], an AR prototype for the oil industry is proposed. In the paper, two case studies are 

presented: augmented virtuality (AV)-supported pump maintenance and AR-supported remote 

input/output (I/O) panel maintenance. 
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Photovoltaic pumping systems need to be maintained periodically, so improving maintenance 

efficiency and reducing costs is desirable. A first attempt to achieve this goal is presented in [22], 

[23], where a data set (components states, type of failures, sensors measurements, etc.) is used 

for providing information to workers by means of AR. 

The approach described in [24] shows a case of AR utilised for operation and maintenance of 

optical access networks. Connector panels are difficult to use, as they comprise large arrays of 

connectors and numerous cables. In this paper, a cost-effective system to aid operators in locating 

the position of the appropriate connector is proposed. The authors also foresee future 

functionalities, such as helping the operator to replace a faulty switch. 

The results provided in these publications are promising. Some of the conclusions are that AR is 

an intuitive and easy-to-use tool for maintenance [16], [17], [19] that enhances the task efficiency 

[16], [17], [22], reduces operational time [19], [20], [22], [23] and decreases accident risk [22], [23]. 

Moreover, AR has already shown good results in terms of training workers in hazardous facilities, 

such as nuclear power plants [25] or acid treatment facilities [20]. 

2.1.2 Remote handling maintenance 

As presented in the previous section, AR has been widely utilised in research on human 

intervention. However, the number of AR-based studies of remote handling maintenance is more 

limited. There are some cases, such as in hazardous facilities with highly radioactive areas, where 

the maintenance has to be done remotely for the safety of the workers. The distance factor has to 

be taken into consideration, and the approaches for AR applications have to be different from 

human intervention. Some issues that have to be taken into account include the use of remote 

imaging systems instead of built-in cameras and the need for guiding aids for the control of remote 

devices. 

In [15] some of the possible benefits of the use of AR technology for remote handling in radioactive 

areas are presented. These benefits range from collision avoidance to recording of the work 

carried out for later review. All these benefits can be translated into safer and more efficient 

performance. 

Additionally, [26] presents a case study of AR applied to remote handling in an ITER mock-up 

scenario. In this work, a template-based matching algorithm is used to detect and track the water 

hydraulic manipulator in the video feed. The accuracy achieved in this work is high, and the 

tracking is done in near real time. However, the used markerless tracking method takes around 0.3 

seconds to detect one object in the scene. If we think of a large number of different devices (such 

as the various types of collimators), this approach cannot be effectively used until the required time 

for the markerless algorithm is reduced to allow the detection and tracking of several devices in 

real time. 
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The work proposed in [27] presents a series of experiments that aim to improve the depth 

perception of teleoperation procedures. The target of the experiments is to enhance teleoperations 

at ITER by overlaying depth cues to the real view. From the different experiments, the results 

obtained show that the best performance using virtual cues is obtained by using stereo tracking. 

2.1.3 Generalisation of AR maintenance 

The great majority of research studies are prototypes aimed to solve a specific problem. However, 

the use of AR in industrial environments requires flexibility [28]. This flexibility means that AR tools 

should be easily reusable to adapt to different devices and procedures. Moreover, in order to 

establish a coherent solution, the implemented system should be able to include a large number of 

procedures and tasks within the same application or set of applications. The solution to these 

issues could be the standardization of the patterns to be recognized by the system and the 

implementation of authoring tools that allow facilities to create their own AR applications without 

the need of dealing with low-level AR programming. 

2.1.3.1 Tracking systems 

AR technology requires the understanding of the environment to display the appropriate context-

aware information and to properly align the virtual content with the real environment. Computer 

vision-based AR applications rely on different tracking techniques. From the studies presented in 

previous sections, two main tracking approaches can be found: marker-based systems (including 

2D barcode markers, fiducial markers, etc.) and markerless-based systems (including image-

based systems and other feature-based techniques). Please note that even though only these two 

approaches are discussed here, additional approaches can be also found in the literature. The 

main reason for not including them in this section is that the number of studies that implement 

marker and markerless systems is extremely large compared to other systems. 

Both approaches (marker-based and markerless-based) have been previously utilised for 

applications in the two use cases of maintenance considered here (i.e. human intervention and 

remote handling). For instance, [23], [27] are examples of marker-based systems related to human 

intervention [23] and remote handling [27]. The prototypes presented in [17], [20] are examples of 

markerless systems applied to human intervention, while the prototype proposed in [26] uses a 

markerless technique based on a template-based matching algorithm applied to remote handling.  

In general, nowadays marker-based techniques have some advantages over markerless 

techniques. Marker-based approaches use less memory, and the tracking is faster and more 

robust. Therefore, for large projects such as maintenance systems in large facilities, marker-based 

systems can be considered to be generally more suitable than markerless approaches. 
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2.1.3.2 Existing platforms 

The studies presented in previous sections are prototypes for one specific machine or device. 

Although they are very good prototypes, a more generic use application needs to be developed for 

their real application in order to be applicable to other large facilities with a large variety of machine 

subsystems and devices to be maintained. 

As stated in [29], content creation in multimedia applications (e.g. AR, games, etc.) is a major topic. 

Large applications require a well-defined content development pipeline. Some platforms have 

already been developed in order to bring AR closer to the general public. In [29], a marker-based 

platform for development of AR applications for mobile phones is presented. Another approach for 

mobile phone development is presented in [30], where in situ authoring is enabled. A marker-

based system for authoring AR applications with some interactive features is proposed in [31]. Also, 

there are currently several commercial platforms that include authoring tools for AR development, 

but they are mainly targeted to develop individual projects rather than complex projects and to 

designers, artists and marketing workers. 

The aforementioned platforms are meant to be used for general purposes; therefore, they do not 

integrate maintenance-specific features. Although they can be used for creating prototypes, 

advanced maintenance-related features would be desirable. Moreover, some of the proposed 

platforms are not suitable for remote handling. For instance, the use of mobile phones as proposed 

in [29], [30] is hardly feasible, as the operator is far from the device and usually even in a separate 

room. 

In [32], a system including an authoring tool for context-aware AR maintenance is presented. In 

this system, some maintenance-specific features are integrated, including and on-site authoring for 

operators to update content information. 

The framework concept for mobile AR- and VR-assisted maintenance is proposed in [33]. The 

framework aims to combine traditional existing instructions (e.g. manuals) with augmented and 

virtual views, including the possibility of user annotations. However, in order to create the AR 

applications, knowledge of HTML and Javascript is required, which may prevent its usage by non-

specialised workers.  

Also, the platforms intended to be used for maintenance in scientific facilities should be targeted to 

allow the deployment of large projects. The authors of the study proposed in [29] are aware of this 

fact, and for the case study of a museum, they have developed a specific game engine that allows 

the deployment of larger projects than other case studies inside the same platform. 
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2.2 AR in the education field 

According to [34], AR is one of the ten most important emerging technologies for humanity, 

especially when it is used in educational environments. The reasons for this asseveration usually 

rely on the inherent characteristic features of the technology, that is, immersive environments and 

interactivity. 

The combination of real environments with virtual objects creates an immersive feeling for the user. 

As stated in [35], immersion in a digital environment enhances education in terms of: 

 Multiple perspectives: Users can change the frame of reference between an exocentric 

frame of reference (i.e. a view of the object from the outside) and an egocentric frame of 

reference (i.e. a view from within the object). 

 Situated learning: Learning in the same context where the knowledge is applied enhances 

the understanding of the educational content. Setting up complex environments in 

classrooms is usually difficult. Therefore, the same environments can be created in a virtual 

or augmented world in order to allow students to understand the real situation. 

 Transfer: Users are able to apply the acquired knowledge in one situation to another 

situation. 

AR is also a highly interactive technology which makes it suitable for the concept of “learning by 

doing” [36]. The interaction possibilities range from basic interaction with virtual objects (e.g. 

moving 3D models, playing videos, scaling objects, etc.) to complex interactive features, such as 

embedded intelligent virtual tutors [10] or devices that allow interaction between physical and 

virtual objects (i.e. tangible interfaces) [37], [38]. 

AR technology makes possible the visualization of almost any kind of educational and training 

content. It is especially useful in those cases where 3D visualizations of complex structures (e.g. 

chemical molecules; see Figure 5) are needed or when “invisible” behaviours (e.g. gravity forces, 

magnetics fields, etc.) need to be explained. Moreover, AR offers the possibility of interacting with 

objects that cannot be handled in real life (e.g. showing the behaviour of the whole solar system in 

a desktop size environment; see Figure 5) or using virtual machines and devices for training that 

are highly expensive or unique without any risk of damage (e.g. industrial robots). 

Therefore, AR can be applied to almost any kind of educational subject, as it has been 

demonstrated in a large variety of examples that can be found in the literature, such as 

mathematics [39], [40], physics [41], [42], chemistry [37], [43], languages [44], medicine [45], Earth 

and environment learning [46], [47], natural sciences [8] or music [48], [49]. 



41 

 

AR can be also used for training professional workers in different fields for several purposes, such 

as clinical breast exams [50], brain surgery [51], [52], bread production in a bakery [10], full-body 

movement [53], myoelectric prosthesis [54] or nuclear accident escape guidelines [55]. Therefore, 

AR can be applied not only in schools and universities but also at any kind of educational or 

training institution or organisation. 

   

Figure 5. Examples of the use of AR in education. Left: Example of a typical use case of an AR 
chemistry application. A 2D representation of a molecule (theobromine) is augmented with a virtual 3D 
representation of the molecule. Students are able to see the 3D disposition of the molecule and can 
even turn it with their own hands by rotating the paper or by using the keyboard. In this case, instead of 
using a marker, the image of the 2D representation of the molecule has been used for positioning the 
virtual content. Right: Example of an interactive application of AR for learning about the solar system. 
This application is based on markers which the students are able to use in order to interact with the 
planets. 

Moreover, AR brings further features to education and training. Collaborative applications have 

been shown to be of great interest in this field, and several studies have discussed the benefits of 

creating collaborative AR environments (e.g. [9], [43], [46]). Last but not least, AR technology has a 

fast learning curve, which means that users are able to start utilising the applications with very little 

prior information [8], [56]. 

Several studies have already shown that the use of AR in educational and training environments 

enhances the learning process (e.g. [44], [57]–[61]). Furthermore, students find the learning 

process funnier and more interesting when reality is mixed with virtual elements [45], [62]. 

Therefore, there is a growing interest in the use of AR for education and training purposes. 

2.2.1 Authoring tools 

The AR applications for education introduced so far have been developed for a specific purpose 

and cannot be reused for other content and in other environments. Moreover, the applications are 

usually developed by programmers, as it is not always possible to involve educators in the 

development process. This problem was also common in the early stages of the use of VR for 
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education, where educators were enthusiastic about the concept of using the technology, but costs 

and programming training of the teachers was a bottleneck [63]. In order to face this challenge, 

researchers have developed authoring tools in recent years to allow educators to create their own 

AR applications. 

According to [64], there are different abstraction levels concerning AR development tools, ranging 

from low-level programming to high-level programming. Thus, before the appearance of authoring 

tools, AR development used to be carried out by using low-level libraries (e.g. ARToolKit [65]) or 

high-level libraries (e.g. OSGART [66]). Some tools also tried to facilitate the development of AR 

scenes by avoiding complex programming languages (e.g. [67]–[69]). However, these tools were 

still not very intuitive for all potential users (i.e. educators) due to the need for programming small 

scripts to use all the features or the required implementation of extensible markup language (XML) 

descriptions. 

As can be seen from the previous considerations, programming skills are needed for the 

implementation of desired applications. Therefore, there is a gap between educational and training 

experts and AR developers, as educators are not usually familiar with programming environments 

and developers lack educational and pedagogical knowledge. 

Therefore, several authoring tools targeted to education have appeared in recent years (e.g. [12], 

[41], [70], [71]). The aim of these authoring tools is to allow educators to develop their own 

educational AR applications without the need for programming. 

In [70], a rules-based tool for development of outdoors collaborative educational games is 

proposed. It consists of a drag-and-drop interface (Figure 6) that allows the user to choose a map, 

create the characters and items, design the interactions and define the roles. 

 

Figure 6. Interface of the development tool proposed in [70]. Users are able to define all the parameters 
of the game by means of drag-and-drop interaction. 
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With the help of the platform presented in [12], educators are able to create their own AR 

educational and training applications with an intelligent virtual tutor. The virtual tutor guides the 

students through the learning process by providing instructions and help. The platform comprises 

two graphical user interfaces (GUI) that can be seen in Figure 7. The first GUI is an authoring tool 

to define augmented scene, where the properties of the virtual objects (e.g. 3D models, web 

browsers, audio files, etc.) can be defined. The second GUI is the place where the user can define 

the interactions between elements and the behaviour of the intelligent virtual tutor. The definitions 

of the interactions and behaviours are based on natural language rules. Therefore, users can 

define the behaviour without the need for programming skills. 

   

Figure 7. Screenshots of the authoring tools presented in [12]. The first tool (left) is a GUI to define the 
objects that will appear in the AR scene. The second tool (right) is a GUI that allows the user to define 
rules and attributes that will determine the interaction between virtual objects and the behaviour of the 
intelligent virtual tutor. 

The tool presented in [41] provides capabilities for the creation of augmented books for teaching 

physics. However, in this case, the creation of AR scenes is made through a text-based 

configuration file instead of using a GUI. The tool allows the use of animations and interactive 

behaviour. The interactions can be utilised by selecting the predefined interactions enabled in the 

tool or by creating new interactions extending the corresponding class (this second option requires 

programming skills). 

In [71], an authoring tool for AR creation within a 3D modelling software is presented. With the tool, 

users are able to develop 3D models as they would normally do using 3D modelling software. Later, 

the user can select these models and define the associated markers and images (markerless) to 

be used in the augmented view. The tool is built on top of commercial 3D modelling software to 

accelerate the workflow for those who are already familiar with the software. Although the tool can 

certainly help to develop AR scenes for those familiar with 3D modelling software, it can be difficult 

to use for those who have little or no experience with the mentioned software.  
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Figure 8. Screenshots of the authoring tool presented in [71]. In the left image, the user defines the 
markers that will be used for the augmentation. In the right image, the user manipulates the 3D models 
that will be displayed in the AR scene. 

The mentioned authoring tools have finally filled the gap, allowing educators to create personalised 

AR applications for the educational and training content they target. However, there are two issues 

that still limit the progress of AR in the educational and training fields. The first issue is that 

although educators are able to create their own AR applications, it still requires time to get familiar 

with the authoring tool environment and to properly create the applications (precise positioning of 

virtual elements, defining interaction methods, etc.). This is not always suitable for educators, as 

the process can be still very time consuming. The second issue is that even if educators spend the 

required time for developing the AR applications, these applications stay on the educator’s 

computer (or in the whole workgroup network), but they cannot be used by any other institution. 

Due to this fact, different institutions with the same educational or training problems need to create 

their own applications, which means that extra effort will be required. 

 



3 Summary of publications 

In this chapter, summaries of the publications presented in this thesis are provided and in section 0 

the contributions of the author to the publications are detailed. 

3.1 A New Hybrid Approach for Augmented Reality Maintenance in 
Scientific Facilities (Publication I) 

In this paper, a novel AR marker and the algorithm to detect it and recognize it in an image are 

proposed. The aim of the proposed marker is to provide a coherent and persistent marker-based 

AR solution for large scientific facilities. The majority of available marker solutions are limited in the 

number of unique markers that can be used within the same application. Due to the conditions of 

the target scientific facilities, where a large number of markers is required, a proper solution is 

required. The solution proposed in this paper has been integrated into the platform explained in 

Publication II. 

The new marker has been designed as a hybrid solution made up of two independent concepts. 

On one side, a 2D barcode marker has been used to track the position and orientation of the hybrid 

marker. The reason for the selection of this type of marker is that there are already available robust 

tracking algorithms for 2D barcode marker detection, and compared to other AR solutions (e.g. 

markerless tracking), it provides faster recognition using less memory. On the other hand, on top of 

the marker, a text code has been used to uniquely identify the marker. The recognition of the text 

code has been implemented using optical character recognition (OCR) techniques. For proper 

recognition by means of OCR, the text has to be aligned horizontally in the image, as the OCR 

technique is not robust against rotations and translations. Therefore, a homography has been used 

to rectify the original image, as the hybrid marker is usually distorted. For the computation of the 

homography, the information about rotation and orientation of the detected 2D barcode marker has 

been used as input. Once the image is reconstructed, the text is segmented and recognized by the 

OCR technique. Finally, all the required information of the hybrid marker is available to be utilised 

for the augmentation. The position and orientation of the hybrid marker in the 3D virtual world is 

provided by the 2D barcode marker recognition while the information related to the identifier of the 

hybrid marked is obtained from the text code. The training of an appropriate text font for the hybrid 

marker and the tests that were carried out are also presented in the paper, showing the feasibility 

and performance of the proposed technique. 
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As it is briefly mentioned in Publication I, the use of this system requires its integration with a 

database system in which the text codes of the hybrid markers are associated with the content (e.g. 

3D models, videos, etc.) that has to be used to create the AR scene. The technique proposed in 

this paper and its integration with a database system into a larger platform are also explained in 

Publication II. 

3.2 A New Flexible Augmented Reality Platform for Development of 
Maintenance and Educational Applications (Publication II) 

This paper presents the main contribution of the whole thesis, as it explains in detail the platform 

developed. In the paper, the justification, a description of the architecture and functioning of the 

platform, and several use cases are explained. Although the main target for the platform is the 

maintenance field, it has been also used in the education field to demonstrate the flexibility of the 

platform. 

The development of AR applications is usually carried out by software developers. However, the 

valuable information of the content to be used to augment the environment usually relies on 

experts in the field (e.g. maintenance operators, educators, etc.) who are not software developers. 

Therefore, authoring tools are needed. Although some authoring tools are already available, the 

majority of them are small-scale tools (i.e. it is not possible to create large-scale persistent 

projects). Moreover, those tools are usually defined for general use without taking into account the 

field-specific requirements. The platform proposed in this paper comprises an AR engine with 

maintenance-specific features for large-scale scientific facilities (e.g. the hybrid marker proposed in 

Publication I) and an authoring tool to allow non-programmers to develop AR applications for 

maintenance purposes. 

The platform has been developed to be flexible to allow the development of AR applications for 

other fields and to include new field-specific features in the future. In order to demonstrate this 

flexibility, the platform has been used to develop a new commercial platform targeted to the 

education field. A brief explanation of the idea is presented in this paper, while a comprehensive 

description of the educational platform is detailed in Publication III. 

As stated before, the paper also describes a set of use cases that have been developed to 

exemplify the possibilities of the platform, including a real use case for remote maintenance at 

CERN, which is also explained in more detail in Publication VI. 
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3.3 STEDUS, A New Educational Platform for Augmented Reality 
Applications (Publication III) 

This paper presents a novel educational platform developed using the AR platform proposed in 

Publication II. Nowadays, it is already possible for educators to create AR applications with 

available authoring tools. However, AR applications are still not generalised in schools, universities 

or training institutions. Without taking into account the pros and cons of these authoring tools, two 

problems are found to be the main reasons for the low acceptance of AR in educational institutions. 

The first problem is that educators usually do not have time to learn how to use the authoring tools 

and to develop the AR applications, as they have to spend the majority of their time preparing and 

providing educational value. The second problem is that even if they spend the time for developing 

the applications, these applications are not easily shared by the whole educational community, but 

only for the educators’ own network (in the best case). 

In order to cope with the aforementioned bottlenecks, a new platform is proposed in this paper. 

The novelty in this approach is that the platform combines the two sides of the coin. On one side, 

the educators request the AR applications they need based upon their pedagogical requirements. 

On the other side, the developers carry out the implementation of the AR applications based on the 

aforementioned requirements. Finally, the developed applications are available not only for the 

educators that have requested them but also for all subscribed educators. Therefore, educators 

can benefit not only from the applications they have requested but also from the developed 

applications that have been requested by other educators. 

In the paper, the platform is explained in more detail, describing its functioning and the different 

parts. The platform contains a main application from where educators are able to download AR 

applications from the servers and to run them. The platform also contains a website side where 

educators can interact with platform developers and with other educators in order to request new 

AR applications and/or improve existing ones and discuss the pedagogical aspects of these 

applications. The paper also discusses one real-use case that was the germ of the current platform. 

3.4 Experiential Learning Theory and Virtual and Augmented Reality 
Applications (Publication IV) 

The main contribution of this paper is to provide an overview of the benefits of using VR and AR 

technologies for education and training. The approach used for this goal is to analyse VR and AR 

applications for training professional workers (i.e. adult training rather than kids training) using 

experiential learning theory. In particular, the medical and astronaut training sector have been 

selected for this analysis. 
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From the analysis, VR and AR were demonstrated to be useful tools for training professional 

workers, especially in cases where it is difficult to reproduce a real situation, such as in the 

medicine field – where operations have to be done with human beings – or in the astronaut training 

environment – where conditions are not easy to replicate. The concept of learning by doing 

introduced by the experiential learning theory is suitable for the case of using VR and AR for 

training professional workers, as both technologies provide an effective environment for active 

learning. 

3.5 Drivers and Bottlenecks in the Adoption of Augmented Reality 
Applications (Publication V) 

The main contribution of this paper is the analysis of design drivers and bottlenecks of AR 

technology in its current state. The analysis covers five major application domains, which include 

industry and education, as they are the most relevant fields in this thesis. Additionally, three other 

major fields (tourism, medicine and marketing) are depicted that already use AR and that show 

promising results. This approach facilitates a cross-domain comparison which allows identifying a 

list of design drivers and bottlenecks in the adoption of the technology. The paper also includes a 

brief description of the history of AR and an overview of the related software and hardware. 

The results obtained from the cross-domain comparison can be summarised in five main drivers 

and five main bottlenecks. The drivers include reduction of costs, a fast learning curve, the 

curiosity that AR brings to the users, the possibilities of tangible 3D visualization and the fun of use. 

On the other hand, the main detected bottlenecks are the lack of standards and flexibility, the 

limited computational power of current devices, the inaccuracy of tracking systems, the problems 

related to social acceptance and the excessive amount of information. 

Another contribution of this paper is an analysis of Rogers innovation diffusion theory applied to AR 

technology. The drivers and bottlenecks found in the cross-domain comparison have been 

compared with Rogers’ theory. From the five characteristics proposed by Rogers for the 

acceptance of a technology, only three are currently fulfilled by AR. Therefore, attending to Rogers’ 

theory, AR still needs to fulfil the two remaining characteristics in order to be accepted more 

broadly. 

3.6 Augmented Reality aiding Collimator Exchange at the LHC 
(Publication VI) 

AR for maintenance has been previously carried out in cases of human intervention. However, its 

use in remote maintenance has been more limited. In this paper, a use case of AR for remote 
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maintenance in scientific facilities is presented. The proposed prototype makes use of the AR 

engine included in the platform presented in Publication II. Moreover, during the development of 

the prototype presented in this paper, new features oriented to remote maintenance were 

implemented and integrated in the platform. 

The use case presented in this paper consists of a real intervention in the LHC tunnel at CERN. In 

particular, the intervention considered is the exchange of a collimator with the help of a crane 

inside the tunnel. Collimators are special devices that mechanically narrow the beam of particles 

that is accelerated. Due to the limitations of access to the tunnel, the prototype has been 

developed using a real collimator inside a real-scale (in width and height) mock-up of the tunnel. 

The paper presents novel features for AR-aided remote maintenance. The maintenance-job-task 

structure presented in Publication II is briefly introduced. The maintenance procedure is related to 

the collimator exchange, the jobs are the collimator removal and the collimator installation, and the 

tasks are the different steps that have to be followed in each job. Apart from traditional means of 

augmentation (3D models, videos, images, etc.), the prototype comprises a path guiding system 

that automatically detects the progress of the exchange, a head-up display (HUD) where different 

means of help are displayed (images of the right use of the crane controller, real-time zoom area of 

the region of interest (ROI), etc.) and the use of internet protocol (IP) cameras instead of traditional 

webcams. 

Another contribution of the paper is the introduction of identified difficulties and proposed solutions 

that can help future developments of AR applications for remote maintenance in scientific facilities. 

Considerations about radiation, CAD (computer-aided design) and 3D model manipulation, path 

guiding and illumination are discussed. 

3.7 An Augmented Reality Platform inside PURESAFE project 
(Publication VII) 

This publication is a technical communication of the maintenance-related work presented in this 

thesis. The paper presents a summary of the work carried out within the PURESAFE project and 

offers a dissemination of the work through a paper in a journal that focuses on virtual and 

augmented reality. 





4 Conclusions and future work 

In this chapter, the conclusions and future work are presented. 

4.1 Conclusions 

The work developed in this thesis brings new solutions to the AR field, aiming to make possible the 

spread of the technology, especially in two fields: maintenance and education. 

Maintenance in scientific infrastructures is a major topic in the life-cycle management of the 

facilities. A large number of considerations need to be taken into account when designing a new 

maintenance system. Because of the large cost of the complex equipment in scientific facilities, 

assuring that it works properly is a crucial issue. Therefore, accurate maintenance procedures 

need to be done. 

Planned maintenance is acquiring more importance as a model to ensure the cost-effective 

maintenance of equipment. In scientific facilities, this planned maintenance usually requires the 

shutdown of experimental activities. However, shutdown periods in scientific facilities imply high 

costs, not only related to the actual maintenance but also related to the temporary stoppage of the 

facility activities. 

Finally, scientific facilities usually emit ionizing radiation, which can directly affect the worker’s 

safety. Increasing the safety of maintenance procedures is, thus, vital in the management model of 

the infrastructures, considering not only the safety of the workers but also the safety of the 

equipment to prevent possible accidents. 

As a result of the need for ensuring the equipment high availability, reducing the maintenance 

times and increasing the safety in the facilities, this thesis proposes new tools to enhance the 

maintenance processes in scientific facilities. AR technology has already demonstrated that it can 

provide benefits in the maintenance field by saving time and money. However, there are not 

enough generic AR solutions targeted to maintenance. Therefore, this thesis proposes a solution 

oriented to the maintenance field that aims to be a generic tool that can be easily adapted to 

different conditions. 

The main outcome of the work done is a new AR platform for the development and deployment of 

AR applications targeted to maintenance in scientific facilities. The platform comprises: 
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 A powerful AR engine with conventional capabilities and novel maintenance-oriented 

features. 

 An easy-to-use authoring tool for the development of AR applications without the need for 

programming skills. 

The architecture of the platform and its components has been described in Publication II, where 

the AR engine and the authoring tools are presented. The platform includes the most common AR 

features that can be found nowadays, such as augmentation with 3D models and multimedia 

content, means of interaction, and so forth. The platform also contains new maintenance-oriented 

features that have been developed to address new requirements found during the development of 

the platform. 

The platform comprises a database system that includes a maintenance-job-task structure. This 

structure allows the definition of different levels of maintenance and provides a framework to create 

a large AR-based maintenance system instead of the individual prototypes that can be found in the 

literature. Every task inside the system is an atomic instruction that is provided to the worker. 

Therefore, it is possible to create a step-by-step guiding system that will aid the worker in the 

maintenance procedure. Publication II provides further information on this structure as well as one 

example. 

The previous structure allows the definition of a large AR system, which is suitable for scientific 

facilities. However, current AR systems only support small scale projects as a result of the 

limitations in the number of different tracking elements. Theoretically, markerless systems could be 

designed for almost infinite number of different tracking elements. However, the use of markerless 

techniques for large projects with current technology is not feasible due to the high requirements of 

these kinds of systems. Therefore, marker-based systems are nowadays more suitable for large 

projects. 

From all marker-based systems, those based on 2D binary markers are the most appropriated in 

terms of robustness and processing time. However, these systems are limited to a maximum 

number of unique markers. For example, in a system using 2D binary markers with a 3x3 matrix, 

only 64 different markers are available. In order to overcome this limitation, a novel hybrid 

approach has been developed and presented in Publication I. The approach is based on 2D binary 

markers combined with a text code and OCR technology. The marker design, the algorithm to 

detect it and the training and testing are presented in Publication I. This approach, combined with 

the maintenance-job-task structure, finally allows a realistic deployment of a large AR system for 

maintenance in scientific facilities. 

In the current state of the art, the majority of the AR-based maintenance studies are oriented to 

human intervention. However, remote handling is an important part of the maintenance systems in 
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scientific facilities. Therefore, more studies targeted to remote handling maintenance are required. 

Publication VI presents a study for AR for remote handling in a real facility. The purpose of this 

study is to utilise the developed platform (Publication II) to implement a prototype in real conditions 

and analyse the feasibility and the difficulties during the implementation. Therefore, the main 

problems detected during the implementation of the prototype have been presented in Publication 

VI. The analysis of these problems and the solutions proposed in the study aim to help future 

developments in AR-based remote handling field. 

In Publication VI, novel features oriented to remote handling that have been integrated into the 

platform (Publication II) are also presented. These features comprise a keypoint-based guiding 

system that helps the remote operator to guide the equipment through the facility, zoom options for 

a close-up view of the ROI and the visualization of additional information (e.g. device controllers) in 

a HUD.  

Finally, Publication VI also introduces briefly two novel features that have already been integrated 

into the platform: (1) virtual reconstruction of real environments from the information obtained by 

the AR system and (2) a multimarker configuration for enhanced tracking. 

The use of AR in the maintenance field brings high impact benefits such as the minimisation of 

operational maintenance time (including smaller shutdown periods), increased safety for workers 

(especially important in radioactive facilities), avoidance of possible mistakes and risks, and 

reduced costs. Upon these general maintenance benefits, the proposed platform provides 

additional benefits: 

 It is suited for both human intervention and remote handling. 

 It includes a design for scalability of solutions for large projects and/or facilities and a 

structure for coherent management of AR applications. 

 It allows facilities to create and maintain the AR system without the need for external 

assistance by using the developed authoring tool. 

The platform is a cost-efficient solution for improving maintenance in scientific facilities. The 

deployment of the platform can be done within the facility without the need for additional hardware, 

as it can work with standard computers. On the other hand, the platform is also adaptable to a 

target facility’s specific requirements, such as distributed computer systems, the use of network 

cameras, and the like. 

The proposed platform has been tested in a real facility. Figure 9 shows the prototype that uses the 

AR engine in the real facility. This application has been developed to aid the collimator exchange 

at the Large Hadron Collider (LHC) at CERN (the details of the prototype can be found in 

Publication VI). The procedure is carried out using remote handling maintenance, as a crane is 
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controlled remotely to perform the exchange. Therefore, the operator needs to rely on the visual 

information obtained by a camera. The information from the 2D camera can be difficult to 

understand due to the lack of a third dimension (depth information). Thus, additional information 

provided by the AR view can enhance the understanding of the real situation. In the image, the AR 

application provides the operator with a path to follow in order to proceed with the collimator 

exchange. The path is made up of keypoints that the operator has to follow to reach the final goal 

(also displayed with a virtual 3D model). When the procedure begins, only one keypoint is 

displayed at a time to clearly show the current goal. This application provides a visual example of 

how AR can enhance a remote handling task.  

 

Figure 9. Example of a maintenance application using the developed AR engine. The image shows a 
prototype for aiding collimator exchange at CERN. The image and the related prototype details can be 
found in Publication VI. 

The prototype has been developed and tested in a real collimator and its associated crane. The 

prototype feasibility has been demonstrated in real time experiments during a real collimator 

exchange. The developed high performance application can provide a frame rate of 30-35 fps with 

a resolution of 720x576 while displaying around 10,000 polygons (i.e. when using specific parts of 

the models). However, if the full models are used, the frame rate drops to 8-10 fps with the same 

resolution and displays around 175,000 polygons. The specifications of the computer used for the 

tests are displayed in Table 1. 

An important goal of the work is not only to provide AR applications for aiding maintenance 

workers while performing the tasks but also to provide solutions that allow the development and 
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maintenance of these applications. Hence, the impact of the platform relies not only on the 

maintenance-oriented features included in the engine but also on the authoring tool developed for 

that purpose.  

Table 1. Specifications of the computer used for the collimator exchange prototype testing. Table from 
Publication VI. 

Processor AMD Turion II P560 Dual-Core 2.5GHz 

RAM 6 GB 

Graphics card AMD Radeon HD 6650M 

Webcam Logitech HD Pro Webcam C910 

IP Camera AXIS PTZ 214 

The purpose of the authoring tool is to allow non-programmers to develop AR applications targeted 

to maintenance in an easy fashion. Therefore, the authoring tools in the AR field are an important 

matter of study. The development of AR applications is usually a hard process in which several 

programming and engineering issues need to be considered. On one side, AR requires the 

recognition of the real environment, which usually implies working with computer vision algorithms 

(e.g. feature detection, homography, etc.), algebra (e.g. transformation matrices), GPS and/or 

sensors, and the like. On the other side, the rendering of virtual objects requires knowledge of 3D 

modelling (including animation, lighting, etc.), multimedia formats, and so on. Therefore, the 

development of AR applications is a multidisciplinary work, and knowledge in a large variety of 

fields is required. As a result, the development of easy-to-use authoring tools that allow the 

creation of AR applications without the need for the aforementioned skills is required in order to 

open AR authoring to the main public. 

The authoring tool presented in this thesis has been designed to take into account the features 

integrated in the AR engine in order to allow a seamless integration between both parts. Therefore, 

the application has been designed with a window-based user-friendly interface that allows users to 

easily understand how to define the augmented scenes. The AR application that is defined with the 

authoring tool runs using the aforementioned AR engine. 

Figure 10 shows an example of an image definition to be used in the augmented scene. The user 

can select the image to display in the AR scene, edit its properties, define the associated marker in 
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the real scene and see a preview of the selected file. The output file containing all the defined 

information can be opened in the AR application, which makes use of the AR engine. In future, the 

goal is to enhance the tool in order to include more properties and features. 

 

Figure 10. Screenshot of the developed authoring tool. The screenshot shows the definition window of 
an image to be used in the augmented scene. The screenshot appears in Publication II. 

Although the same approach could be followed for education (actually authoring tools have been 

already proposed in previous research studies), two bottlenecks have been identified in the use of 

authoring tools in education. On one hand, although the tools are not difficult to use technically, 

educators usually cannot afford the required time for developing the AR tools, as they need to 

concentrate on other aspects of the learning process. On the other hand, if they could afford the 

time and were to develop AR applications, the applications would not be easily shared by the 

whole educational community. In the maintenance field, the applications are customised for 

devices present in the facility, and therefore, it is difficult to reutilise them in other facilities. 

However, in the education field, the learning content is usually the same for a large number of 

educational institutions; therefore, the sharing of applications would be beneficial for the whole 

community. 

Therefore, in an effort to overcome these bottlenecks, a new educational platform has been 

developed and presented in Publication III. The platform introduces a novel concept that allows all 

members to benefit from the available applications contained in the platform. The applications are 

developed by expert programmers based upon the requirements of expert educators and trainers. 
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Then, the applications are made available to all platform members, regardless of the institution that 

requested them, providing a shared environment that benefits the whole community. The new 

platform also provides a common framework for educators and trainers to meet and discuss the 

pedagogical content and to request new applications or modify existing ones based on their 

discussions. However, the success of this approach will depend on the number of educational 

institutions that join the platform. 

The platform presented in Publication II has been used as basis for the development of the new 

educational platform presented in Publication III. This approach has been followed in order to 

prove the flexibility of the former platform at the same time that a solution to the detected problem 

in the use of AR in the education field is provided.  

Finally, a comprehensive study of the literature has been carried out. The study examines not only 

AR in maintenance and education but also AR applied to other fields. Several aspects of the state 

of the art of AR in the maintenance field have been analysed, such as marker tracking systems 

(Publication I), existing tools (Publication II) or remote handling (Publication VI). The benefits of 

using AR in education (Publication IV) and the main bottlenecks in the adoption of the technology 

in the field (Publication III) have been also studied. These studies have been used to carry out a 

larger study concerning the adoption of AR in a wider view. As a result of this study, a paper 

analysing the drivers and bottlenecks of the technology in five main domains (industry and military, 

training and education, travel and tourism, medicine and health care, and retail and marketing) has 

been published (Publication V). The five detected drivers and bottlenecks in the adoption of AR 

applications are summarised in Table 2.  

4.2 Future work 

The future work is involving further development of the proposed platform and tools. The goal is to 

provide enhanced solutions and promote them among potential customers, while attempting to 

bring AR closer to the general public. 

The developed baseline design of platform is ready for deployment. However, it is likely that in a 

short time period, further changes will be made to provide a more complete version. In order to 

achieve enhanced solutions, new features and techniques will be studied. However, an important 

effort on user tests should also be done to determine the design problems of the proposed 

solutions. 

According to Table 2, there are currently five main bottlenecks in the adoption of AR technology. 

This thesis faces mainly the first bottleneck (no standard and little flexibility). However, the other 

bottlenecks still require more effort. 
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Table 2. Summary of drivers and bottlenecks in the adoption of AR. Table from Publication V. 

Drivers  Bottlenecks  

Reduction of 

costs 

Costs can be reduced by using AR 

in several manners (e.g. reducing 

costs in manufacturing processes, 

reducing errors, safer procedures, 

etc.) 

No standard 

and little 

flexibility 

There is no current standard for AR 

applications. The majority of 

applications do not allow their use 

in other domains, and thus, the 

creation of new applications is 

usually required with the additional 

effort and time that it entails. 

Fast learning 

curve 

The technology is intuitive and 

easy to use. Therefore, the 

adoption by newcomers is easier 

than in other technologies. 

Limited 

computational 

power 

Many AR applications require 

complex computer vision 

algorithms to work. These 

algorithms tend to be time 

consuming for current devices 

(especially for mobile devices). 

Curiosity 

The idea of “expanding” the real 

environment with virtual content 

usually catches the attention of 

users that feel tempted to use the 

applications. 

Inaccuracy 

Some of the techniques are still not 

accurate enough to provide a robust 

localization of the virtual content to 

be displayed in the augmented 

view. 

Tangible 3D 

visualization 

Visualization of 3D content in real 

life and the possibilities of 

interaction offer added value. 

Social 

acceptance 

New devices (especially glasses) 

are in their first years of existence, 

and they have not been fully 

accepted in social practices. 

Fun 

The technology offers a component 

of fun in many cases that can be 

useful in several fields (especially 

in education and tourism). 

Amount of 

information 

The amount of information to be 

displayed in the augmented view 

may exceed the needs of the user. 

This problem may become critical 

when advertising becomes popular 

in AR applications. 

New AR-enabled wearable devices are becoming more common and in a near future the 

computational power of these devices will allow the integration of the developed AR engine. 

Portability is very important in maintenance field, especially in human intervention. Maintenance 

workers need to move through the facilities and take the maintenance tools with them. Therefore 

the use of lighter devices will enhance the working conditions. 

Inaccuracy is one major bottleneck in AR. Although marker-based approach is robust, there are 

still some problems when the marker is partially hidden or with extreme light conditions. In order to 

overcome these limitations, the AR engine already integrates a multimarker feature that aims to 

enhance the accuracy of the system and that is being tested for the guiding of robotic arms and 

mobile robots. However, this feature is not fully integrated in the authoring tool yet. Therefore, its 

integration will be carried out after the aforementioned tests. 

The social acceptance of new devices should not be a problem in maintenance field, as they 

should be seen as an additional working tool. In education, however, the use of AR glasses could 
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be more difficult as privacy is a high concern, especially in schools and universities. Therefore, 

while AR glasses are not accepted in social environments, it is unlikely that they will be accepted in 

classes and universities and traditional devices, such as computers and projectors or tablets will 

probably be more accepted. 

The amount of information displayed in an augmented view needs to be extensive enough to 

clearly provide the required information, but without distracting the user from the final purpose of 

the application. Therefore, providing tools for the creation of AR applications allows the experts to 

develop the applications based on their own expertise. However, the provided information can be 

still overwhelming for the user and customizable interfaces need to be implemented. 

Regarding the educational platform, it has been implemented, and it is starting to be promoted 

among institutions. The goal is to create a network of educational institutions that are interested in 

the concept and develop applications based on their requirements. Some institutions have already 

demonstrated their interest in the platform, and the first steps towards research projects that will 

allow further development of the applications are being planned. 

Together with the development of new educational applications, there are also current plans to 

introduce predefined physical objects that would work with the developed applications. The objects 

would be augmented to show related information. For example, different boxes and blocks could 

be used to explain the forces involved in objects moving through different slopes, where virtual 

arrows would augment the physical blocks. Or, the contents of test tubes could be shown via 3D 

models of molecules; the reactions when mixing them by means of augmenting the molecules over 

the tubes could also be shown. The aim is to provide additional means for human–computer 

interaction with the applications in order to enhance the learning process. 

The developed main platform also aims to be flexible so that it can be applied to other fields. 

Currently, it has already been applied to the education field, as explained before, and small 

prototypes for marketing have also been implemented. In the future, more prototypes for the 

marketing and media fields will be sought, and it is probable that a common solution targeted to 

those fields will be designed. 

 



 



61 

 

 

References 

[1] R. C. Mishra and K. Pathak, Maintenance Engineering and Management. PHI 
Learning Pvt. Ltd., 2012. 

[2] G. P. Sullivan, R. Pugh, A. P. Melendez, and W. D. Hunt, “Operations & 
Maintenance Best Practices: A Guide to Achieving Operational Efficiency 
Release 3.0.” Prepared by  Pacific Northwest National Laboratory  for the Federal 
Energy Management Program  U.S. Department of Energy. 

[3] P. Milgram and F. Kishino, “A taxonomy of mixed reality visual displays,” IEICE 
Transactions on Information and Systems E series D, vol. 77, pp. 1321–1321, 
1994. 

[4] L. Barack, “The Kindles Are Coming: Ereaders and Tablets Are Springing up in 
Schools–And Librarians Are Leading the Way.,” School Library Journal, vol. 57, 
no. 3, pp. 58–60, 2011. 

[5] P. Budka, “The quest for strategies to integrate e-learning in social anthropology: 
first experiences from Austria,” presented at the 9th Biennial EASA Conference, 
2006. 

[6] C. Youngblut, “Educational Uses of Virtual Reality Technology.,” DTIC Document, 
1998. 

[7] Z. Merchant, E. T. Goetz, L. Cifuentes, W. Keeney-Kennicutt, and T. J. Davis, 
“Effectiveness of virtual reality-based instruction on students’ learning outcomes 
in K-12 and higher education: A meta-analysis,” Computers & Education, vol. 70, 
pp. 29–40, 2014. 

[8] A. Cascales, I. Laguna, D. Pérez-López, P. Perona, and M. Contero, “An 
Experience on Natural Sciences Augmented Reality Contents for Preschoolers,” 
in Virtual, Augmented and Mixed Reality. Systems and Applications, Springer, 
2013, pp. 103–112. 

[9] H. Kaufmann and D. Schmalstieg, “Mathematics and geometry education with 
collaborative augmented reality,” Computers & Graphics, vol. 27, no. 3, pp. 339–
345, 2003. 

[10] H. Martínez, R. Del-Hoyo, L. M. Sanagustín, I. Hupont, D. Abadía-Gallego, and C. 
Sagüés, “Augmented Reality based Intelligent Interactive e-Learning Platform,” in 
Proceedings of the International Conference on Agents and Artificial Intelligence 
(ICAART), 2011, vol. 1, pp. 343–348. 

[11] H. Martínez, D. Abadía, L. M. Sanagustín, I. Hupont, R. Del-Hoyo, and C. Sagüés, 
“A Novel Tutor-guided Platform for Interactive Augmented Reality Learning,” in 



62 

 

Proceedings of the International Conference on Computer Supported Education 
(CSEDU), 2011, vol. 1, pp. 88–93. 

[12] H. Martínez, I. Hupont, L. M. Sanagustín, D. Abadía, R. Del-Hoyo, and C. Sagüés, 
“A Novel Platform for Managing Interactive Learning with Augmented Reality and 
Virtual Agents,” in Proceedings of the XII Congreso Internacional de  Interacción 
Persona-Ordenador, 2011, pp. 241–250. 

[13] E. M. Roger, “Diffusion of innovations,” New York: Free Press, vol. 41, pp. 1002–
1037, 1995. 

[14] M. Hincapie, A. Caponio, H. Rios, and E. Gonzalez Mendivil, “An introduction to 
Augmented Reality with applications in aeronautical maintenance,” in 
Transparent Optical Networks (ICTON), 2011 13th International Conference on, 
2011, pp. 1–4. 

[15] R. King and D. Hamilton, “Augmented virtualised reality–Applications and 
benefits in remote handling for fusion,” Fusion Engineering and Design, vol. 84, 
no. 2, pp. 1055–1057, 2009. 

[16] S. Henderson and S. Feiner, “Exploring the benefits of augmented reality 
documentation for maintenance and repair,” Visualization and Computer 
Graphics, IEEE Transactions on, no. 99, pp. 1–1, 2010. 

[17] F. De Crescenzio, M. Fantini, F. Persiani, L. Di Stefano, P. Azzari, and S. Salti, 
“Augmented reality for aircraft maintenance training and operations support,” 
Computer Graphics and Applications, IEEE, vol. 31, no. 1, pp. 96–101, 2011. 

[18] S. K. Ong and J. Zhu, “A novel maintenance system for equipment serviceability 
improvement,” CIRP Annals - Manufacturing Technology, vol. 62, no. 1, pp. 39–
42, 2013. 

[19] S. J. Henderson and S. K. Feiner, “Augmented reality in the psychomotor phase 
of a procedural task,” in Mixed and Augmented Reality (ISMAR), 2011 10th IEEE 
International Symposium on, 2011, pp. 191–200. 

[20] A. Paz, M. L. Guenaga, and A. Eguíluz, “Augmented Reality for maintenance 
operator training using SURF points and homography,” Remote Engineering and 
Virtual Instrumentation (REV), 2012 9th International Conference on. 

[21] L. Hou, Y. Wang, X. Wang, N. Maynard, I. Cameron, S. Zhang, and Y. Maynard, 
“Combining Photogrammetry and Augmented Reality Towards an Integrated 
Facility Management System for the Oil Industry,” Proceedings of the IEEE, vol. 
102, no. 2, pp. 204–220, Feb. 2014. 

[22] S. Benbelkacem, N. Zenati-Henda, M. Belhocine, A. Bellarbi, M. Tadjine, and S. 
Malek, “Augmented Reality Platform for Solar Systems Maintenance Assistance,” 
in Proceeding of the International Symposium on Environment Friendly Energies 
in Electrical Applications. In: EFEEA, 2010. 



63 

 

[23] S. Benbelkacem, M. Belhocine, A. Bellarbi, N. Zenati-Henda, and M. Tadjine, 
“Augmented reality for photovoltaic pumping systems maintenance tasks,” 
Renewable Energy, vol. 55, pp. 428–437, 2013. 

[24] I. Ogushi, “Operation and maintenance work using AR technology for optical 
access networks,” in Optical Fiber Communication Conference/National Fiber 
Optic Engineers Conference 2013, 2013, p. NM2I.3. 

[25] H. B. Yim and P. H. Seong, “Heuristic guidelines and experimental evaluation of 
effective augmented-reality based instructions for maintenance in nuclear power 
plants,” Nuclear Engineering and Design, vol. 240, no. 12, pp. 4096–4102, Dec. 
2010. 

[26] Z. Ziaei, A. Hahto, J. Mattila, M. Siuko, and L. Semeraro, “Real-time markerless 
Augmented Reality for Remote Handling system in bad viewing conditions,” 
Fusion Engineering and Design, vol. 86, no. 9, pp. 2033–2038, 2011. 

[27] C. J. M. Heemskerk, P. T. Eendebak, G. Y. R. Schropp, H. V. Hermes, B. S. Q. 
Elzendoorn, and A. J. Magielsen, “Introducing artificial depth cues to improve 
task performance in ITER maintenance actions,” Fusion Engineering and Design, 
vol. 88, no. 9–10, pp. 1969–1972, Oct. 2013. 

[28] F. Doil, W. Schreiber, T. Alt, and C. Patron, “Augmented Reality for 
Manufacturing Planning,” in Proceedings of the Workshop on Virtual 
Environments 2003, New York, NY, USA, 2003, pp. 71–76. 

[29] D. Wagner, “Handheld augmented reality (Doctoral dissertation),” Graz University 
of Technology, 2007. 

[30] T. Langlotz, S. Mooslechner, S. Zollmann, C. Degendorfer, G. Reitmayr, and D. 
Schmalstieg, “Sketching up the world: in situ authoring for mobile augmented 
reality,” Personal and ubiquitous computing, vol. 16, no. 6, pp. 623–630, 2012. 

[31] J. Shim, M. Kong, Y. Yang, J. Seo, and T.-D. Han, “Interactive features based 
augmented reality authoring tool,” in 2014 IEEE International Conference on 
Consumer Electronics (ICCE), 2014, pp. 47–50. 

[32] J. Zhu, S. K. Ong, and A. Y. C. Nee, “An authorable context-aware augmented 
reality system to assist the maintenance technicians,” The International Journal of 
Advanced Manufacturing Technology, pp. 1–16, 2012. 

[33] T. Engelke, J. Keil, P. Rojtberg, F. Wientapper, S. Webel, and U. Bockholt, 
“Content first - A concept for industrial augmented reality maintenance 
applications using mobile devices,” in 2013 IEEE International Symposium on 
Mixed and Augmented Reality (ISMAR), 2013, pp. 251–252. 

[34] M. Adams, The 10 most important emerging technologies for humanity. Truth 
Publishing International, Ltd, 2005. 

[35] C. Dede, “Immersive interfaces for engagement and learning,” Science, vol. 323, 
no. 5910, pp. 66–69, 2009. 



64 

 

[36] G. Gibbs, G. Britain, and F. E. Unit, Learning by doing: A guide to teaching and 
learning methods. Further Education Unit, 1988. 

[37] M. Fjeld and B. M. Voegtli, “Augmented chemistry: An interactive educational 
workbench,” in Mixed and Augmented Reality, 2002. ISMAR 2002. Proceedings. 
International Symposium on, 2002, pp. 259–321. 

[38] S. H. Lee, J. Choi, and J. I. Park, “Interactive e-learning system using pattern 
recognition and augmented reality,” Consumer Electronics, IEEE Transactions on, 
vol. 55, no. 2, pp. 883–890, 2009. 

[39] H. Kaufmann, K. Steinbügl, A. Dünser, and J. Glück, “General training of spatial 
abilities by geometry education in augmented reality,” Annual Review of 
CyberTherapy and Telemedicine: A Decade of VR, vol. 3, pp. 65–76, 2005. 

[40] H. S. Lee and J. W. Lee, “Mathematical education game based on augmented 
reality,” in Technologies for E-Learning and Digital Entertainment, Springer, 2008, 
pp. 442–450. 

[41] A. Dünser, L. Walker, H. Horner, and D. Bentall, “Creating interactive physics 
education books with augmented reality,” in Proceedings of the 24th Australian 
Computer-Human Interaction Conference, 2012, pp. 107–114. 

[42] N. Enyedy, J. A. Danish, G. Delacruz, and M. Kumar, “Learning physics through 
play in an augmented reality environment,” International Journal of Computer-
Supported Collaborative Learning, vol. 7, no. 3, pp. 347–378, 2012. 

[43] C. Boletsis and S. McCallum, “The Table Mystery: An Augmented Reality 
Collaborative Game for Chemistry Education,” in Serious Games Development 
and Applications, Springer, 2013, pp. 86–95. 

[44] C. H. Chen, C. C. Su, P. Y. Lee, and F. G. Wu, “Augmented Interface for Children 
Chinese Learning,” in Advanced Learning Technologies, 2007. ICALT 2007. 
Seventh IEEE International Conference on, 2007, pp. 268–270. 

[45] C. Juan, F. Beatrice, and J. Cano, “An augmented reality system for learning the 
interior of the human body,” in Eighth IEEE International Conference on 
Advanced Learning Technologies, 2008, pp. 186–188. 

[46] D. Birchfield and C. Megowan-Romanowicz, “Earth science learning in SMALLab: 
A design experiment for mixed reality,” International Journal of Computer-
Supported Collaborative Learning, vol. 4, no. 4, pp. 403–421, 2009. 

[47] B. E. Shelton and N. R. Hedley, “Using augmented reality for teaching earth-sun 
relationships to undergraduate geography students,” in Augmented Reality 
Toolkit, The First IEEE International Workshop, 2002, p. 8–pp. 

[48] J. Chow, H. Feng, R. Amor, and B. C. Wünsche, “Music Education using 
Augmented Reality with a Head Mounted Display,” 2013. 



65 

 

[49] O. Cakmakci, F. Bérard, and J. Coutaz, “An augmented reality based learning 
assistant for electric bass guitar,” in Proc. of the 10th International Conference on 
Human-Computer Interaction, Crete, Greece, 2003. 

[50] A. Kotranza, D. Scott Lind, C. M. Pugh, and B. Lok, “Real-time in-situ visual 
feedback of task performance in mixed environments for learning joint 
psychomotor-cognitive tasks,” in Mixed and Augmented Reality, 2009. ISMAR 
2009. 8th IEEE International Symposium on, 2009, pp. 125–134. 

[51] K. Abhari, J. S. Baxter, E. S. Chen, A. R. Khan, C. Wedlake, T. Peters, R. 
Eagleson, and S. de Ribaupierre, “The Role of Augmented Reality in Training the 
Planning of Brain Tumor Resection,” in Augmented Reality Environments for 
Medical Imaging and Computer-Assisted Interventions, Springer, 2013, pp. 241–
248. 

[52] A. Alaraj, F. T. Charbel, D. Birk, M. Tobin, C. Luciano, P. P. Banerjee, S. Rizzi, J. 
Sorenson, K. Foley, and K. Slavin, “Role of cranial and spinal virtual and 
augmented reality simulation using immersive touch modules in neurosurgical 
training,” Neurosurgery, vol. 72, no. Supplement 1, pp. A115–A123, 2013. 

[53] F. Anderson, T. Grossman, J. Matejka, and G. Fitzmaurice, “YouMove: 
enhancing movement training with an augmented reality mirror,” in Proceedings 
of the 26th annual ACM symposium on User interface software and technology, 
2013, pp. 311–320. 

[54] F. Anderson and W. F. Bischof, “Augmented reality improves myoelectric 
prosthesis training,” 2012. 

[55] M.-K. Tsai, P.-H. E. Liu, and N.-J. Yau, “Using electronic maps and augmented 
reality-based training materials as escape guidelines for nuclear accidents: An 
explorative case study in Taiwan,” British Journal of Educational Technology, vol. 
44, no. 1, pp. E18–E21, 2013. 

[56] D. D. Sumadio and D. R. . Rambli, “Preliminary Evaluation on User Acceptance 
of the Augmented Reality Use for Education,” in 2010 Second International 
Conference on Computer Engineering and Applications, 2010, pp. 461–465. 

[57] H. Kaufmann and A. Dünser, “Summary of usability evaluations of an educational 
augmented reality application,” Virtual Reality, pp. 660–669, 2007. 

[58] A. Balog, C. Pribeanu, and D. Iordache, “Augmented reality in schools: 
Preliminary evaluation results from a summer school,” International Journal of 
Social Sciences, vol. 2, no. 3, pp. 163–166, 2007. 

[59] M. Vilkonienė, “Influence of Augmented Reality Technology Upon Pupils’ 
Knowledge About Human Digestive System: The Results of the Experiment,” US-
China Education Review, vol. 6, no. 1, pp. 36–43, 2009. 

[60] Y. Li, “Augmented Reality for remote education,” in Advanced Computer Theory 
and Engineering (ICACTE), 2010 3rd International Conference on, vol. 3, pp. V3–
187. 



66 

 

[61] M. Billinghurst and A. Dünser, “Augmented reality in the classroom,” Computer, 
vol. 45, no. 7, pp. 56–63, 2012. 

[62] V. Lamanauskas, C. Pribeanu, R. Vilkonis, A. Balog, D. Iordache, and A. 
Klangauskas, “Evaluating the Educational Value and Usability of an Augmented 
Reality Platform for School Environments: Some Preliminary Results,” in 
Proceedings of 4th WSEAS/IASME International Conference on Engineering 
Education (Agios Nikolaos, Crete Island, Greece, 24-26 July, 2007). Mathematics 
and Computers in Science and Engineering, Published by World Scientific and 
Engineering Academy and Society Press, 2007, pp. 86–91. 

[63] B. Trueman, “Virtual Reality Becomes Reality,” VR in the schools, vol. 1, no. 1, 
Jun. 1995. 

[64] A. Hampshire, H. Seichter, R. Grasset, and M. Billinghurst, “Augmented reality 
authoring: generic context from programmer to designer,” in Proceedings of the 
18th Australia conference on Computer-Human Interaction: Design: Activities, 
Artefacts and Environments, 2006, pp. 409–412. 

[65] H. Kato and M. Billinghurst, “Marker tracking and hmd calibration for a video-
based augmented reality conferencing system,” in Augmented Reality, 1999. 
(IWAR ’99) Proceedings. 2nd IEEE and ACM International Workshop on, 1999, 
pp. 85 – 94. 

[66] J. Looser, R. Grasset, H. Seichter, and M. Billinghurst, “OSGART-A pragmatic 
approach to MR,” in Santa Barbara, CA, USA: 5th IEEE and ACM International 
Symposium on Mixed and Augmented Reality (ISMAR 06): Industrial Workshop, 
2006, pp. 22–25. 

[67] B. MacIntyre, M. Gandy, S. Dow, and J. D. Bolter, “DART: a toolkit for rapid 
design exploration of augmented reality experiences,” in Proceedings of the 17th 
annual ACM symposium on User interface software and technology, 2004, pp. 
197–206. 

[68] F. Ledermann and D. Schmalstieg, “APRIL a high-level framework for creating 
augmented reality presentations,” Virtual Reality, 2005. Proceedings. VR 2005. 
IEEE, pp. 187–194, 2005. 

[69] H. Seichter, J. Looser, and M. Billinghurst, “ComposAR: An intuitive tool for 
authoring AR applications,” in Mixed and Augmented Reality, 2008. ISMAR 2008. 
7th IEEE/ACM International Symposium on, 2008, pp. 177–178. 

[70] E. Klopfer and J. Sheldon, “Augmenting your own reality: Student authoring of 
science-based augmented reality games,” New directions for youth development, 
vol. 2010, no. 128, pp. 85–94, 2010. 

[71] H.-K. Jee, S. Lim, J. Youn, and J. Lee, “An augmented reality-based authoring 
tool for E-learning applications,” Multimed Tools Appl, vol. 68, no. 2, pp. 225–235, 
Jan. 2014. 

 



67 

 

 





 

 

 

 

 

 

 

 

 

 

 

ORIGINAL PUBLICATIONS





 

 

 

 

I  

 

 

A NEW HYBRID APPROACH FOR AUGMENTED REALITY 
MAINTENANCE IN SCIENTIFIC FACILITIES 

 

 

 

by 
 

Martínez, H., Laukkanen, S. and Mattila, J., 2013 
 

International Journal of Advanced Robotic Systems, 10:321 
 

Reproduced with kind permission from InTech. 



72 

 



73 

 



74 

 



75 

 



76 

 



77 

 



78 

 



79 

 



80 

 



81 

 





 

 

 

 

II  

 

 

A NEW FLEXIBLE AUGMENTED REALITY PLATFORM FOR 
DEVELOPMENT OF MAINTENANCE AND EDUCATIONAL 

APPLICATIONS 

 

 

by 
 

Martínez, H., Laukkanen, S. and Mattila, J., 2014 
 

International Journal of Virtual Worlds and Human Computer Interaction, 2(1) 
 

Reproduced with kind permission from Avestia.



84 

 



85 

 



86 

 



87 

 



88 

 



89 

 



90 

 



91 

 



92 

 



93 

 





 

 

 

 

III  

 

 

STEDUS, A NEW EDUCATIONAL PLATFORM FOR 
AUGMENTED REALITY APPLICATIONS 

 

 

 

by 
 

Martínez, H. and Laukkanen, S., 2014 
 

4th Global Conference on Experiential Learning in Virtual Worlds 
 

Reproduced with kind permission from Inter-Disciplinary Press. 



96 

 



97 

 



98 

 



99 

 



100 

 



101 

 



102 

 



103 

 



104 

 



105 

 



106 

 



 

 

 

 

IV  

 

 

EXPERIENTIAL LEARNING THEORY AND VIRTUAL AND 
AUGMENTED REALITY APPLICATIONS 

 

 

 

by 
 

Hyppölä, J., Martínez, H. and Laukkanen, S., 2014 
 

4th Global Conference on Experiential Learning in Virtual Worlds 
 

Reproduced with kind permission from Inter-Disciplinary Press. 



108 

 



109 

 



110 

 



111 

 



112 

 



113 

 



114 

 



 

 

 

 

V  

 

 

DRIVERS AND BOTTLENECKS IN THE ADOPTION OF 
AUGMENTED REALITY APPLICATIONS 

 

 

 

by 
 

Martínez, H., Skournetou, D., Hyppölä, J., Laukkanen, S. and Heikkilä, A, 2014 
 

Journal of Multimedia Theory and Applications, 1(1) 
 

Reproduced with kind permission from Avestia. 



116 

 



117 

 



118 

 



119 

 



120 

 



121 

 



122 

 



123 

 



124 

 



125 

 



126 

 



127 

 



128 

 



129 

 



130 

 



131 

 



132 

 



133 

 





 

 

 

 

VI  

 

 

AUGMENTED REALITY AIDING COLLIMATOR EXCHANGE AT 
THE LHC 

 

 

 

by 
 

Martínez, H., Fabry, T., Laukkanen, S., Mattila, J. and Tabourot L., 2014 
 

NIMA (Nuclear Instruments and Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and Associated Equipment), vol. 763, 

pp. 354–363. 
 

Reproduced with kind permission from Elsevier (accepted version of the 
manuscript has been used in the online version of the thesis to preserve 

Elsevier policy). 



136 

 



137 

 



138 

 



139 

 



140 

 



141 

 



142 

 



143 

 



144 

 



145 

 



146 

 



147 

 



148 

 



149 

 



150 

 



151 

 



152 

 



153 

 



154 

 



155 

 



156 

 



157 

 



158 

 



159 

 



160 

 



161 

 



162 

 



163 

 



164 

 



165 

 



166 

 



 

 

 

 

VII  

 

 

AN AUGMENTED REALITY PLATFORM INSIDE PURESAFE 
PROJECT 

 

 

 

by 
 

Martínez, H. and Laukkanen, S., 2014 
 

SBC Journal on Interactive Systems, vol. 5, no 1 
 

Reproduced with kind permission from Brazilian Computing Society (SBC). 



168 

 



169 

 



170 

 



171 

 





 

 




