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ABSTRACT 

This thesis deals with the analysis of fluid transients in the hydraulic circuit of a high pressure 

common rail diesel fuel injection system for light vehicle applications. The injection process 

triggers flow and pressure pulsations that have an adverse effect on the predictability of 

subsequent fuel injections. To achieve maximum fuel efficiency during the combustion 

process it is mandatory to meter the amount of injected fuel precisely. 

 

Firstly, a brief review of modelling techniques for analysing fluid transient problems is 

provided. The basic governing equations are presented as a second step. The individual terms 

are discussed and evaluated in respect of their importance for modelling the present system. 

 

Experimental measurements are conducted on a hydraulic test bench. The input parameters 

are defined by injection specific parameters and the geometry of the connection line between 

rail and injector. The main output parameters are based on the pressure histories at various 

locations, the oscillation frequency of the main perturbation, and the amount of injected fuel 

per injection. 

 

To extend the range of analysed parameters, a one-dimensional simulation model is used to 

describe the complete system characteristics. Additionally, local flow phenomena are 

modelled by means of three-dimensional simulations. The agreement between measurements 

and simulations is good. The results show that the fluid transients in the system are strongly 

dependent on the analysed input parameters. In this work, the individual correlations are 

pointed out and evaluated. Finally, the simulation models are utilised to analyse parameters 

that are not accessible by measurements and to study theoretically different measures to 

minimise unwanted flow and pressure oscillations as much as possible. 
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NOMENCLATURE 

Roman Symbols 

A Characteristic area, for example flow cross-section [m2] 

A1 Flow area, restriction [m2] 

A2 Flow area, downstream restriction [m2] 

AS Heat transfer surface area [m2] 

a Speed of sound [m/s] 

ai Acceleration in i-direction [m/s2] 

a0...7 Fit coefficients of state equations 

B Bulk modulus [Pa] 

CD Flow coefficient [] 

Cf Fanning pipe wall friction coefficient, total [] 

Cf,s Fanning pipe wall friction coefficient, steady [] 

CH Hydraulic capacity [m4 s2/kg] 

Cp Pipe flow, minor losses coefficient [] 

Cpr Pressure recovery coefficient [] 

Cpr,t Theoretical pressure recovery coefficient [] 

cp Specific heat at constant pressure [J/(kg K)] 

cv Specific heat at constant volume [J/(kg K)] 

c
r

 Velocity vector [m/s] 

D Diameter [m] 

Ddif Diffusion tensor [kg/(m s3)] 

dexp Flow split, expansion diameter [mm] 

dp Diameter, high pressure connection pipe [mm] 

E Young’s modulus of elasticity [MPa] 

e0 Specific total energy [J/kg] 

e Specific internal energy [J/kg] 

F Force [N] 

FAc Acceleration force [N] 

FNP Force acting on needle-pin-plunger mass [N] 

Fp Pressure force acting on plunger-top wall [N] 

Fi Flux column vector [] 
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Ft Unsteady friction factor [] 

f Oscillation frequency [Hz] 

fs Sampling frequency [Hz] 

fP High pressure pump excitation frequency [Hz] 

G Primitive of arbitrary function 

g Arbitrary function 

h0 Specific total enthalpy [m2/s2] 

h Specific enthalpy [m2/s2] 

href, liq Reference specific enthalpy, liquid [m2/s2] 

hvap Specific vaporization enthalpy [m2/s2] 

i Unit vector in x-direction [] 

j Unit vector in y-direction [] 

Kd Damping coefficient [] 

Ks Static transfer coefficient [] 

k Unit vector in z-direction or index in frequency domain [] 

L Length [m] 

LH Hydraulic inductivity [kg/m4] 

lchar Flow split, characteristic length [mm] 

lp Length, high pressure connection pipe [mm] 

Mconst Friction multiplier, steady state [] 

Mtrans Friction multiplier, transient [] 

m Mass [kg] 

mCFL Time step multiplier (smaller or equal 1) [] 

mflx Boundary mass flux into volume [kg/s] 

N Number of samples [] 

Nu Nusselt number [] 

n Index in Time domain [] 

P Mechanical power [W] 

Pe Peclet number [] 

Pr Prandtl number [] 

PV Boundary work [W] 

p Pressure [Pa], [bar] 

p̂  Pressure amplitude [Pa] 

pDE Pressure at downstream end of 2nd high pressure line [bar] 
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pe External pressure [Pa] 

pmax Maximum positive pressure amplitude [bar] 

pmean Mean pressure [bar] 

pmin,1 Absolute value of first negative pressure amplitude [bar] 

pmin,2 Absolute value of second negative pressure amplitude [bar] 

pII Pressure at the injector inlet [bar] 

pi Internal pressure [Pa] 

pRa Pressure at the upstream end of the rail [bar] 

pref Reference pressure [Pa] 

pref,sat Reference saturation pressure [Pa] 

pset Set pressure [bar] 

Q Heat flux [J/s], [W] 

qE Replacement character: heat conduction fluid-boundary [W/m2] 

qi Heat flux density [W/m2] 

R Specific gas constant [J/(kg K)] 

Re Reynolds number [] 

rM Replacement character: diffusion terms in momentum  
  equation [Pa] 

r Radius [m] 

rE Replacement character: diffusion terms in energy equation [W/m2] 

r i Inner pipe radius [m] 

ro Outer pipe radius [m] 

S Replacement character: heat flux through the wall and work 
  done due to a change of volume [J/s], [W] 

s Replacement character: heat flux through the wall and work 
  done due to a change of volume per unit volume [W/m3] 

T Temperature [K] 

Tf Temperature fluid [K] 

Tinj Injection period [ms] 

Tref Reference temperature [K] 

Tw Temperature wall [K] 

t Time [s] 

tinj Injection duration [µs] 

U Solution column vector [] 

u Velocity component in x-direction [m/s] 
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V Volume [m3] 

VdZ Volume downstream Z-nozzle [mm3] 

VuA Volume upstream A-nozzle [mm3] 

VuZ Volume upstream Z-nozzle [mm3] 

Vref Reference volume [m3] 

V&  Flow rate [m3/s] 

V̂&  Flow rate amplitude [m3/s] 

v Velocity component in y-direction [m/s] 

v’ Specific volume liquid (mixture phase) [m3/kg] 

v’’  Specific volume vapour (mixture phase) [m3/kg] 

w Velocity component in z-direction [m/s] 

x Cartesian coordinate [m] 

y Cartesian coordinate [m] 

Z Characteristic impedance [Pa s/m3] 

ZI Characteristic inlet impedance [Pa s/m3] 

ZE Characteristic exit impedance [Pa s/m3] 

z Cartesian coordinate [m] 

 

Greek Symbols 

α Heat transfer coefficient [W/(m2K)] 

εt Tangential strain [] 

λ Second viscosity coefficient [N s/m2] 

λΤ Conductibility of temperature [m2/s] 

λf Moody/Darcy wall friction factor [] 

µ Molecular or dynamic viscosity [N s/m2] 

ν Poisson ratio [] 

ρ Fluid density [kg/m3] 

ρref Reference fluid density [kg/m3] 

σr Radial stress [Pa] 

σt Tangential stress [Pa] 

Τ Transfer matrix [] 

 



 

 

12 

τij  Components of shear stress tensor (acts on a plane  
  normal to i axis, directed parallel to j axis) [N/m2] 

Φ General variable  

Φ  General variable, mean value  

Φ ′  General variable, fluctuating value 

ω Angular frequency [rad/s] 

ωe Angular frequency of the damped oscillation [rad/s] 

 

Mathematical Symbols 

Dt

D
 Substantial derivative 

d Differential, for example dx 

Φ∂
∂

 Partial derivative 

∆  Difference 

e Basis of natural logarithm 

i Imaginary unit 

∇  Nabla operator 

 

Abbreviations 

AC Alternating current 

CAD Computer-aided design 

CR Common rail 

CFD Computational fluid dynamics 

CFL Courant-Friedrichs-Lewy condition 

CV Control volume 

DFT Discrete Fourier transform 

ECU Electronic control unit 

FEM Finite element method 

FFT Fast Fourier transform 

FDM Finite difference method 

FVM Finite volume method 

FSI Fluid structure interaction 

MOC Method of characteristics 
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PDE Partial differential equation 

RANS Reynolds-averaged Navier-Stokes 

RLC Resistor, inductor, capacitor 

RMS Root mean square 

TLM Transmission line method 
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1. INTRODUCTION 

Fluid mechanics is defined as the science that analyses the kinematic and dynamic behaviour 

of fluids. Generally, the description of the underlying physics follows the nature of the flow. 

Besides aspects like, for example, internal – external flow, forced – free convection, laminar – 

turbulent, and inviscid – viscous flow, it is common practice to differentiate between 

compressible and incompressible fluid flow problems. The term compressible flow is 

normally used for flows that involve gases; incompressible fluids, on the other hand, represent 

the physical behaviour of liquids. It is emphasised at this point that these classifications 

reflect traditional understanding in fluid dynamics [51, 99]. Modern diesel fuel injection 

systems, which are characterized by small time constants, do not fit, for example, in the last 

category as the fluid density varies noticeably due to large pressure gradients. Therefore, it is 

possible to divide the theory into further side branches, each serving a particular problem in 

fluid mechanics.   

 

The description and analysis of highly unsteady phenomena in liquid flow is a typical 

representative of such a specialised field. In classical hydraulics it is referred to as Transient 

Fluid Flow or simply Fluid Transients [101]. The theory applies where it is important to 

describe the instantaneous state of a fluid as a function of spatial coordinates and time. It can 

be noted that here the term fluid is used, as in the presence of cavitation or degassing effects 

the liquid may undergo a partial phase change.  

 

This thesis deals with the analysis of fluid transients in a high pressure hydraulic system using 

state of the art measurement and simulation methods.  

1.1. Background 

Fluid transients represent an important role in the respective fields of fluid power and 

hydraulics. Most commonly, the observed phenomenon can be sub-divided according to the 

source of excitation. On the one hand, pressure and flow variations are introduced by the 

unsteady displacement of the fluid inside of pumps and motors. Depending on the design, the 

disturbances vary in intensity. For example, gear pumps are characterised by a considerably 

smaller non-uniformity grade than piston pumps [56]. However, the choice of a specific pump 

or motor design is not exclusively based on the dynamic behaviour in steady state conditions, 
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but also on other aspects. Efficiency, noise emissions, reliability, operating range and 

adjustability are just some of the characteristics that need consideration [56]. Accordingly, 

research in this field aims to optimise the various designs [27, 37, 48, 49].  

 

On the other hand, flow transients may also be caused by fast switching valves, actuators, and 

load conditions. The system reaction that follows the sudden closing of a flow path is 

commonly known as the water hammer phenomenon. Because of the fluid inertia the liquid 

column upstream of the valve does not come to rest at once. Starting at the first layer of fluid 

next to the closed valve, the inertial kinetic energy is transformed to a local pressure gain. 

This conversion subsequently travels at the speed of sound upstream, where it is eventually 

reflected at, for example, a channel expansion or contraction. Due to the energy imbalance the 

wave continues to travel up and down between valve and upstream reflection point until 

dissipative effects bring the system to a steady state again [65, 72]. The destructive character 

of such pressure surges is particularly problematic in the field of water supply and power 

generation. Due to considerable flow rates and pipe cross-sections a pressure pulse might be 

sufficient to cause pipe rupture [3]. Smaller hydraulic applications may not directly face a 

system break as the flow forces on the boundaries are usually smaller. Although it is feasible 

that the long term integrity of the structure is shortened by the pressure pulses, such systems 

face more stringent problems on the control side. Digital hydraulics, for example, relies on the 

fast and accurate opening and closing of on/off valves. Potential overlaps of different valves 

Figure 1, Cutting process – harvester head [75]. 
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that are caused by different time characteristics can trigger pressure waves that compromise 

the robustness and reliability of the system [63, 64]. Concerning actuators that experience 

sudden load variations, examples can be found the same as before in a variety of applications. 

In the field of mobile hydraulics, forest machines, for example, are subjected to abrupt 

changes of working load. As is depicted in Figure 1, the cutting process of the log terminates 

with a rapid drop of the required feed and drive force of the harvester head chain saw. 

 

Finally, fast switching actuators can be found, for example, in the hydraulic circuit of camless 

valve train systems for internal combustion engines. Due to the fast valve motion, pressure 

transients can only be avoided through additional measures [69]. 

1.2. Motivation for the work 

Traditional methods for analysing theoretically fluid transients in hydraulic systems are not 

ideal for studting oscillatory effects in high pressure applications, that is, at pressure levels of 

1000 bar and more. Firstly, the present industry and mobile hydraulic components operate at 

pressure levels of up to approximately 450 bar [90]. The analysis tools to study such systems 

are naturally adapted to the corresponding conditions. As the expectable pressure amplitude of 

the oscillation is rather small, it is possible to utilise a simplified description of the fluid 

compressibility. High pressure applications, in contrast, may undergo significant pressure 

variations in the range of +/- 300 bar. It is therefore understandable that, for example, the 

former simplification is not valid. Indeed, it is shown in this dissertation that the fluid itself 

has to be treated as a dynamic component that interacts with the system. 

 

Similarly, high pressure systems are more prone to the impact of internal flow features than 

their low pressure counterparts. The inertial effects may become more dominant as, for 

example, the pressure drop over flow restrictions appears more severe. The same is true for 

elements of sudden contraction or expansion. Not only is the energy aspect of interest in such 

cases, but also the direction of vector quantities.  

 

Although it has been indicated in the above section that current pressure levels do not exceed 

500 bar, the trend in hydraulic research and development is to go beyond that level. The 

advantages are manifold: 

− Fast actuation times also under increased load (external) 
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− High system responsiveness, that is, the system acts more stiffly than at lower pressure 

levels (internal)  

− Shift of system natural frequency to higher values 

− Application specific advantages 

 

As is stated in the last aspect, the main reason for moving to higher pressure levels is based on 

the expectable benefits for the particular application at hand. Speaking for diesel fuel injection 

systems, the shift to higher injection pressures is a logical consequence in the pursuit of more 

efficient combustion. Until the mid-1980s diesel fuel injection systems for light vehicles 

operated at pressures of 300 to 400 bar. Today, modern common rail (CR) applications utilise 

maximum injection pressures of 1500 bar and more [93]. Together with advances in 

electronics, the combustion specialist is able to shape the actual combustion process. A 

minimum of three injections per cycle, that is, pilot, main and post injection, are standard for 

direct injection diesel engines to ensure maximum fuel efficiency and performance along with 

minimum emissions [26, 39, 40, 81]. In view of the high pressure level (1500 bar and more) 

and short valve activation times that are in the range of some hundreds of microseconds to 

one to two milliseconds, it is understandable that slight variations in, for example, the set 

pressure alter the injected fuel rate and combustion process considerably. 
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Figure 2. Pressure history at injector inlet for single injection CR system. 

Figure 2 exemplifies a time history plot of a measured pressure signal at the injector inlet. It is 

noticeable that the first injection triggers a large pressure oscillation. With subsequent 
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injections following at specific dwell times after the previous injector activation, it is likely 

that such oscillations alter the combustion process in a disadvantageous way. In principle, a 

high pressure diesel fuel injector represents a fast acting on/off valve. The corresponding 

schematic is presented in Figure 3. 

 

Figure 3. Schematic of a high pressure CR injector [40]. 

The nozzle holes of the fuel injector define at full needle lift the main restriction between high 

pressure supply and cylinder chamber. Physically, the restriction acts like an orifice, that is, it 

limits the flow rate for a given pressure gradient to a finite value. Equation (1) is commonly 

used to describe the turbulent flow through an orifice [72]. Because of the aforementioned 

similarity the same equation is used in this context for illustrative purposes. 

ρ
p

ACQ D

∆⋅⋅⋅= 2
 (1) 
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Accordingly, variations of the instantaneous pressure head over the injector have a direct 

impact on the fuel amount delivered through the valve. Work by Bianchi et al. [19] and 

Pontoppidan et al. [76] support this theory. The former group has studied the correlation 

between injection amount and dwell time in a high pressure CR system. They conclude that 

the variations of measured injection amount are linked to the pressure oscillations upstream of 

the fuel injector. Pontoppidan et al. [76] include in their CR study the connection between 

instantaneous rail pressures and spray picture. As pressure waves are transmitted throughout 

the high pressure circuit, the wave that is emitted from one injector may also affect the 

injection at a neighbouring injector. This might become particularly important when new 

combustion strategies are applied, that is, when the time between activation of two 

consecutive acting injectors is reduced [26]. 

 

In the light of the previous section it is desirable to minimise pressure oscillations in a CR 

system as much as possible. Most of the methods that are used in traditional low and medium 

pressure hydraulics are not suitable for high pressure applications. A hydraulic damper, for 

example, utilises an enclosed air chamber for pressure wave attenuation. Elastic hoses are 

often used to remove peak values from the system. Both measures can not be used for CR fuel 

injection systems due to the high pressure level. Active damping systems represent a solution 

only at first glance. Although it is possible to conceive the utilisation of actuators that are 

built on, for example, fast piezo technology, it is also likely that the required hardware and 

reliability requirements would make the method in general unattractive. Another aspect that 

needs to be considered for this particular application is the small amount of available space. 

Usually, the engine compartment area is very limited, so that potential solutions have to fit 

into existing locations.  

1.3. Earlier research on fluid transients in high pressure fuel 
injection systems 

Publications in the field of diesel fuel injection are manifold. Until the  

mid-1990s, most of the work concentrated on the analysis and modelling of injection systems 

that operate at pressures less than 500 bar [23, 52, 61, 70, 71, 77, 100]. Typically, the core of 

the system has been based on a mechanically governed in-line or distributor pump. The 

injectors were still passive actuators, that is, without any electrical control [11]. 
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With the shift to higher injection pressures, interest has moved towards injector designs. 

Favennec et al. [41], Bianchi et al. [18], and Hu et al. [53] discuss in their work different 

aspects concerning the modelling of a high pressure diesel fuel injector. Explicit aspects of the 

hydraulic circuit are not discussed. 

 

In [42], Favennec et al. include the results of their earlier work [41] in studying a complete 

high pressure CR circuit. The results of Coppo et al. [33] are of a similar nature, that is, they 

present a numerical model for a complete CR system. Both research groups compare their 

simulation results to some measurement data. As their emphasis is placed on model features, 

the evaluation of hydraulic properties is not studied. The masters’ theses of Ahlin [2] and 

Gullaksen [47] follow the previous groups. Although more detailed in their description, the 

hydraulic properties of the circuits remain unchanged. Catania et al. [30] present results 

analogous to the preceding authors, but concentrate on a circuit that is based on a high 

pressure distributor pump. 

 

Only a few publications deal with the actual impact of the hydraulic circuit properties on the 

fluid transients in a high pressure CR system. D. van Bebber [94] discusses various aspects of 

the hydraulic circuit for a V8 engine application. His analysis and conclusions are based 

exclusively on simulations. Indeed, van Bebber lays emphasis on the modelling of such 

systems by means of stochastic methods. Accordingly, the model itself is not based on 

physical grounds. The latest publication of Catania et al. [28] deals with fluid transients in a 

CR system. The authors utilise numerical simulation, based on the mathematical description 

of the underlying physics, and experimental measurement. The objective of their study is to 

develop a completely new injection system that is basically only partly related to classical 

injection systems. Finally, studies of fluid transient in a conventional high pressure CR 

system are presented in this writer’s own publications [13, 15, 16]. 

1.4. Objectives of the thesis 

This work is intended to provide a detailed view of the mechanisms of fluid transients in a 

high pressure hydraulic system. The object of study is a commercial CR diesel fuel injection 

system for light vehicle applications (Figure 4). 

 

The objectives of the thesis concern the following aspects: 

− the correlation between fluid transients and design of a commercial CR system 
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− the acquisition of experimental measurement data for analysis of the hydraulic system 

characteristics and as a basis for a numerical simulation model 

− the development and use of numerical modelling to enhance the range of analysed 

parameters and to obtain a better understanding of the hydraulic circuit 

− the advantage of numerical modelling for analysing the effect of various parameters 

on the system characteristics and the possibility to evaluate new concepts for system 

improvement 

 

 

Figure 4. Schematic of a high pressure CR system (based on [88]). 

 

The rail or accumulator design follows the purpose of providing at all times for all injectors 

the required amount of fuel at a constant pressure. The task of the connection lines is 

primarily to ensure the supply of fuel from rail to injector. With respect to the dynamic 

characteristics of the complete system, the connection lines play an important role. The 

hydraulic behaviour of the connection pipes depends strongly on their geometrical properties. 

In this thesis, the impact of this correlation is analysed by extensive measurements and 

numerical simulations. Typical input parameters include injection pressure, injection duration, 

dwell time, connection pipe length, and connection pipe diameter. 
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Modelling of fluid flow incorporates the use of simplifications and assumptions due to the 

strong coupling and non-linearity of the governing equations. Accordingly, various aspects 

are discussed that are important for simulating fluid transients in high pressure environments. 

Since traditionally such problems are solved in one-dimension for efficiency reasons, this 

thesis also addresses issues where it is meaningful to analyse the three-dimensional flow field. 

 

A simulation model can significantly enhance the understanding of a physical system. As for 

the CR fuel injection circuit, it is literally impossible to measure experimentally all the desired 

properties at all locations. The injector consists of several channels, volumes and restrictions, 

with the largest characteristic dimensions in the range of approximately three millimetres or 

less. Positioning a sensor in such an environment ultimately alters the flow field, so that no 

meaningful conclusions can be drawn for the original system. Correspondingly, the numerical 

analysis of the validated model is extended to investigate further properties of the CR circuit. 

This includes the study of flow field properties and parameters at various locations, the rail 

properties, elasticity of the high pressure piping, and the impact of the injector dynamics on 

the findings. 

 

In respect of the damping of unwanted pressure oscillations, the thesis concentrates on two 

methods: the Helmholtz resonator and in-line attenuator. Both measures are passive in nature, 

cheap, and relatively simple to implement. Their expected effectiveness is discussed and 

finally evaluated by comparing the simulated results.  

 

Thus, the objectives of this thesis are: 

− to study the impact of connection pipe geometrical properties on the pressure wave 

characteristics in a CR system as a function of injection parameters by means of 

experimental measurements and numerical simulation 

− to study the impact of connection pipe geometrical properties on the fuel delivery 

variation by means of experimental measurements and numerical simulation 

− to develop a numerical simulation model in the GT-Fuel1 environment that is suitable 

to accurately describe the underlying physics in a high pressure CR fuel injection 

system 

                                                 
1 GT-Fuel is a commercial code of Gamma Technologies Inc. 
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− to extend the validated simulation model to analyse parameters that are not possible to 

measure experimentally or that are part of a single component which exists only as a 

whole 

− to develop potential solutions to minimise unwanted oscillations in a CR system and 

which are also suitable for other high pressure hydraulic applications 

1.5. Restrictions 

The emphasis of this thesis is on the analysis of the hydraulic circuit of a commercial high 

pressure CR system. The injector is part of the hydraulic circuit and greatly affects the overall 

behaviour of the entire system. Nevertheless, this component is seen in this study solely as a 

fast acting on/off valve. The injector characteristics are considered for the analysis. It is not 

the aim of this thesis to improve the performance of the injector. In this sense, the simulation 

model is based on an approach that is as detailed as possible but only as complex as 

necessary. 

 

The experimental measurements are conducted on a hydraulic test bench that has been 

specifically designed for this analysis. No own data is available that documents the actual 

impact of pressure transients on the running combustion engine, that is, the link from injected 

fuel amount to combustion product is not presented in this work. Secondly, the primary goal 

of this study is to analyse the hydraulic characteristics of the injection system in an isolated 

environment. The potential effects that are caused by the vibrations of a running engine are 

reported to be negligible [2, 11]. 

 

Only a narrow fluid temperature range is studied in the thesis. The selected set value was 

chosen as it represents a typical temperature level at engine operating conditions [33, 41]. The 

main findings of this thesis can be approximated to other temperature levels or other fluids 

that behave similarly at the studied measurement point. 

 

The evaluation of the measured injected fuel amount as a function of pressure oscillations in 

the high pressure CR circuit is intended to provide reasonably accurate results. In the 

experiment fuel is injected into a closed container. After exiting the injector nozzle holes, the 

fuel spray breaks up into small droplets, which after some time attach to the container walls. 

Although the actual weight measurement is conducted with some time delay after a series of 

injections, it can not be excluded that some fuel mist remains inside the container during the 
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mass measurement. By considering that the total quantities of injected fuel per injection are in 

the range of one to forty milligrams, it is possible that the real values vary slightly from the 

ones that have been actually measured. 

1.6. Structure of the thesis 

This thesis consists of five main chapters and five appendices. The contents of the chapters 

are briefly discussed below. 

 

Chapter 1 starts with background information about the nature of fluid transients in hydraulic 

systems. Based on that, the motivation for the thesis is formulated. There follows a short 

summary of other work in this area. Sub-chapters with thesis objectives and restrictions define 

the scope of this work. 

 

Chapter 2 discusses modelling issues that are important when analysing fluid transient. 

Firstly, a review of different techniques is presented. Secondly, the basic set of equations 

necessary to model fluid flow are presented. From this stage, the final equations that are used 

in the utilised codes are derived. The text provides, where applicable, differences in the 

implementation to other, popular methods in fluid transient. This chapter ends with a short 

discussion of two alternative methods that are often used in traditional hydraulics to obtain 

estimations about the expected frequency. 

 

Chapter 3 is divided into three main sub-chapters. Chapter 3.1 deals with the experimental 

measurements. Firstly, the test bench is introduced. This is followed by a description of the 

various measurements and their analysis. Chapter 3.2 discusses the numerical modelling of 

the system in analogy to chapter 3.1. After introducing the main features of the utilised 

simulation code, the model is verified by the measurements. The second section ends with an 

extension of the parameter study of chapter 3.1. Chapter 3.3 builds on 3.1 and discusses 

properties that are not readily available by measurements. This includes geometrical circuit 

variations, the study of particular components, analysis of variables that are inaccessible by 

measurements, and concepts to minimise unwanted pressure oscillations in the system. 

 

A summary of the thesis and discussion is presented in Chapter 4. 
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Chapter 5 concludes the thesis with the main findings and several topics suitable for future 

research. 

 

Five appendices are included in the thesis. Appendix A and B concern numerical data of the 

CR test bench and the one-dimensional simulation model, respectively. Appendix C gives a 

short overview of the pre-processor settings of the three-dimensional simulation model and 

some results that are less important for the overall understanding. Appendix D describes the 

main settings and models for the simplified injector study. Finally, Appendix E presents 

briefly the theoretical background for the discussion of oscillation attenuation by additional 

damping devices. 
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2. THEORY OF FLUID TRANSIENTS MODELLING 

2.1. Simulation methods 

Basically, the fluid type defines the final set of equations that are used to compute the flow 

field at hand. In common fluid flow theory it is in many situations convenient to link the fluid 

flow variables via the ideal gas law to the three thermodynamic state variables: pressure p, 

volume V, and temperature T. Calculations that are based on liquid flows, in contrast, 

normally neglect any compressibility effects, as the density variation as a function of pressure 

is negligible in many cases [99]. 

 

Certainly, special applications have also driven the development of solution methods that 

differ from the above mentioned general understanding of fluid mechanics. The discipline of 

fluid transients, or more precisely the science of pressure wave transmission through liquids, 

is a typical example of such a specialised field. The foundation of this theory was laid at the 

beginning of the 20th century with the work of Joukowsky and Allievi [4]. From the middle of 

the last century, research has picked up at an accelerated pace, mainly due to the increase of 

problems that are based on the potentially destructive character of pressure surges [3, 101]. 

Stecki and Davis [86] show that at first glance the individual contributions in this field are 

manifold; however, they conclude that ultimately the studied methods are essentially the 

same. 

 

At present, mainly two different approaches are utilised to describe the unsteady motion of 

fluid transients in hydraulic systems: frequency and time domain methods. The following two 

sub-chapters briefly introduce the main aspects of both techniques. 

2.1.1 Frequency domain methods 

Frequency domain methods are used primarily to study the response of a component or 

system over a wide range of frequencies. Relatively low computational effort and the ability 

to cope with complex fluids and geometry are known to be their biggest advantage. In 

contrast, frequency domain methods are not readily suitable for including non-linear effects 

such as, for example, significant boundary displacement, convective inertial terms or large 

amplitudes. Another difficulty is often the appropriate description of the system boundary 

conditions [20, 74].  
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The basic idea of the frequency domain method is based on the work of A. F. D’Souza and R. 

Oldenburger [34]. In their first publication the researchers show that it is possible to describe 

the dynamic characteristics of a pipe flow through transfer functions, which relate the 

pressure and velocity variables at two cross-sections with each other. Essentially, this concept 

can be described by the following matrix relation: 
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The individual terms Τij of the transfer matrix Τ represent functions in the frequency domain 

that describe the dynamic behaviour of the component. According to equation (2) values for 

the pressure and volumetric flow at one position (index i) are available by multiplying the 

transfer matrix with the corresponding values at a second position (index i+1). 

 

The ratio of pressure amplitude to flow rate amplitude is commonly described as 

characteristic impedance Z [9]. Later work in this field has concentrated on the analysis of this 

parameter for various components. K. A. Edge and D. N. Johnston [36, 58, 59], for example, 

evaluate the characteristic impedance for relief valves, accumulators, restrictors, and control 

valves. In 2006, D. N. Johnston presents some results concerning the dynamic behaviour of 

non-uniform passageways that are based on a novel implementation of the frequency domain 

method into a finite volume formulation [57]. 

 

Along with the comments at the beginning of this sub-chapter, it can be said that frequency 

domain methods are more suitable for modelling dynamic characteristics at steady state 

conditions, that is, excitations that are based on, for example, a sinusoidal pattern. As the 

analysis method of this thesis is based on a time domain method, no further explanations 

about frequency methods are given at this point. 

2.1.2 Time domain methods 

Time domain methods are in some respects more complex than frequency domain methods, as 

it is necessary to deal to a greater extent with PDE’s. In the course of the last century several 

approaches have been developed that are built on the basic governing equations but they 

differ in their implementation and the assumptions utilised. The arithmetic water hammer is a 

very basic concept that excludes any friction and thermodynamic effects. Similarly, the 

graphical water hammer is based on the continuity and the inviscid momentum equation. 
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Viscosity effects, however, can be incorporated through some lumped correction parameter. 

Both methods have been the first choice in the first half of the last century and are replaced 

nowadays by more complex approaches that take advantage of modern digital computers 

[101]. 

 

Taylor et al. [89] give a brief description of commonly employed methods that are widely 

used today. The lumped parameter method follows the concept of dividing the length of a 

pipe into several sections. Watton et al. [97] define for each section the dynamic line 

properties in the form of characteristic series impedance and shunt admittance. The latter two 

properties are then combined to form the general wave equation. In their conclusion the 

authors find that the accuracy of this method is strongly affected by the number of pipe 

sections. Therefore, this method is recommended only for simulations where the pipe 

dynamics have only a modest impact on the overall system behaviour [89, 97]. 

 

The theory for modelling electrical circuits serves as the basis for the transmission line 

method (TLM). The characteristics of hydraulic elements are described by inductive and 

capacitive means [96]. It is at first glance very appealing to perform a knowledge transfer 

from electrical to hydraulic science due to the many similarities. Nevertheless, it has to be 

kept in mind that this method can not represent unambiguous hydraulic phenomena like, for 

example, cavitation effects [82]. 

 

Modal approximation methods are based on a description of the flow model through a finite 

number of rational polynomials in the Laplace domain. The system variables, on the other 

hand, are expressed in the form of a state space representation in the time domain [62]. In its 

original form the model is not capable of representing non-linearities and variable fluid 

properties [67, 89].  

 

The method of characteristics (MOC) is certainly one of the most popular approaches for 

modelling fluid transients in hydraulic systems. Besides Wylie et al. [101], the contributions 

of W. Zielke [102] and F. T. Brown [22] are seen as significant contributions to this method. 

The main idea of the MOC is to decompose the original PDE for continuity and momentum 

into four ordinary differential equations. The latter are linked in pairs; one set represents the 

wave propagation in the positive direction, the other set in the negative direction. This method 

in its original form requires the definition of fixed time steps, as the computational domain is 
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defined by a regular time-distance grid. Correspondingly, the fluid properties are required to 

behave with time invariant. Variable sonic speeds can only be incorporated by applying some 

linear interpolation, as presented by Mueller [74]. On the other hand, the latter approximation 

is also known as a source of model inaccuracy [44, 89]. Towards the end of last century, the 

MOC was extended to model also the interaction between fluid and structure (FSI). For 

example, Wiggert et al. [98] and Tijsseling et al. [92] show that the method of characteristics 

can be used exclusively or in combination with the finite element method (FEM) for FSI 

analysis. The latter approach is also referred to as the hybrid MOC-FEM method [98]. 

 

More recently, finite element (FEM) and finite difference methods (FDM) have been used to 

model fluid transients in hydraulic systems [84, 89]. Taylor et al. [89] have used FEM to 

analyse the highly non-linear interaction between the fluid and flexible hoses. The researchers 

concluded that this method is particular suitable for including time variant fluid properties and 

non-linearities. On the other hand, they indicate that the approach may generate unphysical 

oscillations caused by the natural frequency of the model. 

 

In this thesis, methods that belong to the previous listing are referred to as classical methods 

for modelling fluid transients in hydraulic systems. As is shown in the next chapter in detail, 

the utilised method of this study is based on the finite volume method (FVM). Generally, 

numerical schemes are either implicit or explicit. The former method is commonly used in 

commercial CFD codes, as it accelerates the solution progress in many fluid flow problems. 

In case of problems dealing with fluid transients, this advantage can not be put forward, since 

an inadequate selection of the time step deteriorates the solution quality [101]. Explicit 

schemes, on the other hand, are based on the direct computation of the dependent variables. 

While this is advantageous for modelling, for example, pressure transients in a hydraulic 

system, the computation time for common problems in fluid dynamics increases significantly 

[55]. During this study, two commercial codes were used, with implicit and explicit 

implementation of the governing equations, respectively. 

2.2. Mathematical description of flow physics 

The first principle of modelling fluid flow and fluid transients in particular is that the fluid can 

be treated as a continuum. This condition is true as long as the characteristic time and length 

scales of the problem are significantly larger than the corresponding values that characterise 

the molecular constitution of the fluid. For liquids the limit for the smallest dimensions is in 



 

 

30 

the range of approximately 0.5 µm [51]. The diameter of the nozzle holes of the studied high 

pressure injector is about 150 µm. Even smaller, approximately 2 µm [35], is the clearance 

between the injector needle and its guidance. 

 

The continuum condition assumes a continuous distribution of the physical properties. 

Accordingly, it is possible to represent the fluid domain by small control volumes (CV) in 

which the fluid variables can be written as averaged values (Figure 5). 

 

Figure 5. Model of infinitesimal small control volume fixed in space. 

2.2.1 Basic governing equations 

The physical description of fluid flow is composed of the conservation of mass, momentum, 

and energy. The equations, which are also known as complete Navier-Stokes equations [5], 

define the basis for the simulation tools that are used in this thesis. It can be noted that the 

presentation and discussion rest mainly on the conservative differential form. 

 

The continuity equation states that the total mass in a CV is neither destroyed nor created. The 

corresponding mathematical implementation follows: 
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In short term notation using the Nabla operator: 
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The first term in equation (3) and (4), respectively, describes the time rate of increase of mass 

inside a CV. The second term denotes the net mass flow out of the element. Figure 6 

visualises the convective part by showing mass fluxes over the faces of the CV. 

 

Figure 6. Mass fluxes through CV [5]. 

 

The momentum equation is built on Newton’s second law. Generally, it is possible to divide 

between body and surface forces. Body forces are based on gravitational forces, but may also 

include electric and magnetic forces. None of these are relevant in the present study and are 

accordingly not presented here. Surface forces act, as the name indicates, on the surfaces of 

the CV. They are defined by pressure forces and normal and parallel acting stress forces. 

 

Figure 7. Forces in x-direction acting on CV [5]. 
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Figure 7 shows as an example the surface forces that act in the x-direction on a CV. The 

corresponding mathematical formulation per unit volume for all three dimensions is: 
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The left hand side of equations (5) to (7) correspond to the initial term mass times 

acceleration. For the x-direction it can be written, for example as: 
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The total or substantial derivative [21] represents the shift from Lagrangian, fixed to fluid 

mass, to Eulerian, fixed to spatial coordinates, notation [51]: 

uc
t

u

Dt

Du ∇⋅⋅+
∂
∂⋅=⋅ rρρρ  (9) 

Combining equation (9) with the continuity equation, it follows that: 
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As a convention, tensile stresses always act in the positive normal direction [95]. 

Accordingly, the pressure gradient is subtracted in equations (5) to (7). For Newtonian fluids 

the stress terms are proportional to the velocity gradient. In 1845, Stokes derived the 

following [5]: 
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In respect of the tensile stresses τxx, τyy, and τzz (equations (11) to (13)), the first term on the 

right side of the equal sign represents a multiplication of the second viscosity coefficient λ 

with the divergence of the velocity vector. The Stokes Hypothesis states [83]: 

µλ ⋅−=
3

2
  (17) 

If the fluid density in a flow field remains constant, the terms with λ drop out as a result of the 

mass conservation. In the present analysis the fluid density as a function of pressure and 

temperature can not be neglected, that is, it is essential to include fluid compressibility and 

thermal expansibility. Therefore, equations (5) to (17) represent the basic set for representing 

the momentum conservation. By using the Einstein summation convention [21] the short term 

form follows as: 
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Conservation of energy is based on the first law of thermodynamics [31]. For a fluid element 

of constant mass that moves through the domain, the rate of change of energy inside the 

element equals the work done on the element and the total heat flux into it: 
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The sum on the left hand side of equation (19) represents the total energy e0 of the fluid 

element, that is, the internal energy due to molecular motion and the kinetic energy of the 

moving mass. On the right hand side, P equals the forces acting on the fluid element times the 

element velocity. By neglecting again any body forces, P becomes: 
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Ddif represents the diffusion tensor and includes the lateral and normal shear stress 

components: 
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The heat flux into the fluid element is indicated by Q. By neglecting volumetric heating due to 

absorption or emission of radiation, the term Q is solely defined by heat conduction through 

the element faces: 
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Equations (19) to (22) are in Lagrangian form. Usually, for open systems that are fixed in 

space the energy equation is represented in terms of total enthalpy h0. The latter is defined by 

[31]: 
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The substantial derivative of the second summand of equation (23) is added on both sides of 

equation (19). On the right hand side the new term can be combined with the divergence term 

of equation (20) to form: 
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Accordingly, the enthalpy equation in Eulerian format per unit CV is: 

( ) ( ) dif
zyx D

t

p

z

q

y

q

x

q
ch

t

h
+

∂
∂+









∂
∂

+
∂

∂
+

∂
∂

−=⋅⋅∇+
∂
⋅∂ r

0
0 ρρ

 (25) 

Equation (4), (18), and (25) represent the basis for analysing the transient fluid flow in the 

high pressure CR system. Depending on the utilised simulation code, further assumptions and 

extensions apply. 

2.2.2 Implementation of the governing equations 

Two simulation codes were used in this study. The core of the modelling was made in the  

GT-Fuel environment, version 6.2, of Gamma Technologies Inc. This code solves the 

governing equations in one dimension. Alternatively, ANSYS-CFX 10.0 of ANSYS Inc. was 

used for simulating locally the three-dimensional flow field. The results of the latter analysis 

were utilised to obtain a better understanding of the flow physics at particular locations inside 

the hydraulic circuit. That knowledge was then used to enhance the one-dimensional GT-Fuel 

model in order to obtain better closure with the measurements. 

 

Both codes are based on a time-marching solution procedure. However, GT-Fuel employs an 

explicit, and ANSYS-CFX an implicit technique [7, 43]. 
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One-Dimensional Analysis 

In an explicit time marching algorithm the unknowns are exclusively computed from known 

properties. The governing equations (4), (5) to (7), and (19) accordingly can be rearranged to 

the form: 
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U represents the solution vector. The flux terms are labelled Fx, Fy, and Fz, respectively. By 

looking, for example, exclusively at the x-component of the momentum equation, it follows 

that: 
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It should be noted that equation (31) is identical to equation (5). As GT-Fuel solves the flow 

variables only in one dimension, the terms that are related to more than one dimension drop 
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out. As a first step, all the terms are omitted that are related to the velocity components v and 

w. For example the momentum equation in the x-direction can be rewritten to the form: 
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A similar expression can be obtained for the one-dimensional energy equation: 
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The terms in equation (32) and (33) that describe the shear stresses and heat transfer refer to 

more than one dimension. Accordingly, a substitution is required to describe the friction and 

heat transfer effects in a purely one-dimensional flow. Equations (27) to (30) may be 

simplified to: 

















⋅
⋅=

0e

uU

ρ
ρ

ρ
 (34) 

















−+⋅+⋅⋅
−+⋅

⋅
=

EE

Mi

rqupue

rpu

u

F

0

2

ρ
ρ

ρ
 (35) 

 

In equation (35) the terms with the shear and normal stresses τij are replaced by the terms rM 

and rE, respectively. When analysing fluid transients in hydraulic circuits, it is common 

practice to assume constant flow properties over the cross-section of the channel. For 

example, for the fluid pressure this assumption holds in this study because the expected wave 

length of the pressure oscillation is significantly larger than the diameter of the pipe 

connections. Secondly, the flow theory inside channels and pipes is well established [99]. For  

Hagen-Poiseuille flows the steady state losses can be computed by: 
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Traditionally, the coefficient λf depends on the type of flow. For laminar flow, λf equals: 

Ref

64=λ   (37) 
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Turbulent flows are more complex. Therefore, no exact solution exists for λf, but several 

approximations. For hydraulic smooth surfaces the Blasius equation has been shown to be 

valid for Reynolds numbers smaller than 105 [99]: 

250

31640
.f

Re

.=λ  (38) 

Alternatively, in the case of fully rough surfaces, Nikuradse defines [83]: 
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It has to be pointed out that GT-Fuel calculates internally with a friction factor that is based 

on the definition of Fanning [87]. The latter derivation is based on the hydraulic radius. For a 

circular duct the relation between the Moody/Darcy friction factor λf and the Fanning factor is 

given by: 

sff C ,4 ⋅=λ  (40) 

Equations (37) to (39) are certainly not adequate to represent the physics of oscillatory flows. 

Indeed, for highly transient flows the instantaneous velocity profile differs considerably from 

the steady state profile [12, 24, 45, 83]. Due to the high inertia at the centre of the pipe, the 

flow particles can not adapt instantly to the new conditions at the upstream and downstream 

end. This is not the case for fluid particles near the wall. There, the flow is mainly driven by 

viscous forces. A change of, for example, the pressure gradient is followed accordingly faster 

than at the centre. Based on this consideration, it is clear that the frequency of the oscillation 

plays a major role. 

 

Figure 8. Pipe velocity profile at one location during different times for low (top) 

 and high frequency oscillations (bottom); (figure based on [74]).  

As is depicted schematically in Figure 8, the offset between near wall and centre flow 

increases for higher frequencies - the flow field is characterised by a large velocity gradient in 
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the vicinity of the wall. The latter aspect explains the rise of friction losses at high frequencies 

[74]. Axworthy et al. [8] give a short summary about the historical development of transient 

friction models for one-dimensional pipe flows. Essentially, two approaches are commonly 

used at present. On the one hand, unsteady effects are accounted for by weighted time 

histories of past flow conditions (for example, W. Zielke [102]). On the other hand, Brunone 

et al. [25] show that it is also possible to relate frequency dependent friction effects to 

instantaneous fluid acceleration. The unsteady friction model in GT-Fuel is based on the latter 

approach, that is, the friction coefficient in one CV is based on a steady state contribution, 

plus a factor that depends on the instantaneous temporal and convective acceleration of the 

fluid flow [8, 43]: 

( )ttransconstsff FMMCC ⋅+⋅⋅= 1,  (41) 

The appearance of equation (41) indicates that this model is not fully analytical, but includes 

some empirical terms. Although the equation allows fine tuning via the two friction 

multipliers Mconst and Mtrans, the simulation model following later utilises for both factors a 

value of 1. Going back to equation (36), the second summand on the right hand side accounts 

for steady state losses due to abrupt changes in the flow path. This includes, for example, 

bends, tapers or irregular cross-sections. The loss coefficient Cp is computed by [85]: 
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 (42) 

 

For modelling fluid transients in pipes and channels GT-Fuel employs a one-dimensional 

finite volume approach. This means, with respect to the previously used term ‘CV’, that the 

finite volume has a finite axial length and a diameter that corresponds to the geometrical 

diameter of, for example, the pipe. Within such a finite volume the fluid properties are 

assumed to be constant. Along the circumference of the volume no fluid particles are allowed 

to enter or escape; secondly, the no-slip condition applies at the wall boundary. Mass flux can 

enter or leave a finite volume via fluid-fluid interfaces. Heat can be exchanged with the 

surrounding via conduction to the wall boundaries and through forced convection. Free 

convection, on the other hand, is assumed to be negligible. For the studied CR system, as well 

as for similar high transient problems, the Peclet number is expected to be large. The latter 

dimensionless parameter is defined by the ratio of inertia to heat conduction [51]: 
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Accordingly, the parameter qE in equation (35) defines exclusively the heat conduction to the 

wall boundary. The parameter rE in the same equation represents the viscous diffusion term 

(see equation 21). In comparison to the other terms this contribution is seen as negligible, and 

therefore omitted in the final energy equation. In contrast, the boundaries of the finite volume 

or CV, respectively, are not fixed, but may vary as a function of time. The energy equation 

(25) therefore needs to be extended by a term that represents work done due to a change of 

volume. Generally, this is defined by [31]: 

∫ ⋅= dVpPV  (44) 

 

Figure 9 illustrates the main concept of the code for modelling fluid transients. Known as the 

staggered grid approach [5, 95], the vector variables are stored at the faces of the CV. Scalar 

variables, on the other hand, are assigned to the centre of the finite volume.  

 

Figure 9. CV with scalar and vector variables. 

By considering the above mentioned assumptions and extensions, the set of equations is 

integrated over each CV of length dx. The continuity equation is rewritten as: 

∑=
boundaries

mflx
dt

dm
 (45) 
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In the above equation the mass flux is defined as the product of density, velocity at the CV 

face, and flow cross-section: 

Aumflx ⋅⋅= ρ  (46) 

 

In its principle form, the momentum equation states that the net force on a fluid element 

equals its mass times the acceleration of the element. Mathematically, this is written as [51]: 

∑=⋅⋅ F
Dt

Du
Vρ  (47) 

The volume V of a CV is commonly defined through the product of characteristic area A times 

the axial extension dx. Secondly, it is more convenient to represent the force relative to CV 

length dx: 

dx

F

Dt

Du
A ∑=⋅⋅ρ  (48) 

The left hand side of equation (48) contains the substantial derivation of the fluid velocity. In 

Eulerian notation, and after moving the convective term to the right hand side, it follows that: 
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From equation (49) it can be seen that only one velocity component, u, is present. In 

accordance with the definition of the differential of a function with one unknown, it is 

possible to replace the partial derivatives through ordinary differentials [21]. Its total 

contribution may, further, be substituted by the sum of fluxes through all the boundaries. 

Together with equation (46), it can be written: 

( ) ( )

dx

umflxF

dt

mflxd boundaries
∑∑ ⋅+

=  (50) 

The first summand in the numerator on the right hand side of equation (43) symbolizes the 

external forces acting on the fluid element. These are the differential pressure force over the 

CV and the friction losses; it should be noted that the friction term includes a factor of 4, 

since in the momentum equation the Moody/Darcy factor is required (see also equation (40)). 

In analogy to equation (34) and (35), respectively, the final momentum equation becomes: 
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It should be emphasised that in equation (51) dp represents the pressure difference over the 

length dx of the CV. Secondly, it is essential to consider the flow direction in the computation 

of the flow momentum [101]. The particular implementation of the velocity component in the 

loss term ensures, therefore, the preservation of the sign of the flow direction. 

 

Based on equation (25) and the previously mentioned adaptations, the enthalpy equation is 

redefined as: 
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The second summand on the right hand side, s, denotes the sum of heat flux through the wall 

and the work done due to a change of volume per unit volume. For simplicity, both 

contributions are added at the end of the derivation to the final energy equation. With 

equation (23) the enthalpy equation is split up to form: 
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The local derivative of pressure drops out, and after some rearrangement equation (53) yields 

to: 
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Indeed, the two divergence terms can be combined again to form a product that includes the 

total enthalpy. Secondly, by considering the fact that only one dimension is solved, equation 

(54) simplifies further: 
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Equation (55) is integrated over the CV length dx, that is, the volume V of the CV, which 

leads to: 
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In respect of the placeholder S, the heat flux term Q (equation (22)) is rewritten for  

one-dimensional flow as [31]: 

( )wfS TTAQ −⋅⋅= α  (57) 
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The instantaneous heat transfer coefficient α is based on the Chilton-Colburn analogy that 

relates heat to mass transfer [32]: 

3
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PrReNu f ⋅⋅=

λ
 (58) 

In this equation Nu is defined as the dimensionless Nusselt number, which can be written as: 
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In the denominator there appears a new term cp, which represents the specific heat of the fluid 

at constant pressure. Pr symbolizes the Prandtl number that correlates the momentum flux to 

the heat flux. By combining the last two equations and replacing the Moody/Darcy friction 

factor by the Fanning factor (see equation (40)), it follows: 

3
2

Pr
2

1 −⋅⋅⋅⋅⋅= pf cuC ρα  (60) 

Equations (44) and (57) are substituted into equation (56). As before, the difference is 

replaced by the sum of fluxes over the boundaries, which leads to the final version of the 

utilised energy equation: 
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The subsequent equations for mass (45), momentum (51), and energy conservation (61) 

represent the basic set of equations that are used in GT-Fuel for modelling fluid transients: 
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The primary solution variables are density, total inner energy, and mass flux. Secondary 

variables include, for example, pressure, velocity, fluid temperature, and total specific 

enthalpy. With the velocity explicitly given through equation (46), the system of equations is 

characterised by five unknowns. Based on the assumption of thermodynamic equilibrium 

[95], it is possible to connect the four thermodynamic variables ρ, p, T, and e to two 
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additional state equations. For problems involving gas flows, the closing equations are 

commonly provided by the ideal gas law and a caloric equation of state: 

TRp ⋅⋅= ρ  (62) 

Tce v ⋅=   (63) 

For liquids, on the other hand, no analytical general valid complement to equation (62) is 

available. At present, empirical equations are used that are fitted to experimental data [50, 

79]. In GT-Fuel the density is related to pressure and temperature by the following equation 

[43]: 
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The parameters a0 to a7 represent fit coefficients that are exclusive to a particular fluid. The 

caloric relationship is expressed by an approximate function for the specific enthalpy [43]: 

( ) ( ) ( ) ( )3
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21 refrefrefliqref TTaTTaTTahh −⋅+−⋅+−⋅+=  (65) 

In the above equation, href,liq is the reference enthalpy, which is defined as the difference of 

the vapour enthalpy and heat of vaporization at the reference temperature Tref = 298 K. As this 

enthalpy equation is valid for a reference pressure pref = 1 bar, other pressure values are 

interpolated using the expression [43]: 
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During one time step, the solver iterates through (64) to (66) until each equation is satisfied. 

The obtained values are used in the subsequent time step to compute new values for the 

primary variables. Unless the final simulation time is reached, a new cycle is started again and 

the computation sequence is repeated. For clarity, it is stressed that the derivation to this point 

is intended to describe the development of the individual terms from the general  

Navier-Stokes equations to the ones that are used in the simulation code. In this sense, 

implementation aspects that concern the actual coding process are not considered during the 

derivation presented here. 

 

The time step selection holds an important role in the solution process. Due to the strong 

coupling of the governing equations and the initially described solution procedure, explicit 

solvers are only conditionally stable.  
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The stability criterion is defined by the Courant-Friedrichs-Lewy condition (CFL), which is 

written in the utilised code as [43]: 

( ) CFLmau
x

t ⋅≤+⋅
∆
∆

8.0  (67) 

Equation (67) implies that information, that is, pressure or a flux, can not propagate across a 

CV of length ∆x during the time ∆t. During the solution process, the solver may adapt the 

time step to the instantaneous fluid conditions to ensure efficient but still stable progress. The 

general selection of the time step is dependent on the smallest CV extension in the complete 

circuit. Accordingly, a compromise has to be found between solution accuracy and 

computation efficiency. 

 

Further equations that are important in this context and which extend the previously described 

governing and state equations are given by a formulation for phase change of the fluid and a 

correction equation for sudden expansions in the flow path after restrictions. The former 

approach is implemented in the code to account for cavitation effects in the system. 

Concerning the studied CR fuel injection system, it is likely to observe this phenomenon in 

the nozzle holes of the fuel injector due to the large gradients and strong curvature of the flow 

path at the nozzle hole inlets [14, 46, 80]. In respect of a CV, GT-Fuel treats the fluid as a 

homogeneous continuum, which is in thermodynamic equilibrium. If the static pressure drops 

below the vapour pressure during a time interval, the liquid transforms into a mixture that is 

composed of liquid and vapour. Each phase employs its own state equation - equations (64) to 

(66) for the liquid, and, for example, equations (62) and (63) for the vapour. The quantity of 

cavitation in a CV is calculated as the ratio of vapour volume to total volume of the cell. As 

the fluid temperature in a CV is not fixed but varies as a function of system state, the 

instantaneous vapour pressure needs to be adapted. This is done in the code by using the 

Clausius-Clapeyron equation, which states [31]: 
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∆

=  (68) 

As the volume of the vapour phase is assumed to be considerably larger than the liquid phase, 

the specific volume of the latter quantity is omitted: 

vT

h

dT

dp vap

′′⋅
∆

=  (69) 

The vaporization enthalpy in the denominator of the above equation includes both the heat of 

vaporization at the reference temperature Tref = 298 K and the differences in enthalpies for the 
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liquid and vapour phase. By providing, in addition, the vapour pressure at Tref, it is possible to 

calculate a new saturation pressure: 

∫=−
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pp ,  (70) 

 

In internal flow problems the fluid path may undergo several restrictions and expansions. The 

latter ones require particular attention, as energy transformation depends strongly on the local 

geometry. If the difference between the restriction area (A1) and the flow cross-section 

downstream of the restriction (A2) is large, that is, the ratio A1 to A2 is small, the kinetic 

energy of the fluid particles in the restriction is converted into heat during deceleration. On 

the other hand, for ratios close to 1 not all kinetic energy is dissipated but partly used to 

recover the static pressure; the downstream pressure at A2 is lower than upstream of the 

restriction but higher than at the exit of the restriction. Borda and Carnot have described this 

phenomenon in the mathematical form [87, 99]: 
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Cp in equation (71) describes a loss coefficient and can be put straight in a loss equation, as, 

for example, equation (36). In GT-Fuel, however, expansions are calculated separately from 

restrictions. This is necessary if the flow is divided into more than one path downstream of 

the restriction. Accordingly, the code employs a recovery coefficient for each expansion in 

order to account explicitly for the local characteristics. The recovery coefficient is defined by: 

ptprpr CCC −= ,  (72) 

The factor Cpr,t symbolizes the theoretical recovery coefficient, which is formulated as [73]: 
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By putting equation (71) and (73) into (72), there follows the recovery coefficient for mild 

expansions: 
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The presented FVM differs from the MOC, a typical representative of a classical approach for 

modelling fluid transients, by a number of explicit features. Firstly, classical methods 

commonly assume a mild fluid compressibility. By applying the momentum equation to 
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describe the propagation of pressure waves in liquids, the propagation velocity and the fluid 

properties density and pressure are connected by [51]: 
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In equation (75) index 1 denotes the state after the pressure wave and index 0 the state before 

the fluid particles are affected by the surge. Mild compressibility means, in this context, that 

the first quotient on the right hand side, the density ratio, equals approximately 1. However, in 

high pressure applications this assumption ceases to be valid. In the studied CR fuel injection 

system the maximum pressure amplitude transiently reaches values beyond 1800 bar. The 

minimum pressure, on the other hand, is given by the atmosphere downstream of the nozzle 

holes. Similarly, the pressure in the fuel return line between pilot stage and pump unit is in the 

range of a few bar. Based on these numbers, the density variation of the liquid may be as large 

as 10 %. Despite the fact that the impact of the density ratio on the speed of sound is reduced, 

as the latter number appears squared in equation (75), it must be pointed out that even a minor 

variation of the fluid density is likely to have a significant impact on the local propagation of 

pressure waves. Secondly, the MOC utilises in its traditional form a constant bulk modulus to 

describe the fluid compressibility. The latter is connected to the speed of sound by [9, 101]: 

ρ
B

a =   (76) 

If the bulk modulus is assumed to be constant, the code is not capable of representing the  

non-linear nature of a travelling shock wave; a compression wave tends to steepen, while a 

rarefaction wave ultimately flattens [51]. The most apparent difference of classical methods 

for modelling fluid transients from the presented FVM is the fact that the former ones 

commonly neglect any thermodynamic effects. As before, this assumption is not adequate 

when modelling high pressure applications. For example, Catania et al. [29] show that the 

impact of energy transfer due to the fluid compressibility is not negligible. Pressure waves are 

always associated with a change of enthalpy. The state equation of the fluid defines, on the 

other hand, the fluid properties at a particular thermodynamic state. Fluid compression and 

rarefaction is therefore connected to a change of pressure and temperature. As is shown in the 

discussion of the simulation results which follows later, also the latter variable undergoes 

substantial variations. In view of that, it is more appropriate for applications with large 

pressure variations to utilize basic thermodynamic and fluid dynamics relations rather than 
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characteristic numbers like, for example, the speed of sound or the bulk modulus that are 

based on assumptions and restrictions, respectively. 

Three-Dimensional Analysis 

The three-dimensional analysis that is conducted in ANSYS-CFX 10.0 is based on the 

implicit solution of the unknown variables. Different to the explicit formulation, the implicit 

solver simultaneously computes during one time step the unknowns at all grid points. A 

computer code of this solver type requires a large memory, since one of the key tasks during 

the computation is to manipulate large matrices. Then again, implicit formulations are often, 

as for example, ANSYS-CFX 10.0, unconditionally stable. This means that the time step of a 

transient solution is not fixed to the Courant criterion (see equation (59)), but can be chosen 

arbitrarily. The latter aspect is particular interesting if the total simulation time is relatively 

large and if fluid transients are not of interest. However, for studying the propagation of 

pressure waves, the CFL condition applies, as otherwise the wave front smears out and the 

results have no physical ground [12]. Because of the involvement of large matrices, implicit 

methods are generally less efficient than explicit formulations when modelling fluid 

transients. 

 

The fundamental governing equations for solving the fluid field in three dimensions are 

presented in chapter 2.2.1 through the equations (4), (18), and (25). These equations are, in 

principle, enough for modelling the single-phase flow of the studied problem - whether the 

flow is laminar or turbulent. However, because of the small time scale of turbulence effects, it 

is much more economical to actually model the turbulence phenomena. A very popular, and 

in the engineering community widely adopted method, is based on the Reynolds-averaged 

Navier-Stokes (RANS) approach [51, 99]. The RANS method is based on the idea of 

describing any turbulent flow by a mean contribution and a part that fluctuates around the 

mean value. For any scalar or vector, such as, for example, the velocity vector, the 

mathematical implementation follows the general form of equation (77): 

ΦΦΦ ′+=  (77) 

The second summand of the above equation is added to the basic governing equations, which 

are rearranged to separate the terms with mean values from the ones with fluctuating 

contribution. The latter ones are finally modelled by one of the manifold turbulence models 

[7]. It needs to be pointed out that the utilised turbulence model may have a significant effect 

on the studied variables [17]. But as highlighted in more detail in chapter 3.2.3, the current  
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three-dimensional investigation is not intended to provide highly accurate results, but an 

approximate picture of the local flow field. Consequently, the ANSYS-CFX CFD calculations 

utilise the fairly universal k-ε two-equation turbulence model [7, 51, 99]. 

 

Since ANSYS-CFX 10.0, the same as GT-Fuel, is based on the FVM, the complete  

Navier-Stokes equations are integrated over each control volume [7]. The thus obtained 

volume integrals are subsequently approximated by discrete functions. Generally, several 

schemes are suitable for the latter operation; first or higher order schemes and central 

difference approximations are just a few typical methods that are provided, for example, in 

the utilised CFD code [5, 7, 95]. Despite the choice of different schemes, it is worth 

mentioning that each method is more or less suitable only for a specific class of flow problem. 

Besides the efficiency aspects, the underlying physics and mesh topology need to be 

considered during pre-processing. First order schemes are known to be computationally 

efficient, but at the same time they promote numerical diffusion if the mesh is not aligned 

with the main flow direction. Figure 10 illustrates the latter terminology in a graphical way. 

 

Figure 10. Numerical diffusion (right) of step profile (left) by 1st order discretization  

of mesh not aligned with main flow direction [7]. 

 

Figure 11. Numerical dispersion (right) of step profile (left) by  

even-order discretization scheme [7]. 
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Schemes that are based on even-order accuracy minimize the aforementioned drawback, but 

support the appearance of non-physical variable oscillation in the presence of strong shock 

waves (Figure 11). Also identified as numerical dispersion [7], the phenomenon diminishes 

when first order accurate methods are used [12]. 

 

Analogous to the previously addressed basic nature of three-dimensional computations, the 

CFD model assumes isothermal flow. Secondly, the fluid density is defined as a function of 

pressure alone. The barotropic relationship is given by: 
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It has to be emphasised at this point that the three-dimensional analysis is not intended to 

study the pressure wave transmission through the domain. In fact, only the large scale 

interaction of the flow field with the boundaries is of interest. Fluid compressibility is taken 

into account, as it is necessary to include effects such as fluid squeezing. In this respect, 

equation (78) is in contradiction to the arguments of the previous section about the modelling 

of the one-dimensional flow field, but adequate to incorporate the main characteristics of the 

flow problem at hand. 

2.3. Approximate methods for estimating characteristic 
frequencies 

Besides the comprehensive analysis of a hydraulic system it is often desirable in the 

engineering world to obtain an approximate and quick overall picture of some selected 

variables. In this sense, the expected frequency response of the system to some excitation is 

one of the most interesting parameters. Here, two simple methods are presented that are often 

used to gain a first estimate of the expectable main frequencies. A discussion of the 

performance of each method follows, together with a review of the detailed simulation and 

measurement results in the next chapter.  

2.3.1 Estimation based on natural frequency of hydraulic line 

The first method is based on the idea that the frequency response to an arbitrary excitation 

follows the natural frequency of the studied hydraulic line. For the investigated CR system the 

hydraulic line is represented as the volume of the pipe between rail and injector plus the main 

flow path inside the injector down to the needle seat (see, for example, page 21, Figure 4). 
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The natural frequency of a hydraulic line can be derived by means of the hydraulic 

impedance, which is defined as the ratio of pressure to flow amplitude [9]: 
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By using the general approach for solving the wave equation and assuming a harmonic 

excitation, the time-space distribution of pressure and flow is described through: 
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Flow and pressure are connected through the momentum equation. If the convective 

acceleration and any friction effects are neglected, it follows for one-dimensional flow from 

equation (18): 
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After partial differentiation of equation (80) and combination with (81) it can be shown that, 

after some rearrangement, the local distribution of the flow and pressure amplitude is 

described by [9]: 
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Equations (82) and (83) are universally valid in conjunction with the above assumptions and 

restrictions. The most critical part is the proper implementation of the boundary conditions. 

With respect to the CR system, it is assumed that the connection line has an open end at the 

rail and a closed termination at the needle seat. If the coordinate of the hydraulic line is 

denoted with 0 at the rail connection, the inlet impedance becomes: 
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  (84) 

On the other hand, the principle of the rail volume is to provide a constant pressure to all 

injectors at all times. It is therefore reasonable to assume that the numerator in equation (84) 

and the inlet impedance, respectively, are 0. For the exit impedance it can be written: 
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From equation (85) it can be seen that the exit impedance has maxima for the tangent 

argument being an odd integer of half π: 

2

πω ⋅=⋅ nL
a

 (86) 

And: 

K,,,n 531=   (87) 

Rearranging equation (86) and replacing the angular frequency ω with f, the natural 

frequencies are: 

L

a
nf

⋅
⋅=
4

 (88) 

Equation (85) implies that only small flow variations at the line exit, that is, at the needle seat, 

are sufficient to cause significant pressure oscillations at the same location. 

2.3.2 Estimation based on theory of electromagnetic oscillations in AC 
circuits 

Due to the similarities between oscillating AC and hydraulic circuits it is appealing to 

describe the phenomenon of fluid transients through the science of electrical engineering. The 

hydraulic capacity is related to the bulk modulus; it is defined by the ratio of volume decrease 

over increase in pressure [9]: 

dp

dV
CH −=  (89) 

Or: 

B

V
C ref

H =   (90) 

The hydraulic inductance is based on Newton’s second law. Because of the fluid inertia a 

pressure difference is required to lead to a change in volumetric flow: 

dt

Vd

A

L
p

&
⋅⋅=∆ ρ

 (91) 

The first quotient of equation (91) is named in analogy to the science of electrical engineering 

as hydraulic inductance [9]: 

A

L
LH

ρ⋅=   (92) 

In an electrical RLC circuit the natural angular frequency is defined as the inverse of the 

square root of the inductance and capacitance product [60]. Correspondingly, for a hydraulic 

circuit it follows in the same way: 
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HH CL ⋅
= 1ω  (93) 

And with f instead of the angular frequency ω: 

HH CL
f

⋅
⋅

⋅
= 1

2

1

π
 (94) 

Besides the restriction to only linear variations around the set point, the approach presented 

here also neglects phenomena that can be related to viscous friction and thermodynamic 

effects.  

 

In respect of the high pressure CR circuit it is assumed that each main flow section can be 

represented by a discrete parameter set consisting of a hydraulic inductance and capacitance. 

As discussed thoroughly in the next chapter, Figure 12 shows the simplified schematic layout 

of the CR test bench that has been used in this sub-chapter.  

 

Figure 12. Simplified schematic hydraulic line layout of CR test. 

From the above figure it can be seen that even a very simplified representation of the circuit 

leads to a dynamic system of higher order (two degrees of freedom for each line section). For 

obtaining a rough picture about the dynamic characteristics it is often sufficient to know only 

the base natural frequency. Accordingly, the aim is to simplify the above circuit so that it can 

be represented by a single set of effective capacitance and inductance. 

 

Before combining individual sections of the hydraulic circuit with each other, the following 

discussion clarifies in which way the capacitances and inductances are added together. If, for 

example, a set of two identical pipes (length L, cross-section area A, volume V) in series with 
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one end open and the other end closed is replaced by an equivalent single line (see Figure 13, 

left), the effective inductance and capacitance of the single line is: 

A

L
L serialH

ρ⋅⋅= 2
1,,  (95) 

B

V
C serialH

⋅= 2
1,,  (96) 

The individual inductances and capacitances of the single pipes can be combined using either 

the rules for serial or parallel connections of LC networks [60]. By employing first the rules 

for serial connections it can be seen that the effective inductance and capacitance of the two 

pipes equals: 

A

L
L effserialH

ρ⋅⋅= 2
,,  (97) 

B

V
C effserialH ⋅

=
2,,  (98) 

While equation (97) aligns with the result of equation (95), it can be seen that the serial 

connection of the individual capacitances (equation (98)) does not comply with the result for 

the equivalent single pipe (equation 96)). Indeed, the same result is obtained only if the 

capacitances are combined in accordance with the rules for parallel LC circuits. The same 

strategy is also applied for pipes that are connected parallel to each other. In the latter case, it 

can be shown that both the individual inductances and capacitances are added together with 

the rules for parallel LC networks (see Figure 13, right). 

 

Figure 13. Combination of pipes, series (left) and parallel (right). 

 

The above rules for serial and parallel pipe sections are applied for the analysis of the 

complete CR circuit. As a result, the hydraulic network is replaced by a single equivalent 

inductance and capacitance, respectively: 

2121 rpipreq CCCCCC ++++=  (99) 
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It is stressed at this point that this approach includes significant simplifications that may 

compromise the quality of the prediction. The subsequent discussion will evaluate to what 

degree such an approach can be useful for evaluating a hydraulic CR circuit (see, for example, 

Table 3, page 114). 
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3. ANALYSIS OF THE HYDRAULIC CIRCUIT 

3.1. Experimental measurements 

The analysis of the hydraulic circuit of the CR system is based to a great extent on the results 

of experimental measurements. This ensures not only extensive validation of the subsequently 

presented simulation model but also a sound foundation for the thesis statements. The centre 

of this study is defined by a commercial high pressure CR diesel fuel injection system for 

light vehicle applications. The same or similar systems can be found in present passenger cars 

with diesel engine propulsion.  

3.1.1 CR test bench 

In order to study the fundamental phenomena of the hydraulic CR circuit the system was 

installed on a hydraulic test bench (Figure 14). Special care has been paid to ensure maximum 

flexibility in respect of the system setup; the bench allows easy and quick modification of the 

main hydraulic components. The principle design of the bench follows the modular layout of 

the CR system. Each component was mounted onto a separate frame and the connection 

points between the frames were kept to a minimum. In this way unwanted mechanical 

vibrations from, for example, the power unit were isolated to a great extent to a particular part 

of the hydraulic test bench. 

 

The main components of the high pressure CR system are presented schematically in Figure 4 

on page 21 and in the photograph of the actual test bench (Figure 14). The tank of the system, 

not shown in the photograph, is positioned above the other components in order to minimize 

any possibility of air entrainment during operation. Passing through a filter, a gear-type 

supply pump delivers fuel to the high pressure pump; the latter is a three-piston radial 

displacement design. Both pumps are driven by a standard three-phase AC electrical motor. 

To ensure constant rotational speed at all load conditions, the motor is controlled by an 

inverter. From the high pressure pump the pressurised fuel arrives at the rail through a high 

pressure connection pipe. Generally, the rail serves in CR systems as a storage or 

accumulator. As has been indicated earlier, the main purpose of this component is to provide a 

source of constant pressure during operation for all injectors. This also includes the 

minimization of unwanted oscillations in the system. The upstream end of the rail is sealed by 

a pressure sensor. Information on this usually resistive-type transducer is passed to the 



 

 

56 

electronic control unit (ECU), which controls a pressure regulator valve at the downstream 

end of the rail. Depending on engine load and other parameters, the rail pressure is 

automatically adjusted in the final application to the target injection pressure. The latter value 

is pre-defined through operation maps that are stored in the ECU [11, 35]. The characteristic 

frequency of the pressure regulator valve is reported to be about 1 kHz [2, 11]. Depending on 

the number of cylinders, the rail is equipped with several ports for connecting the accumulator 

volume with the fuel injectors. These latter can be categorised by the type of their design - 

piezo or solenoid controlled. 

 

Figure 14. Test bench of the CR fuel injection system. 

Not all rail ports are connected to fuel injectors in the present analysis. As presented in Figure 

14, port one of the rail is used to connect the supply line to the accumulator. Port two is 

plugged. Through port three the instantaneous fluid temperature inside of the rail is recorded. 

Two high pressure lines are fitted to ports four and five of the rail. Both pipes are based on the 

same geometrical properties. The difference between the last two ports is that the high 

pressure pipe of the former port is equipped with a pressure sensor at the downstream end, 
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while a solenoid injector is mounted onto the latter high pressure line. Throughout this study 

the connection pipes between rail and injector or dead end, respectively, are of the main 

interest. In total, 9 geometrical variations of this pipe are considered during the experimental 

investigation. Figure 15 provides a schematic view of the utilised CR injector. This type of 

solenoid controlled injector is a typical representative of a needle lift steered injector [10]. 

Different to pressure steered injectors, needle lift controlled types are characterised by a 

constant pressurisation of the internal flow channels. The working sequence of a solenoid 

injector starts by switching on the current flow through the coil of the pilot stage. As a result, 

the pilot stage anchor and the attached ball valve are lifted. With a new flow passage open, 

pressurised fluid can escape via the A-nozzle. Because the Z-nozzle diameter is smaller than 

the A-nozzle diameter, the total net mass flow has a negative sign - the intermediate chamber 

Figure 15. Schematic of solenoid injector [11]. 
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is emptied quicker than it is filled-up again. This leads ultimately to a drop of static pressure 

above the plunger. At the same time, pressurised fluid acts on the needle ring areas in the fuel 

gallery and at the needle seat. As soon as the pressure force above the plunger is smaller than 

the fluid force from below, the unit of plunger, pin, and needle move upwards to open the 

main flow path through the injector. The injection is terminated again by releasing the 

solenoid current. The pilot ball valve closes and the pressure above the plunger increases to its 

initial value. As the plunger top side area is larger than the equivalent area of the needle, the 

needle moves back into its seat [11].  

 

For the duration of the experimental measurements, Shell oil S-9365 was used as the pressure 

medium. This fluid is specially designed for calibrating fuel injection systems. It complies, 

amongst others, with the ISO 4113 and SAE J967D standards. The main properties are 

comparable to light diesel oils that are sold at European gas stations for end-consumers. 

 

Altogether, six parameters were recorded per single measurement run. Firstly, the fluid 

temperature inside the rail was monitored by using a K-type thermocouple. Sensor calibration 

and all measurements were conducted within the range of 308 to 312 K. This temperature 

bandwidth describes the complete range from first to last measurement. As a general rule each 

measurement point was repeated multiple times. During such a repetition the temperature 

variation was less than 2 K. Secondly, four electrical signals were monitored. Data integrity 

was ensured by selecting a resolution of 16-bit and a sampling frequency of 250 kHz for each 

signal. One out of the four signals describes the injector current. As the test bench was 

controlled by a custom-made ECU [66], this signal served mainly for monitoring purposes. 

 

Figure 16. Typical injector current profile, single injection. 
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Figure 16 shows a typical plot of the injector current profile for a single injection event. 

Initially, the current is boosted to ensure rapid acceleration of the solenoid anchor and pilot 

ball valve, respectively. In the second stage only a hold current is applied, which finally drops 

at the end of the injection process. The other three electrical signals represent data from 

pressure transducers. One signal refers to the accumulator pressure pRa. It was measured by 

the build-in CR system rail pressure sensor. The second pressure transducer was mounted to 

the inlet of the injector. On first view it might seem more logical to place the transducer closer 

to the needle seat of the injector instead, as the oscillations originate from there. Then again, 

this task is exceptionally difficult due to the small dimensions inside of the injector and the 

high operating pressure. Secondly, and more importantly, a boring for the pressure sensor 

right next to the needle is likely to alter the flow field and the characteristics of the injector. 

The placement of the sensor at the injector inlet is therefore seen as a compromise between 

technical feasibility and data integrity. Throughout the thesis the data array of the injector 

inlet transducer is defined as pII. It should be noted that the connector for the injector inlet 

sensor increases the total distance between rail and injector. This means that the subsequently 

utilised parameter lp for the pipe length defines the axial extension of the high pressure pipes 

alone. The downstream end of the high pressure line at port four represents a dead end for the 

pressurised fluid. Data from the sensor that has been attached to this line is denoted 

accordingly as pDE. The main purpose of this sensor was to study the transmission of 

pressure waves through the CR system. To be exact, pDE is the instantaneous pressure at the 

inlet of an imaginary injector that is affected through the injection at the adjacent port. Both 

the injector inlet pressure pII and the pressure at the dead end pDE were gauged by  

piezo-resistive high pressure transducers from Kistler, which were specially designed for 

measurements of fuel injection systems. In order to reduce random fluctuations, each 

measurement point was repeated a minimum of n = 20 times. A time span of 20 seconds or 

more was used between two consecutive measurement runs to allow the system to settle again 

to its original state. Figure 17 shows an example for a connection pipe length lp = 400 mm, a 

diameter dp = 2.4 mm, injection set pressure pset = 1250 bar, and injection duration  

tinj = 800 µs (single injection), the individual pressure histories at the injector inlet plus a 

curve that represents the average of, in this case, 20 data sets. Generally, the aforementioned 

injection duration is defined by the solenoid triggering times, as this parameter is controlled 

by the ECU. If not otherwise specified, all measured signals were filtered using a 4th order 

Butterworth lowpass filter with a normalised cut-off frequency of 10 kHz [91].  
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Figure 17. Example: repeatability of pII; 20 repetitions - original (blue) and average (red). 

Figure 18 presents at an arbitrary set point (lp = 200 mm, dp = 1.6 mm, pset = 1500 bar, and  

tinj = 1000 µs) a comparison of the three pressure histories pII, pDE, and pRa. The dashed 

vertical lines indicate the start and end of the single injection event. 
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Figure 18. Comparison pII, pDE, and pRa at example set point 

Based on this example figure, it is obvious that the pressure oscillation at the injector inlet is 

the most critical one. The pressures pDE and pRa also show some fluctuation, but at a 

significantly reduced intensity. Indeed, for the given case, that is, if the injection pressure is 

high and the injection duration long, the foremost impact on the latter pressure values is 

generally given by the drop of mean pressure below the initial set pressure. As a consequence, 

if not otherwise specified, the discussion of the subsequent following result presentation 

focuses mainly on the pressure history at the injector inlet. The last and sixth parameter that 
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was recorded during the measurements was the amount of injected mass. Analogous to the 

particular geometrical and flow field characteristics inside of the injector, the emerging diesel 

spray that exits the injector nozzle holes is commonly very complex. Accordingly, the 

instantaneous measurement of the injected mass is not trivial. In fact, at present only a few 

tools and methods are available (for example [1, 68]). Time-accurate knowledge of the 

injected fuel amount is, however, not mandatory for the analysis of the hydraulic CR circuit. 

Consequently, mass measurement was based on the weight variation of a closed container 

volume into which the fuel was injected; the measurements themselves were conducted by 

using a high precision laboratory scale. To minimise the impact of random fluctuations, the 

injected mass per injection is calculated as the average of total mass over the number n of 

repetitions. For the analysis of double injections, the explicit injection duration tinj for both 

events was chosen to be identical. As a result, the mass of the second injection can be 

calculated as the difference of total mass minus the mass quantity for a single injection event. 

If the subsequent analysis refers to injected volume instead of injected mass, the volume is 

calculated as the ratio of weighed mass over the fluid density, which is based on data from the 

state equation of GT-Fuel. 

3.1.2 Pressure signal prior to injection 

In order to evaluate the system characteristics prior to an injection, the presentation of the 

measurement results starts with an analysis of the frequency content of the rail pressure signal 

at steady state conditions. For this analysis, and all frequency studies that follow in 

subsequent chapters, a discrete Fourier transform (DFT) was used to extract the main 

frequencies from the data set at hand.  

 

The continuous Fourier transform for non-periodic functions is defined by [21]: 

( ) ( )∫
∞

∞−

⋅⋅−⋅= dtetgG ti ωω  (101) 

With the angular frequency related to the frequency: 

f⋅⋅= πω 2  (102) 
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The integral in the above equation is approximated in the DFT by a sum of equally spaced 

rectangles. By defining the total number of rectangles with N and the time step size with ∆t, it 

follows that [6, 54]: 

( ) ( )∑
−
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⋅⋅⋅⋅−
⋅∆⋅=

1

0

2N

n

N

nk
i

etngkG
π

 (103) 

With the domain defined as: 

10 −= Nk K  (104) 

The variables n and k are indices in the time and frequency domain, respectively. The link 

between the frequency and the discrete frequency index is given by: 

N

f
kf s⋅=   (105) 

 

In practice, the mean value of the original data was subtracted from the real values to form a 

data array that varies around zero. To enhance the frequency resolution, the data was extended 

in a second step with zeros. Finally, the FFT-algorithm of Matlab1 was employed to compute 

the main frequencies of the source data. 

 

The sampling frequency fs was set to 250 kHz for all measurements. By combining this 

number with the explicit duration of 1 s for this particular investigation, N = 250000 samples 

were recorded for each set point. The latter figure has been increased by zero padding, which 

leads to a total sample number of 262144 or 218, respectively. Based on equation (105), the 

frequency resolution becomes 6 rad/s, or about 1 Hz. During this and all other measurements, 

the electrical motor was driven at a constant speed of 600 rpm. As the high pressure pump is 

designed as a three-piston radial displacement pump, it is to be expected that one or more of 

the main excitation frequencies are based on the pump characteristics.  

 

Equation (106) defines the excitation frequency due to pump rotation: 

Hz
s

rpm
fP 303

min
60

600 =⋅=  (106) 

                                                 
1 The MathWorks, Inc., version 7.2.0.232 (R2006a) 
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Figure 19 to Figure 24 confirm that at steady state conditions, that is, before the actual 

injection, the main oscillation frequency is based on the irregular fluid displacement in the 

three-piston high pressure pump. 
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Figure 19. Pressure signal pRa, pset = 500 bar. 

 

Figure 20. Power spectral density, pRa, pset = 500 bar. 

Figure 19 presents for a setup of lp = 200 mm, dp = 2.4 mm, and pset = 500 bar the  

signal of the rail pressure transducer pRa. It should be noted that this curve is not based on 

averaged data, but on an arbitrarily selected curve of the measurement series. 
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Figure 21. Pressure signal pRa, pset = 1000 bar. 

 

Figure 22. Power spectral density, pRa, pset = 1000 bar. 

The plots in Figure 21 and Figure 23 are analogous to Figure 19, but differ in the utilised set 

pressure, pset. 
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Figure 23. Pressure signal pRa, pset = 1500 bar. 

 

Figure 24. Power spectral density, pRa, pset = 1500 bar. 

Firstly, the analysis of the raw data confirms that the main oscillation at steady state is driven 

by the high pressure pump. Figure 20, Figure 22, and Figure 24 show that the main frequency 

consists of the pump excitation frequency fP or an integer multiple of it. Secondly, it is 

interesting to note that the number of significant frequencies diminishes when the set pressure 

is increased. As, for example, Figure 24 indicates, only the base frequency appears in the pRa 

signal at pset = 1500 bar. One explanation for this might be found in the dynamic behaviour of 
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the individual components involved. It seems that at lower pressure levels the system 

response is amplified, which leads to the appearance of several harmonics. For high injection 

pressures, on the other hand, the harmonics are literally filtered out, which indicates that the 

components oscillate less, or that the corresponding natural frequencies have shifted, 

respectively. Overall, the steady state frequencies are confined to oscillations lower than 500 

Hz. No proof has been found to indicate the appearance of earlier mentioned pressure 

regulator valve frequency at about 1000 Hz. Consequently, it is concluded that for this 

measurement setup the pressure regulator valve characteristics are of minor importance. 

3.1.3 Impact of injector mounting point on measured variables 

As has been explained in chapter 3.1.1, only one injector was mounted onto the high pressure 

rail. If not otherwise specified, the test bench setup corresponds to specifications that have 

been made previously. The downstream end of the high pressure line at port 4 was sealed by a 

pressure transducer (pDE); the fuel injector was attached at the end of the equivalent pipe at 

port 5 (see, for example page 56, Figure 14). Ideally, it is expected that any other mounting 

point of the injector to the rail leads to the same findings. This condition is, indeed, 

elementary for the proper function of the high pressure rail concept. 

 

The present study investigates the validity of this general assumption by comparing the 

pressure histories of pII and pDE as a function of injector rail mounting port, injection 

pressure pset, and duration of the single injection tinj. As an alternative to the default setup, the 

dead end and the injector pipe connections were switched, that is, the injector was mounted 

onto the end of port 4 and the pressure sensor pDE at the downstream side of port five. Only 

single injection events were considered. The injection pressure was varied between 750, 1000, 

and 1250 bar; the injection duration was set to 600 µs or 800 µs. The geometry of the 

connection pipes was defined by lp = 400 mm and dp = 2.4 mm. 

 

The results that are presented in Figure 25 to Figure 28 verify that it is irrelevant for the 

pressure history at the injector inlet or the dead end to which port the injector is actually 

connected. Secondly, neither the injection pressure nor the injection duration has an impact on 

the pressure oscillation that is potentially related to the injector location. Therefore, it is 

concluded that it is possible to analyse the hydraulic circuit of a high pressure CR system by 

connecting only a single injector. 
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Figure 25. Comparison injector mounting port 5 vs. 4, tinj = 800 µs, signal: pII 
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Figure 26. Comparison injector mounting port 5 vs. 4, tinj = 800 µs, signal: pDE 

In analogy to Figure 18 on page 60, the two sets in Figure 25, Figure 26 and Figure 27, and 

Figure 28 underline the statement made earlier that the pressure fluctuation of pDE is, in 

general, much lower than the one of pII. Both Figure 26 and Figure 28 indicate that the 

pressure deteriorates for large pset. The main discrepancy is, in fact, caused by the drop in 

system pressure, which gradually recovers to its initial state after a few milliseconds. 
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Figure 27. Comparison injector mounting port 5 vs. 4, tinj = 600 µs, signal: pII 
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Figure 28. Comparison injector mounting port 5 vs. 4, tinj = 600 µs, signal: pDE 

3.1.4 Parameter study for single injection event 

The connection pipe between rail and fuel injector is seen as a crucial part of a CR system. 

Most ideally the connection behaves neutrally in respect of the injection process, that is, it 

simply delivers fuel from the high pressure reservoir to the consumer. Yet, reality shows that 

the geometrical characteristics of the connection pipe are, in fact, part of the overall dynamic 
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behaviour of the system. As a rule of thumb, manufacturers of CR systems claim that the 

connection pipes should be kept as short as possible in order to minimise any unwanted 

effects [11]. For the same reason, it is argued that the pipes to each injector should have 

identical lengths [35]. Recent research results from Catania et al. [28] show, however, that it 

might be actually advantageous to use different pipe configurations. As they investigate a new 

CR concept, the researchers emphasise that it is actually crucial to consider the alternating 

dynamics of the connection pipes for achieving optimum performance. Finally, it might in 

some cases not be possible to use very short connection pipes; on the one hand, the engine 

head and rail layout enforce a minimum pipe length. On the other hand, the dimensions of the 

complete engine may require particular solutions for linking the fuel accumulator with the 

injectors. Although this study is carried out on a CR system for small high speed diesel 

engines, it is very likely that analogous correlations can be found also for larger engines, for 

example, medium speed engine types, due to their similarity. 

 

In the present investigation, 9 different connection pipe geometries were studied for the high 

pressure line between rail and injector and dead end, respectively. Each pipe configuration 

was measured at 5 injection pressures and 4 injection times. Only single injections were 

considered at this time. As summarised in Table 1, the measurement setup consisted of a total 

of 180 configurations. 

Table 1. Summary of experimental connection pipe parameter study. 

Injection pressure pset [bar] 500, 750, 1000, 1250, 1500 

Injection duration tinj [µs] 400, 600, 800, 1000 (only single injection) 

Temperature range [K] 308 to 312 

Fluid Shell calibration oil S-9365 

 

length lp [mm] Type No. connection line 
rail to injector / dead end 200 400 600 

1.6 7301353 7301354 7301359600 

2.4 7301343 7301344 7301349600 

di
am

et
er

 d p
 

[m
m

] 

3.2 7301233 7301234 7301239600 
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In line with the previous chapters, the main focus of this study is on the pressure history at the 

injector inlet, pII; the impact on pDE is discussed only briefly. Secondly, the amount of 

injected mass per injection as a function of connection pipe properties is presented. 

Pressure history at the downstream end of the pipe parallel to the injector - pDE 

Figure 29 and Figure 30 present for the intermediate connection pipe diameter (dp = 2.4 mm) 

the data pDE at maximum injection pressure and as a function of connection line length. 

Pressure histories for smaller pset are omitted at this point, as the maximum pressure setup 

represents the most extreme case. 
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Figure 29. Comparison of pDE as f(lp), dp = 2.4 mm, tinj = 400 µs. 
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Figure 30. Comparison of pDE as f(lp), dp = 2.4 mm, tinj = 800 µs. 
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It can be seen from these plots that the oscillation amplitude increases significantly for long 

pipes. In the case of short tinj, the difference between the setup with lp = 400 mm and  

lp = 600 mm are minor (Figure 29). On the other hand, a long injection time tends to reverse 

this phenomenon by showing a closer relation between the cases lp = 200 mm and lp = 400 

mm (Figure 30). 
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Figure 31. Comparison of pDE as f(dp), lp = 400 mm, tinj = 400 µs. 
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Figure 32. Comparison of pDE as f(dp), lp = 400 mm, tinj = 800 µs. 

Figure 31 and Figure 32 are similar to the previous two graphs, but compare the impact of the 

pipe diameter dp on pDE. The results indicate that for long injection times the difference in 

1 2 3 4 5 6 7 8 9

x 10
-3

1440

1460

1480

1500

1520

1540

Time [s]

pr
es

su
re

 [
ba

r]

 

 

pipe7301354
pipe7301344
pipe7301234

1 2 3 4 5 6 7 8 9

x 10
-3

1420

1440

1460

1480

1500

1520

Time [s]

pr
es

su
re

 [
ba

r]

 

 

pipe7301354
pipe7301344
pipe7301234



 

 

72 

oscillation amplitude is small only. Then again, if an injection duration tinj = 400 µs is used, 

Figure 31 shows a noticeable increase in oscillation amplitude for large dp. 

Pressure history at injector inlet - pII 

Altogether, the pressure history at the injector inlet (pII) shows similar trends to the data of 

the adjacent port (pDE). On closer examination, however, the differences are apparent. 

Firstly, the study of pII verifies that the oscillation amplitudes at the injector inlet are 

considerably larger than at the neighbouring port (pDE). On the other hand, if the injection 

time is very short, Figure 33 reveals that the connection pipe length has no effect on the 

extreme values of the oscillation. For pset = 500, 1000, and 1500 bar all three curves indicate 

similar maxima and minima. The situation changes if the injection time is increased to 600 µs 

(Figure 34) or longer (Figure 35, Figure 36). As a rule, the case with lp = 600 mm 

(pipe7301349600) shows the largest amplitudes, followed by lp = 400 mm (pipe7301344) and 

lp = 200 mm (pipe7301343). It is interesting to note that the shortest connection pipe causes 

the largest variation of amplitudes as a function of injection duration. This is particularly true 

for a large injection pressure, such as, for example, pset = 1500 bar. All four figures support 

the general conception about the frequency of the individual oscillations. The characteristic 

time constant of the oscillation is directly related to the connection pipe length - the shorter 

the pipe, the higher is the oscillation frequency. 
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Figure 33. Comparison of pII as f(pset, lp), dp = 2.4 mm, tinj = 400 µs. 
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Figure 34. Comparison of pII as f(pset, lp), dp = 2.4 mm, tinj = 600 µs. 

1 2 3 4 5 6 7 8 9

x 10
-3

0

200

400

600

800

1000

1200

1400

1600

1800

Time [s]

P
re

ss
ur

e 
[b

ar
]

Variable: pII_avg, t
inj

 = 800 µs

 

 

pipe7301343
pipe7301344
pipe7301349600

 

Figure 35. Comparison of pII as f(pset, lp), dp = 2.4 mm, tinj = 800 µs. 
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Figure 36. Comparison of pII as f(pset, lp), dp = 2.4 mm, tinj = 1000 µs. 



 

 

74 

1 2 3 4 5 6 7 8 9

x 10
-3

0

200

400

600

800

1000

1200

1400

1600

1800

Time [s]

P
re

ss
ur

e 
[b

ar
]

Variable: pII_avg, t
inj

 = 400 µs

 

 

pipe7301354
pipe7301344
pipe7301234

 

Figure 37. Comparison of pII as f(pset, dp), lp = 400 mm, tinj = 400 µs. 

1 2 3 4 5 6 7 8 9

x 10
-3

0

200

400

600

800

1000

1200

1400

1600

1800

Time [s]

P
re

ss
ur

e 
[b

ar
]

Variable: pII_avg, t
inj

 = 600 µs

 

 

pipe7301354
pipe7301344
pipe7301234

 

Figure 38. Comparison of pII as f(pset, dp), lp = 400 mm, tinj = 600 µs. 
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Figure 39. Comparison of pII as f(pset, dp), lp = 400 mm, tinj = 1000 µs. 
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Figure 37 to Figure 39 represent examples of the impact of the connection pipe diameter on 

the pressure variation at the injector inlet. It is worth mentioning at this point that only results 

are presented for the case lp = 400 mm. The findings for the other two lengths (lp = 200 mm,  

lp = 600 mm) are, however, similar. In the graphs above it is most apparent that a small line 

diameter leads ultimately to a significant increase of oscillation amplitude. As before, this is 

especially true in the case of high injection pressures. The impact of the injection duration 

follows the previous trend, that is, the amplitudes at tinj = 400 µs appear smaller than for 

longer injection times. With respect to the oscillation frequencies, Figure 37 to Figure 39 

indicate that the time constant decreases along with an enlargement of the line diameter. 

 

The following FFT plots in Figure 40 to Figure 43 exemplify for some selected measurement 

points the general valid correlation between frequency content of the oscillation versus the 

studied parameter. As in the previous statement, Figure 40 verifies that the frequency drops 

for increasing connection pipe length; in the given case about 460 Hz is found for the longest 

pipe (pipe7301349600), 558 Hz for lp = 400 mm (pipe7301344), and around 780 Hz for the 

setup with the shortest pipe (pipe7301343). Overall, this trend is to be expected, since a single 

pulse requires more time in a long pipe to travel from the injector upstream to the rail and 

back than in its short counterpart. Figure 41, on the other hand, comes as a surprise. Although 

only the connection pipe diameter is variable, the graph shows a clear variation of the 

oscillation frequency. Indeed, all measurements of this study support a general trend, which 

claims higher frequencies for larger connection pipe flow cross-sections. In the case 

presented, the approximate frequencies are 380 Hz (pipe7301354), 553 Hz (pipe7301354), 

and 654 Hz (pipe7301354). 
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Figure 40. Example: comparison of frequency content of pII as f(lp). 
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Figure 41. Example: comparison of frequency content of pII as f(dp). 
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Figure 42. Example: comparison of frequency content of pII as f(tinj). 
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Figure 43. Example: comparison of frequency content of pII as f(pset). 
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Figure 42 compares the impact of the injection duration on the frequency. The graph shows as 

an example that tinj has no effect on the characteristic time constant of the oscillation. For the 

presented setup the power spectra reach a maximum at about 590 Hz. Finally, Figure 43 

presents the variation of frequency as a function of injection pressure. Similar to the study of 

the connection pipe length, the plot confirms the expectation. The higher the injection 

pressure pset, the higher is the oscillation frequency. This is due to the fact that the fluid 

density increases along with the pressure, which ultimately leads to a faster propagation of 

disturbances through the medium. The numerical frequency values for the setup in Figure 43 

rise from 521 Hz for pset = 500 bar to 544 Hz (750 bar), 563 Hz (1000 bar), 577 Hz (1250 

bar), and 593 Hz for the highest measured injection pressure (1500 bar). 

 

In the studied CR system the high pressure pump delivers fuel continuously to the rail. The 

excess fluid is returned to the low pressure circuit via the ECU controlled pressure regulator 

valve (see, for example, page 56, Figure 14). This ensures in theory that the pressure in the 

system is kept constant. In practice, the ideal can not be fully reached because of the fast 

transients and the physical behaviour of the finite fluid volume. By suddenly applying, for 

example, a pressure gradient on a fluid column that is initially at rest, the individual fluid 

particles are accelerated to equalize the newly introduced external force. This adaptation to 

the new condition does not happen instantly, but requires some time. Indeed, this inertial 

effect goes hand in hand with the fluid compressibility, that is, the density of the fluid is not 

constant, but varies as a function of external forces or static pressure. A fluid can therefore be 

seen as a dynamic system, which does not behave ideally in the dynamic sense, but introduces 

some additional oscillatory behaviour to the global system. Due to the finite size of the CR 

accumulator, the mean system pressure inevitably drops if the injector needle is opened. The 

following study analyses this phenomenon as a function of previously defined parameters. 

 

A new output parameter is introduced, which is defined as the difference between set and 

mean pressure value: 

meansetmean ppp −=∆  (107) 

The second parameter in equation (107), pmean, is taken as the average of pII from injection 

start until t = 10 ms. Figure 44 below exemplifies the mean pressure drop for two different 

measurement configurations. 
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Figure 44. Example of mean pressure drop after injection. 

It should be emphasised at this point that the absolute values of the mean pressure drop are 

not of importance, but rather its variation as a function of the other input parameters. By 

doing so, it becomes possible to study the principle behaviour of the system at hand. In the 

final engine application the pump speed is not fixed to 600 rpm, but varies with engine speed. 

In fact, higher rotational speeds are likely, which reduces the absolute drop of the system 

mean pressure level. The data presentation in Figure 45 to Figure 48 shows explicit values of 

∆pmean. Figure 45 plots the results as a function of the set pressure and injection duration for a 

particular pipe configuration; Figure 46 to Figure 48 present the data for each measurement 

point as a function of the volume between rail port and injector inlet. The latter volume is 

defined as the distance between rail and injector, that is, pipe length lp plus length of the pII 

sensor connector times the flow cross-section of the connection line. The case for tinj = 800 µs 

is omitted here, as the findings fit well between the results for the slightly shorter (Figure 47) 

and longer injection time setup (Figure 48). Firstly, the results in Figure 46 to Figure 48 

confirm that an increase of injection pressure generally causes a greater drop of the mean 

system pressure level after injection. The correlation between these two parameters is 

illustrated in a different way in Figure 45 for the case lp = 400 mm and dp = 2.4 mm. The 

graph indicates that the pressure drop and the set pressure are not linked linearly to each other. 

In fact, ∆pmean tends to increase disproportionately much for higher injection pressures. The 

same result, although less obvious, can be obtained by comparing in Figure 46 to Figure 48 



 

 

79 

for each pipe setup the relative change of the individual values (dots on vertical lines). In 

respect of the injection time, it can be summarised that a long needle opening time 

unavoidably causes a large drop of the system pressure. Interestingly, the impact of the 

injection duration on ∆pmean seems to be emphasised for short injection durations and high 

injection pressures. If, for example, the pipe configuration with the smallest volume is chosen 

together with an injection pressure of 1250 bar, Figure 46 indicates that ∆pmean equals about 

10 bar at tinj = 400 µs. The same setup at tinj = 600 µs (Figure 47) and tinj = 1000 µs (Figure 

48) equals 19 bar and 31 bar, respectively. In other words, an injection time increase from  

400 µs to 600 µs leads approximately to the same variation of ∆pmean as for a change from  

600 µs to 1000 µs. The right half of Figure 45 underlines this finding by showing the lines for 

injection times longer than 400 µs somewhat separated from the case with the shortest injector 

activation time. The situation looks slightly different for low injection pressures. The results 

indicate that the ∆pmean variations are small for short injection periods, but increase gradually 

for longer injection times (see, for example, Figure 46 to Figure 48, pset = 500 bar,  

tinj = 600 µs to 1000 µs). Again, Figure 45 supports this statement by showing in the left half 

of the graph a slightly higher dot-density at short injection times. Concerning the impact of 

the geometrical properties pipe length and diameter on ∆pmean, the results predict only a minor 

correlation between the parameters. Eventually, it can be concluded that an increase of lp 

leads to a small reduction of the mean pressure drop; similarly, a larger pipe diameter 

supports a slight decrease of ∆pmean if the injection pressure is set to a high level. 
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Figure 45. Example: ∆pmean as f(pset, tinj), lp = 400 mm, dp = 2.4 mm  
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Figure 46. ∆pmean as f(pipe geometry, pset), tinj = 400 µs. 
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Figure 47. ∆pmean as f(pipe geometry, pset), tinj = 600 µs. 
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Figure 48. ∆pmean as f(pipe geometry, pset), tinj = 1000 µs. 
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Injected mass per injection 

In Figure 49 to Figure 51 some typical results are presented that illustrate the effect of the 

input parameters on the mass of the injected volume per injection. In the introduction on page 

18, equation (1) indicates the impact of the injection pressure on the mass per injection.  
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Figure 49. Example: plot of injected mass / injection as f(tinj, pset). 

Accordingly, the appearance of Figure 49 is not surprising - the higher pset, the bigger in 

general is the amount of fuel that exits the injector nozzle holes. It is in this context interesting 

to note that the slopes of the curves appear to be partially linear with respect to the injection 

duration. The vertical line at tinj = 600 µs seems to separate the graph into two main regions. 

With the exception of the case pset = 750 bar and tinj = 800 µs, it can be seen that the curves of 

constant set pressure tend to be parallel for injection times longer than 600 µs. Two reasons 

might explain this phenomenon. On the one hand, it is likely that the fluid undergoes a partial 

or full phase transformation inside of the nozzle holes. The appearance of a choked flow 

condition can explain that the volumetric flow is independent of the pressure gradient over the 

injector. As cavitation onset does not occur instantly, but requires some time [80], it is 

conceivable that for very short injection times the flow conditions inside of the nozzle holes 

differ from setups with tinj longer than 600 µs. Secondly, the injector needle might not be fully 

open during short injections. In practice, probably both phenomena appear in a combined 

manner, that is, partial needle opening and choked flow due to cavitation act together and lead 

to the finding that is presented in Figure 49. It should be mentioned at this point that the kink 

for pset = 750 bar and tinj = 800 µs is not affected by the connection pipe properties. Also the 
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remaining eight geometry studies (not presented here) show the same behaviour. Finally, it 

must be pointed out that the current number of 180 configuration points is probably not 

sufficient to reveal all details of the system. Further insight is therefore expected from the 

simulation model presented later. 

 

Figure 50. Mass / injection as f(pipe geometry, pset) at tinj = 1000 µs. 

 

Figure 51. Mass / injection as f(pipe geometry, tinj) at pset = 1250 bar. 

Figure 50 also refers to the injection pressure, but displays the impact of the pipe dimensions 

on the mass in a more clear way. Again, it has to be noted that the abscissa is defined by the 

total volume between rail port and injector inlet. For the case of a long injection time, the plot 
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indicates that a long connection pipe lp supports a reduction of the injected mass per injection. 

This phenomenon is emphasised for small pipe diameters. In respect of the latter variable, it 

can be said that large diameters lead to higher injection rates than connections with a small 

value for dp, particularly if long pipes are used. Figure 51 is equivalent to the previous plot, 

except that emphasis is set on the injection time. The figure shows a summary of 

measurement results at an injection pressure of 1250 bar. Firstly, it is confirmed that long 

injection times cause a high amount of injected fuel per injection. Figure 51 reveals, further, 

that the impact of the geometry on mass injected diminishes for short injection times. The 

latter finding is not fixed to a particular set pressure, but holds also for other setups (not 

shown here). 

3.1.5 Analysis of double injection event 

A measurement series that is based on a double injection strategy has been conducted to 

analyse the dynamic behaviour of the CR system and its impact on the injection rate per 

injection. All measurements were carried out on a setup with fixed geometrical properties, 

that is, lp = 400 mm and dp = 2.4 mm (same configuration as in Figure 14 on page 56). The 

injection pressure was kept constant at pset = 1000 bar. In order to be able to make a statement 

concerning the injected fuel amount, both injection times were set to tinj = 600 µs. The only 

variable in this study was defined by the injection period Tinj. Altogether, five configurations 

were considered: Tinj = 1.4 ms, 1.875 ms, 2.35 ms, 2.775 ms, and 3.2 ms.  

 

Figure 52. Definition of double injection event, injector current profile. 
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Figure 52 shows as an example the corresponding injector current profile with a definition for 

Tinj and tinj. It is emphasised that each measurement point of this study represents an average 

of 30 individual runs. Generally, the selection of the injection period Tinj is dictated by the 

combustion process. For the given study Tinj is selected to represent extreme cases. In this 

sense, the setups that are based on Tinj = 1.4 ms and 3.2 ms trigger the second injection at the 

arrival of the first and second positive peak at the injector inlet. Tinj = 2.35 ms, on the other 

hand, defines the case with the second injection starting at the first negative amplitude of pII. 

Figure 53 illustrates the corresponding history of the pressure signals at the injector inlet. In 

comparison to the single injection case, it appears that a second injection that is in phase with 

the maximum peak considerably increases the resulting oscillation of pII.  For an injection 

that starts together with a negative peak, the situation is slightly different. Although the 

intensity of the oscillation increases somewhat, its absolute change remains smaller than for 

the two previous cases. This is particularly true with respect to the minimum system pressure 

after injection. 
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Figure 53. Pressure history pII, double injection - maxima (pipe7301344). 

The setups with Tinj = 1.875 ms and 2.775 ms open the injector needle for the second injection 

at the first negative and second positive flank of the oscillation, respectively. In both 

situations the injection pressure is approximately on the same level as for the first injection. 

For the Tinj = 1.875 ms case the second injection is in-line with the incoming wave, while for 

Tinj = 2.775 ms the needle opening timing is in contrast to the pressure surge. As a result of 
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these timings, Figure 54 clearly shows how in the former case the subsequent oscillation of 

the pressure at the injector inlet is significantly amplified. In the latter case, however, the plot 

shows that the waves from the first and second injection eliminate each other to a great extent; 

the final variation of pII appears to be equal or slightly smaller than for the single injection 

event.  
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Figure 54. Pressure history pII, double injection - mean (pipe7301344). 
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Figure 55. Comparison single vs. double injection, frequency content of pII-history. 
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Figure 55 presents the frequency analysis of the pressure signal at pII. It is interesting to 

notice that the second injection has practically no effect on the main oscillation frequency. For 

all cases, including the single injection measurement, the main frequency is found at about 

560 Hz (resolution ∆f ≈  1.9 Hz). The case for Tinj = 2.775 ms represents an exception to this 

trend due to the alteration of the underlying pressure signal. For the latter case the main 

frequency is computed to reach 589 Hz. Finally, Figure 56 shows the impact of the injection 

timing on the amount of injected mass during the second injection. 
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Figure 56. Case: pipe7301344, individual masses - double injection (tinj = 600 µs). 

From the figure above, it can be seen that a second injection at the first positive oscillation 

peak (Tinj = 1.4 ms), in comparison to the first injection, leads to an increase of the injected 

mass. In contrast, for an injection at the first negative (Tinj = 2.35 ms), or second positive peak 

(Tinj = 3.2 ms), the result indicates that both injections are characterised by the same injection 

amount. The finding for the latter injection period, Tinj = 3.2 ms, is especially worth 

emphasising, as this result is not anticipated based on the previously presented pressure 

history (Figure 53). The mark for Tinj = 1.875 ms shows that the injection rate drops 

considerably for the second injection; in comparison to the single injection event, the injection 

rate varies by more than 30 %. If the injection period is set to 2.775 ms, the absolute mass of 

the second injection is, as for the Tinj = 1.4 ms case, about 16 % higher than anticipated under 

ideal conditions. 
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3.2. Numerical modelling of the hydraulic CR system analogous to 
experimental measurements 

Numerical modelling can be used to widen efficiently the number of studied parameters and 

to obtain a better understanding of the physics at hand. In any case, it is fundamental that the 

simulation model is capable of representing the main features of the problem. This study is 

mainly based on simulations in the GT-Fuel environment. The fundamental equations for 

modelling fluid transients have been developed in chapter 2. Subsequently, several extension 

and additions are introduced, which allow the code to accurately represent the hydraulic 

circuit of the CR system. 

3.2.1 Introduction to the simulation environment 

The main components for modelling fluid flow in GT-Fuel are defined by Pipe, Orifice, and 

Flow split objects. Firstly, the flow cross-section of a Pipe object is not restricted to a round 

inlet and outlet; any other shape that can be implemented through the two parameters area and 

wetted perimeter is possible. Generally, the total length of a single pipe is divided into small 

segments or CV’s of length ∆x; the latter parameter is commonly identified as the 

discretization length of a CV. If wall flexibility is neglected, the governing equations are 

defined by the equations for modelling the fluid field (see chapter 2). Essentially, this 

assumption was applied throughout this study. Chapter 3.3.3 represents an exception to this 

rule as it also contains simulation results that are based on an FSI computation; in order to 

include wall flexibility, it is necessary to calculate the respective stress components in radial 

and tangential direction [43]: 
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The radial deformation of the wall is derived in a second step through rearranging the 

subsequent definition for tangential strain [43]: 

( )rtt Er

r σνσε ⋅−⋅=∆= 1
 (110) 

 

Orifice objects are universally used in the code to represent explicit flow restrictions. The 

main input parameters incorporate orifice diameter and forward and reverse discharge 
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coefficient, respectively. All parameters can be written as a function of other variables like, 

for example, time or displacement. As shown in chapter 3.2.2 and 3.2.3, this study was taking 

extensive advantage of this capability to achieve closure to the measured system. 

 

Thirdly, Flow split objects represent a single CV with one or more openings. The volume of 

the CV defines the main parameter of this entity. The code allows, similar to pipe objects, the 

implementation of regular and irregular shapes. The latter aspect becomes particularly 

important when the fluid inertia is significant. To account correctly for such phenomena, the 

Flow split object requires two additional parameters for each opening - expansion diameter 

dexp and characteristic length lchar of the port. The first variable describes the diameter to 

which the flow may expand after entering this entity. The characteristic length, on the other 

hand, stands for the distance a fluid particle may travel inside of a flow split until it reaches an 

opposite located wall or a fluid boundary of another opening. In fact, by defining the spatial 

orientation of the port relative to the local coordinate system, the flow field in flow splits is 

calculated locally in three dimensions. Figure 57 presents the main parameters of this object 

in a graphical way for a two-dimensional case. 

 

Figure 57. Example flow split, planar case. 

The consideration of rigid body dynamics is a crucial part in accurately modelling valve 

characteristics. Besides the simple Mass object, the main components are Spring, Damper, 

and Contact entities. Gravitational forces are negligible in this study. Accordingly, mass 

motion in one dimension is defined solely by Newton’s second law. Interaction with the flow 

field is implemented via MechFlowConn objects, which translate, for example, the linear 

displacement of a Mass entity to a volume and pressure variation, and vice versa. The change 

of an adjacent volume is given by the product of characteristic area A times displacement ∆x: 

xAV ∆⋅=∆  (111) 



 

 

89 

Conversely, the hydrostatic force on the mass is calculated from the pressure inside the 

adjacent volume, p, times the same characteristic area A: 

ApFp ⋅=   (112) 

Additionally, it is possible to sense mass acceleration and velocity. The latter parameter has 

been used in this study to account correctly for leakage flow, which is described in the form 

of a Couette-Poiseuille flow [43, 99]. 

3.2.2 Implementation of CR system into the simulation environment 

Figure 58 shows the layout of the CR system in the GT-Fuel environment analogous to the 

measurement setup (see chapter 3.1.1). The upper part of Figure 58 represents the main 

components of the hydraulic circuit, that is, the pressure supply, rail, two connection pipes, 

and a block for the injector. Firstly, the high pressure pump has been replaced in the 

simulation model by a constant pressure source. In alignment with the measurement results, it 

is assumed that it is not important to consider the small flow and pressure perturbations that 

are emitted by the pump. Similarly, the model employs a pressure source that is mounted 

directly to the rail. The connection line between pump and rail is therefore incorporated in the 

constant pressure supply. It has to be pointed out that the terminology constant pressure 

supply in fact includes a variation of the pressure head during injection. Based on the findings 

of the experimental measurements, the supply pressure in the model is reduced during a 

simulation run to account for the mean pressure drop as a result of the needle opening. If 

other, not measured configurations are used in the model, the drop of the supply pressure is 

interpolated from experimental data. As depicted in the upper part of Figure 58, the rail 

consists of several Pipe and Flow split objects. The latter entities symbolize the various ports 

of the rail. The Pipe objects are used to represent the sections between the ports. The wall of 

the rail is assumed to be perfectly rigid in this model. The same is true for the connection 

pipes that are linked to rail ports 4 and 5. As with the experimental measurements, the 

numerical analysis of the circuit investigates extensively the impact of the connection pipe 

properties on the hydraulic system dynamics. Downstream of the connection pipe at port 5 is 

shown a single block, which symbolises the solenoid injector. 
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Figure 58. GT-Fuel model of CR system; main circuit (top)  

and detailed injector model (bottom). 
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Generally, the fuel injector itself is not of main interest in this study (see Figure 15 for a 

schematic picture of the injector and Figure 58, bottom). Primarily, it is seen as a fast acting 

valve that excites the hydraulic circuit. The injector was consequently modelled only in as 

much detail as necessary. For example, the solenoid stage is simplified by representing the 

activation of the pilot stage ball valve through a look-up table. Secondly, the individual 

masses of needle, pin, and plunger are replaced by a single mass object. On the other hand, as 

shown in chapter 3.3.2, the injector dynamics are a fundamental part of the overall system 

characteristics. Therefore, accurate representation of the internal flow paths, volumes and 

restrictions is crucial for meaningful predictions. Most of the utilised dimensions are based on 

measurements of a disassembled and modified fuel injector by means of a laboratory 

microscope and high precision scale. Alternatively, the three-dimensional flow field was 

calculated in ANSYS-CFX to obtain a better understanding of the flow physics under 

transient conditions. The latter approach was employed to estimate the discharge coefficients 

(forward and backward) of the plunger-top restriction. As shown in the bottom half of Figure 

58, the mechanical part of the injector is presented on the left hand side. This includes the 

mass and links to the upper and lower boundaries, that is, the stiffness, damping, and contact 

interfaces to the upper stop and needle seat, respectively. On the right hand side are the 

hydraulic entities. Analogous to Figure 15, the flow path is divided at the main flow split into 

two branches. One is directed to the pilot stage and one guided downstream via the fuel 

gallery to the needle seat. A further path is used between fuel gallery and pilot stage to 

account for fluid leakage. At the centre-left the interfaces between mechanical and fluid 

objects are drawn. The greyed out boxes represent definitions that are more complex like, for 

example, the plunger top restriction and the needle seat orifice. 

 

The numerical simulation model omits any effects that are based on the pressure regulator 

valve. Firstly, the results of the experimental measurements confirm that the dynamic 

characteristics of the pressure regulator valve have no effect on the observed findings (see, for 

example, chapter 3.1.2). Secondly, mass conservation has been ensured in the numerical 

circuit because the high pressure pump with fixed displacement is modelled by a pressure 

boundary condition. The pressure source was not constant. As has been indicated previously, 

the drop of the mean pressure level due to the injection is considered during the simulations. 

Finally, the utilised fluid in the simulation model was assumed to behave the same under 

pressure and temperature variations as the fluid in the experiment. Although both oils comply 

with the ISO-4113 standard small, differences can not be excluded. 
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3.2.3 Three-dimensional modelling of injector pilot stage flow field 

The behaviour of the injector is very sensitive to the geometrical characteristics of the internal 

flow channels. Besides obvious parameters like, for example, the diameter of the A- and  

Z-nozzle, it has been found that the restriction above the plunger plays a fundamental role. 

Figure 59 illustrates this correlation graphically. When the pilot stage solenoid is energised, 

the ball valve opens and the plunger starts to move upwards. As a result of the displacement 

the flow area between volume VdZ and VuA decreases, which also reduces the speed at which 

the pressure in VdZ drops. At some point in time the mass comes to a halt because of force 

equilibrium - the pressure force above and below the plunger and needle cancel each other 

out. The characteristics of this particular orifice are rather complex and can not be represented 

by constant parameters. Indeed, it is likely that the main flow field between VuZ and VuA 

undergoes various transitions of streamlined to highly chaotic flow, depending on the gap 

between plunger top and upper wall. 

 

Figure 59. Detailed view of injector pilot stage. 

In order to get a better understanding of the flow field at this location, a three-dimensional 

simulation model was developed in the ANSYS-CFX environment. It is emphasised here that 

highly accurate results were not expected from this simulation, but rather some insight into 

the flow physics at hand. This knowledge was then used in a subsequent step to adjust the 

forward and backward discharge coefficients of the plunger-top orifice as a function of 

plunger lift (see, for example, the previous chapter and Table B 3 in Appendix B). 

 

The main equations for solving the three-dimensional flow field are developed in chapter 2. 

Only one pressure level, pset = 1000 bar, was considered in this study. Secondly, a full cycle 
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of plunger movement was not calculated, but only its opening until the equilibrium state was 

reached. The computational domain corresponds to the schematic drawing in Figure 59. 

Because of symmetry, only 180° of the geometry were modelled. Special attention is required 

for the boundary conditions of the model. Both the inlet at the volume upstream of the  

Z-nozzle, VuZ, and the exit downstream of the A-nozzle were implemented as Openings. This 

means that the flow direction was not imposed by the boundary definition but was allowed to 

adjust as a function of the local flow field. The latter aspect might be particularly important 

for the former inlet boundary, as it can not be completely excluded that the flow reverses for 

some short time. The main parameter for the Opening boundary condition is static pressure, 

which varies in both cases with time. As no pressure measurements were available for these 

two locations, the corresponding profiles were based on approximations from GT-Fuel runs. 

In this context, it becomes clear that this process is iterative in nature, that is, a GT-Fuel 

model is run, and the results are next used in an ANSYS-CFX computation, which is again 

used to improve the GT-Fuel model. Altogether, two repetitions were used to achieve good 

correlation between the models. The motion of the plunger wall boundary is the third 

unknown condition of the model. As has been indicated before, the position of the plunger is 

the result of the forces acting on the mass.  

 

Figure 60. Simplified force balance of needle-pin-plunger mass. 

Figure 60 presents schematically the main force vectors, that is, net or acceleration force Fac, 

pressure force Fp (VdZ), and external plunger force FNP. Gravitational and damping forces 

were not considered as their contribution was regarded as negligible. The force equilibrium is 

written as: 

∑ =⋅−+= 0zNPpz amFFF  (113) 

The acceleration factor in equation (113) can be written in the form of known parameters at 

the previous time step. The time rate of change in the plunger’s linear momentum is 
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proportional to the net force acting on the plunger. In differential form, the equation for the 

motion of the plunger is: 

( )
NPP FF

t

wm +=
∂

⋅∂
 (114) 

The variable m represents the plunger mass and w the velocity in z-direction. Subsequently, 

equation (114) is discretised and rearranged to provide an expression for the position of the 

plunger. The time derivative of the plunger velocity is: 

( )
t

ww

t

w tt

∆
−

=
∂

∂ −1  (115) 

In equation (115) the index t stands for the current and t-1 for the previous time step. The new 

velocity can be defined through the change in position over time: 

t

zz
w tt

t ∆
−

= −1  (116) 

In the last step equation (116) is put into (115) and (114), respectively. After some 

rearrangement the new position of the plunger is calculated as: 

( ) ( )NPpttt FF
m

t
wtzz +⋅∆+⋅∆+= −−

2

11  (117) 
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Figure 61. Boundary conditions for pilot stage 3D simulation. 

The pressure force Fp was calculated by the code as part of the solution. On the other hand, 

the needle-pin-plunger force FNP needs to be entered by an array. In this case the profile was 

based on the result of a previously performed GT-Fuel simulation. Figure 61 shows 
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graphically the input data for all three boundaries - static pressure curve in volume VuZ and 

upstream of the ball valve and external force on the plunger-top wall. 
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Figure 62. Pilot stage, computed lift by 3D model 

Figure 62 presents the result of the calculated plunger-top displacement for the first 900 µs. 

The graph indicates that the full plunger stroke takes roughly 400 µs. Because of force 

imbalance the mass motion is reversed at about t = 730 µs. It is emphasised that the plunger 

actually never touches the upper wall (indicated by the horizontal dashed line in Figure 62). 

 

Figure 63 and Figure 64 show for various time steps the computed stream lines though the 

domain (coloured by the velocity) and the static pressure at the plunger-top wall. At a very 

early stage, t = 100 µs, the pressure gradients are small and the velocities low. Later, the 

plunger-top wall starts to move upwards (t = 260 µs). The incoming jet passes across VdZ and 

leaves through the exit after completing a full recirculation. At t = 420 µs stream lines appear 

differently. Now the main path is redirected to pass straight through VuA to the A-nozzle. The 

t = 580 µs plot shows that the plunger has reached almost the uppermost position. The fluid 

gets squeezed and the pressure inside VdZ increases considerably. At t = 740 µs the plunger 

reverses its motion, which immediately releases the pressure in the plunger-top chamber. 

Finally, t = 900 µs shows again the same state as for the t = 580 µs plot. 
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 Time t = 100 µs 

 Time t = 260 µs 

 Time t = 420 µs 

Figure 63. Pilot stage, stream lines (180°) and pressure contour (360°) - a. 
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 Time t = 580 µs 

 Time t = 740 µs 

 Time t = 900 µs 

Figure 64. Pilot stage, stream lines (180°) and pressure contour (360°) - b. 



 

 

98 

3.2.4 Verification of simulation model by measurements 

A numerical simulation model is always an attempt to represent a physical system through 

mathematical equations. The quality of such a model depends on the level that the theoretical 

approach accounts for explicit details. Evaluation of a model simply by theoretical reasoning 

is generally very problematic, as it is exceptionally difficult to estimate in advance the impact 

of, for example, a general assumption or a specific mathematical algorithm on the solution. 

Consequently, it is essential for any numerical study that the model is verified by actual 

experimental measurements. 

 

Figure 65. Pressure pII at injector inlet; comparison of measured (‘mes_’, dashed) to 

simulated (‘sim_’, solid) curves at various system configurations. 
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As presented in chapter 3.1, the CR system was analysed thoroughly by experimental 

measurements. The GT-Fuel model verification concentrates, therefore, not on a single 

operation point, but considers the whole range of analysed parameters. Figure 65, for 

example, compares the measured to simulated pressure history at the injector inlet, pII, for 

various connection pipe geometries lp and dp, injection pressures pset, and injection times tinj 

(only single injections). Overall, the simulated curves match well with the signal that has been 

recorded on the hydraulic test bench. On closer examination, it can be noted that the model 

predicts, for example, for a setup with dp = 2.4 mm, lp = 400 mm, and tinj = 1000 µs (Figure 

65, centre-right plot) slightly too large amplitudes between t = 11 ms and 17 ms, if a large 

injection pressure is chosen. For a configuration with short connection pipe (lp = 200 mm) and 

a small diameter (dp = 1.6 mm), the two uppermost plots in Figure 65 reveal that, for different 

injection times tinj, the shape of the initial pressure peak differs between model and 

measurement. The two plots at the centre-left and bottom-left are in some respect similar. For 

both configurations (centre-left: dp = 2.4 mm, lp = 200 mm, tinj = 400 µs; bottom-left:  

dp = 3.2 mm, lp = 400 mm, tinj = 400 µs) a direct comparison shows that the oscillation 

frequency of the simulated curve slightly lags behind the measured curve. 

 

 

Figure 66. Comparison frequency pII – measurement (dashed) vs. simulation (solid); 

normalised to meas.: pset = 1000 bar, lp = 400 mm, dp = 2.4 mm - lp (left), dp (right). 

Figure 66 presents for both measured and simulated data the oscillation frequency at the 

injector inlet in the form of an explicit and normalised output parameter. It is stressed at this 

point that the injection duration parameter is not included in this presentation, since it has no 

effect on the oscillation frequency (see, for example, page 76, Figure 42 and chapter 3.2.5). In 

analogy to the centre-left plot of Figure 65, the graph on the left hand side of Figure 66 shows 
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that for a short connection pipe, lp = 200 mm, the values for the simulated pII frequency are 

generally lower than the measured numbers. The difference appears bigger in the case of a 

low injection pressure. On the right side of Figure 66, the results indicate that for a setup with 

lp = 400 mm and an injection pressure of pset = 1000 bar, the simulated frequency values are 

higher than the measured ones if the system uses connection pipes with a small diameter  

(dp = 1.6 mm). Conversely, for large diameters (dp = 3.2 mm) the same plot shows that now 

the simulated oscillations are somewhat slower than the measured pressure variations. The 

latter observation is also presented in the bottom-left graph of Figure 65 in the form of a direct 

pII-curve comparison for the injection pressures pset = 500 bar, 1000 bar, and 1500 bar. 

 

Figure 67 compares for the most extreme geometry combinations that have been measured in 

this study the injected volumes of the measurement with the data of the simulation. It should 

be noted that the results correspond to differences between both approaches that are 

normalised by the corresponding injection volume of the measurement. 

 

Figure 67. Comparison injected volume - measurement vs. simulation; 

normalised to measurement. 
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Most apparent in the figure above is the large relative discrepancy of the injected volumes for 

the setups with the shortest injection duration (tinj = 400 µs) and injection pressures higher 

than 500 bar. Then again, by considering the total amount of the injected quantities during one 

injection, the discrepancy appears in a different perspective. For example, for the  

bottom-right graph of Figure 67, that is, a setup with lp = 600 mm, dp = 3.2 mm, and  

tinj = 400 µs, the experimentally weighed mass increases as a function of pressure from about 

1.2 mg to 13.45 mg per injection. As the total amounts are rather small, it is conceivable that 

some error is introduced by the limited accuracy of the measurement hardware and procedure 

(see, for example, chapter 3.1.1). Secondly, it has to be emphasised that this comparison 

assumes identical fluid properties. In fact, it is to be expected that some discrepancy exists, 

which is large enough to have an effect on the total quantities. The injector model itself might 

certainly also have some weakness at that particular injection time, which causes generally 

too small injection quantities when compared to the measurement. This weakness, however, is 

not detectable from a direct comparison of pressure histories at the injector inlet; for example, 

the bottom–right graph of Figure 65 shows, the pressure curves may match rather well despite 

the large relative difference of the injected masses (see the corresponding plot at bottom-right, 

Figure 67). 

3.2.5 Numerical parameter study for single injection event 

The numerical parameter study is based, just as the experimental investigation in chapter 

3.1.4, on the analysis of the impact of the connection pipe geometry between rail and injector 

and dead end on the system characteristics. Because the analysis of a specific system 

configuration in the virtual domain is much more time efficient than the measurements on the 

real test bench, the numerical investigation widens and refines the range of studied 

parameters. Accordingly, in the numerical study the connection pipe was defined from  

lp = 100 mm to 600 mm in steps of 100 mm. The diameter variation was refined into steps of 

0.4 mm; the range reached the same as for the measurements from dp = 1.6 mm to 3.2 mm. 

The values for the injection pressure remained identical. The duration of a single injection 

was chosen from tinj = 400 µs to 1000 µs in steps of 100 µs. Altogether, the number of 

parameters were increased from 180 measurement points to 1050 simulation configurations. 

Table 2 summarises the main settings in tabular format. 
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Table 2. Summary of numerical connection pipe parameter study. 

Injection pressure pset [bar] 500, 750, 1000, 1250, 1500 

Injection duration tinj [µs] 400, 500, 600, 700, 800, 900, 1000  
(only single injection) 

Connection pipe length lp [mm] 100, 200, 300, 400, 500, 600 

Connection pipe diameter dp [mm] 1.6, 2.0, 2.4, 2.8, 3.2 

Temperature [K] 310.5 

Fluid GT-Fuel, ISO 4113 oil 

 

The main focus of the pressure oscillation study is set on the signal at the injector inlet. Due 

to the vast amount of configurations it is not meaningful to compare the individual cases 

directly. Indeed, output parameters are defined that make it easier to evaluate the various 

setups.  

Analysis of initial pressure peaks at pII 

 

Figure 68. Analysis pressure oscillation, pII; definition of output parameters. 

Since in the case of multiple injections the subsequent needle openings follow shortly after 

each other, the initial oscillation characteristics are particularly important. Three parameters 

were defined for this purpose. Firstly, the maximum positive pressure amplitude at pII is 

denoted as pmax. Regarding the minimum pressure at the same location, the attention is set on 
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both the absolute values of the first and second negative amplitude pmin,1 and pmin,2, 

respectively. All three parameters were evaluated with respect to the mean pressure level at 

pII. The latter value was based, as has been mentioned earlier, on measurement data. Figure 

68 illustrates the definition of the parameters in a graphical way. The plot shows that the 

absolute value of pmin,2 may be smaller or bigger than pmin,1, depending on the configuration of 

the system. If not otherwise specified, the results are generally presented over the fluid 

volume between rail port and injector inlet (see, for example, also measurements, chapter 

3.1.4). 

 

In Figure 69 some typical graphs are plotted for the maximum pressure amplitude pmax. The 

injection time tinj is chosen as the main variable. Firstly, the figure underlines that the 

maximum pressure at pII commonly increases for long injection times. A comparison of, for 

example, the upper-left plot with the bottom-right plot shows that the impact of the injection 

time appears to be emphasised in the case of a low injection pressure; for a large pset the 

relative gap between the tinj = 400 µs and 1000 µs values tends to become smaller. Although 

the cases for tinj = 800 µs and 900 µs are omitted in this presentation, it can be seen that the 

Figure 69. pmax as f(pset, tinj, lp, dp) - main variable: tinj. 
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pmax values show a tendency to align for tinj longer than 700 µs. This phenomenon is promoted 

particularly in the case of long connection pipes that are characterised through a large 

diameter (see also arrow-pair in the bottom-right plot of Figure 69). Altogether, the 

connection pipe geometry can be identified as a parameter that affects the weight of tinj on 

pmax. In the case of a small connection pipe length, the graphs indicate that the impact of the 

injection time is only minor. Indeed, for lp = 100 mm the final value for pmax is affected 

primarily by the injection pressure. At pset = 1500 bar the bottom-right graph shows that the 

smallest maximum amplitude values are reached for the longest injection time; conversely, for 

a setup with an injection pressure of 500 bar, the minimum pmax values are computed for  

tinj = 400 µs. In Figure 70 the maximum pressure amplitude is presented with the injection 

pressure as the main variable. For clarity, the plots show only the data for pset = 500 bar,  

1000 bar, and 1500 bar; the pmax values for the other two pressure cases, however, fit well 

between the presented ones. Generally, the figure supports the expectation, that is, the higher 

the injection pressure, the higher the maximum pressure amplitude at pII. On closer 

examination it is possible to notice that the maximum pressure amplitude does not increase 

linearly with the injection pressure; the difference between the values for pset = 1500 bar to 

pset = 1000 bar seems to be slightly smaller than the change from pset = 1000 bar to  

pset = 500 bar. Concerning the impact of the connection pipe geometry, the findings in Figure 

69 and Figure 70 show that the maximum amplitude increases for long connection pipes. A 

large diameter, on the other hand, helps to reduce the value of pmax. Both lp and dp affect the 

output parameter in a non-linear way and are, furthermore, also dependent on the injection 

duration. In the case of very short injection times (Figure 70, tinj = 400 µs), it appears that the 

geometry impact reduces to a minor role, that is, the graph shows some correlation between 

geometry and pmax only for pipe lengths shorter than 200 mm (see, for example, case  

pset = 500 bar in the uppermost-left graph, Figure 70). Certainly, the effect increases for larger 

injection pressures, but the differences remain significantly smaller than for setups with 

injection durations of 500 µs or longer. As a rule, it can be stated that the rate of change of 

pmax as a function of lp increases if a small connection line diameter is chosen. On the other 

hand, the relative impact of dp reduces for long connection pipes. Overall, pmax tends to a 

minimum the shorter the length and the bigger the diameter of the pipes are. 
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Figure 70. pmax as f(pset, tinj, lp, dp) - main variable: pset. 
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Figure 71. pmin,1 as f(pset, tinj, lp, dp) - main variable: pset. 
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Figure 72. pmin,2 as f(pset, tinj, lp, dp) - main variable: pset. 
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Figure 71 and Figure 72 depict the absolute value of the first and second pressure undershoot 

amplitude, respectively. Both figures show the injection pressure as the main variable. In 

general, the variables pmin,1 and pmin,2 behave similarly to pmax. Firstly, the absolute value of 

both amplitudes increases with increasing injection pressure. The variation is particularly 

strong in the case of a setup with a small connection line diameter. With respect to the 

geometry the plots support the earlier result through predicting an amplitude increase for long 

pipes and a reduction of the same parameter for large line diameters. Again, the correlation of 

pmin,1 and pmin,2 to the geometry is not linear, but shows the same trends as for the maximum 

positive pressure amplitude (Figure 70). If the values for pmin,1 and pmin,2 are compared to each 

other, it emerges that for large injection pressures and small connection pipe diameters the 

amplitudes of the second pressure undershoot are normally smaller than the first pressure 

minimum. In all other cases, the plots in Figure 71 and Figure 72 show the opposite tendency. 

 

Figure 73. pmin,1 (left) and pmin,2 (right) as f(pset, tinj, lp, dp) - main variable: tinj. 

The differences between both negative amplitudes become more evident when plotting the 

absolute values of the respective amplitudes pmin,1 and pmin,2 with the injection time tinj as the 

main variable. As exemplified for two injection pressures on the left hand side of Figure 73, 
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the first pressure undershoot becomes independent of the injection duration for injection times 

longer than 500 µs. The graphs on the right hand side of Figure 73 depict for the same 

configuration the values for pmin,2. In the latter case the amplitudes clearly show some 

dependency on the injection duration. Usually, the longer the injection duration, the larger 

becomes the amplitude. The same as for pmax, the variation of pmin,2 as a function of tinj is 

stronger at the lower end of the injection time range. As a general remark, it is emphasised at 

this point that in the case of an injection time of 400 µs, the findings are somewhat different 

from the overall trends. This result underlines the special state of the injector at this operating 

point as has been already indicated during the discussion of the measurement results in 

chapter 3.1.4. 

Comparison of oscillation frequencies 

The frequency of the pressure oscillation at the injector inlet is, like the amplitudes of the 

initial pressure variation, an important parameter in the fuel injection process, as it defines the 

timing of the peak values. The same as for the previous FFT analyses of the measurement data 

(see, for example, chapter 3.1.2), the present investigation is based on a DFT of the simulated 

pressure signal at the injector inlet, pII. 

 

Firstly, Figure 74 and Figure 75 present the calculated main frequencies for two arbitrary 

system configurations as a function of injection duration and injection pressure. 
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Figure 74. Main frequencies of pII signal as f(tinj, pset); lp = 200 mm, dp = 1.6 mm. 
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l p  = 600 mm, d p  = 3.2 mm
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Figure 75. Main frequencies of pII signal as f(tinj, pset); lp = 300 mm, dp = 3.2 mm 

Both plots confirm the results from the measurement (see, for example, page 76, Figure 41), 

that is, the oscillation frequency is not a function of the injection duration tinj. On the other 

hand, the graphs clearly show that the characteristic time of the oscillation decreases, along 

with a shift to higher injection pressures. It is worth mentioning that the frequency does not 

increase linearly as a function of set pressure. The trend lines indicate that the slope of the 

curve gets smaller for large pressure values. In general, the oscillation frequency is related to 

the speed of sound at which information is passed through the system. The latter parameter is 

not constant, but depends on the static pressure. By plotting for a fluid the speed of sound 

over pressure, the result is a downwards bended curve [79]. Accordingly, the shape of the 

curves above has been expected. 

 

As a result of Figure 74 and Figure 75, the parameter for the injection duration, tinj, is 

excluded in the following discussion of the oscillation frequency. All presented values for f 

correspond, therefore, to a single value, which represents the average of all injection times at 

a particular system setup (lp, dp, pset). 

 

Figure 76 presents in a single graph the variation of the oscillation frequency for various 

connection pipe lengths, diameters, and injection pressures. The explicit frequency value is 

plotted as before over the volume between rail port and injector inlet. Analogous to the 

previous two figures, Figure 76 underlines that the oscillation frequency increases for 
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increasing injection pressure. In this context it is interesting to notice that the rate of the 

variation depends on the geometry of the connection line. A small line diameter (dp = 1.6 mm) 

tends to reduce the impact of the injection pressure on f. This is particularly true when a long 

connection pipe is used. For large diameters, on the other hand, the plot identifies larger steps 

between the explicit frequency values (see, for example, lp = 100 mm, f variation between  

pset = 500 bar and pset = 1500 bar at dp = 1.6 m and 3.2 mm). 

 

Figure 76. Main frequencies (averaged) as f(line geometry, pset). 

Concerning the correlation of geometry and oscillation frequency, Figure 76 firstly confirms 

that f drops along with an increase of the distance between rail and injector. As has been 

explained in the discussion of the measurement results, this finding is not surprising, but 

expected. The same cannot be said when studying the values of f for different line diameters. 

Analogous to the measurements, the simulation model predicts a rise of the oscillation 

frequency as a function of the flow cross-section. The latter phenomenon is especially 

emphasised for short connection lines. For the opposite case, that is, for long connection 

pipes, the impact of dp reduces if large diameters are selected. In fact, it appears that the 

frequency tends to aim for a finite value. 

 

An interesting observation can be made by plotting the frequencies along constant pipe 

diameters and lengths. In Figure 77 the frequency at a particular pressure, pset,i, is normalised 
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to the value that corresponds to a setup with a pipe length of lp = 100 mm. By applying this 

procedure to all injection pressures and line diameters, it can be seen that, firstly, the injection 

pressure has no effect on the frequency variation due to a change in pipe length - at various 

pressures the ratio of fl1 to fl2 is nearly constant, that is, the graph shows horizontal lines for 

constant line lengths and variations in pset. Secondly, the plot reveals that the variation of the 

oscillation frequency as a function of rail to injector distance is stronger at the lower end of 

the length range. The slightly more packed lines in the centre of Figure 77 (around 0.6) show 

that the impact of the connection length becomes smaller if long pipe lengths are chosen. 

 

Figure 77. Impact of lp on oscillation frequency, normalised. 

Figure 78 is equivalent to Figure 77 in the way that it depicts the correlation between the 

changes of oscillation frequency due to an increase or decrease, respectively, of the 

connection line diameter. It should be noted that only three out of the six investigated lengths 

are presented in this plot. All data points are normalised to the case with dp = 3.2 mm at the 

respective injection pressure. The figure shows that the impact of the flow cross-section on f 

is not depending on the injection pressure; again, the graphs are characterized through fairly 

horizontal lines for constant diameter and variable pressure. As before, the effect of dp is not 
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linear. Indeed, it can be seen that change of frequency as a function of line diameter increases 

considerably for variations of the flow cross-section at the lower scale of the studied range. 

 

Figure 78. Impact of dp on oscillation frequency, normalised. 

 

By recapitulating the main findings of this sub-chapter the question emerges as to whether it 

would be possible to obtain similar findings through applying a more simplified method from, 

for example, chapter 2.3. Firstly, the method based on the natural frequency of the hydraulic 

line is in its present form clearly not adequate to describe the system. Since the formulation 

(equation (88)) relates the oscillation frequency to the line length, but not to its diameter, it is 

not possible to account for a frequency variation as a function of the latter parameter. 

Alternatively, the method derived from electromagnetic oscillations in AC circuits seems 

more advanced due to the consideration of the flow cross-section in the hydraulic capacitance 

(equation (90)) and inductance term (equation (92)). On closer examination, however, it can 

be shown that the line diameter cancels out if it is put into the final equation for the oscillation 

frequency (equation (94)). Accordingly, this approach, in principle, also relates the frequency 

only to the distance between rail and injector. 
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Table 3. Example: comparison of simplified (AC circuit) vs. GT-Fuel model. 

Setup pset = 1000 bar, lp = 400 mm 

(fluid properties based on GT-Fuel data) 

Oscillation frequency [Hz] dp = 1.6 mm dp = 2.4 mm dp = 3.2 mm 

Simplified model (AC circuit) 135.9 182.5 217 

GT-Fuel model 450 566 622 

 

Table 3 compares for an arbitrary chosen setup the computed oscillation frequencies of the 

simplified model to the data from the GT-Fuel simulation as a function of line diameter. 

Firstly, it is apparent that the simplified model underpredicts significantly the main oscillation 

frequencies. Consequently, it has to be concluded that this approach is not appropriate to gain 

useful information about the system. The idea of representing the circuit by a single set of 

equivalent capacitance and inductance is therefore not adequate. It does not help much in this 

context that the general trend between frequency and diameter is predicted correctly. As can 

be seen in equation (99) and equation (100) (see page 52), the latter phenomenon is the result 

of the individual section terms being nested in the equivalent CH and LH terms. 

Attenuation of pressure oscillations 

The damping of the oscillation after system excitation is, in comparison to the pressure 

amplitudes and the oscillation frequency, only of minor importance. In the case of a multiple 

injection strategy, the needle lift profile is characterised by a very fast sequence of individual 

injections. Typical dwell times between two subsequent needle lifts are in the range of some 

hundred microseconds to a few milliseconds [11]. The oscillation decay, on the other hand, 

requires approximately 8 to 20 ms (see, for example, page 60, Figure 18), which means that a 

subsequent injection is already triggered before the system damping fully affects the previous 

oscillation. Certainly, the situation changes when alternative injection strategies are 

considered [11, 26]. If the time between two subsequent injections is large enough, the 

damping of the oscillation might become a more important factor. 

 

Two methods are employed in this study in order to evaluate the decay of the oscillation. 

Firstly, it is assumed that the pressure variation that is triggered by a single injection behaves 

mathematically the same as a dynamic system of second order, which reacts upon a step input 

signal.  
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For the latter case, the system response can be described by: 
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This equation was fitted to the simulated pressure curve pII through employing the lsqcurvefit 

algorithm of the Matlab optimization toolbox. The latter method, which is based on a  

least-squares approach, produces through iteration some numeric values for the static 

transmission coefficient Ks, the damped natural frequency ωe, and the equivalent damping 

coefficient Kd. Figure 79 presents a typical plot with the original data and the guess curves 

before and after applying the optimization routine.  

 

Figure 79. Method 1: example of curve fitting procedure. 

It must be pointed out that the final value for Kd depends, to some degree, on the initial 

settings of the guess function. Generally, the analysis range starts at the first positive peak. In 

this way, any transient effects during the initial stage that can be attributed to the injector 

needle operation are greatly minimised. By considering all simulations, it can be summarised 

that the damping coefficient is smaller than 0.15. In fact, because of the small total level of 

Kd, it can not be excluded that slight uncertainties in the setup definition of the optimization 

routine might have a considerable impact on the final result. 
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Due to the limited accuracy of the former method, a second approach is introduced, which 

qualitatively evaluates the damping of a single configuration through comparing it directly to 

other setups. The idea of this method is based on the evaluation of the peak to peak variation 

for both the positive and negative amplitudes. As each of the peak values can be plotted along 

a common variable that represents a counter for the oscillation period, it is possible to show 

visually the rate of the oscillation decay.  
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Figure 80. Method 2: example peak to peak variation. 

Figure 80 depicts this approach in a graphical way for a setup with tinj = 1000 µs, 

pset = 1000 bar, dp = 2.4 mm, and three connection pipe lengths. Firstly, each pressure history 

at pII is normalised by the corresponding mean pressure level (Figure 80, left). Except for the  

lp = 200 mm case, only some representative extreme values are plotted. In a second step, the 

negative peaks are normalised by their respective largest value, and the positive peaks through 

the smallest number. Each array is subsequently plotted in a new graph (Figure 80, right). To 

decouple the frequency from the damping rate, the time axis is replaced by a simple peak 

count. The branch with the concave side pointing downwards corresponds to the negative 

peaks, the opposite swing to the positive ones. The bigger the gap between two data sets, the 

larger the attenuation of the oscillation. In the present example it can be said that the 

configuration with the longest connection line is characterised through a higher damping rate 

than the lp = 400 mm and 200 mm case. It has to be noted that, because of the normalisation 
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step, the second method is not suitable to compare setups with different injection pressure to 

each other. 

 

In Figure 81 some selected results for the oscillation damping are presented that are based on 

the first method. The main comparison variable is the injection pressure pset. The individual 

plots show consistently that a high injection pressure results in a stronger oscillation damping. 

As has been indicated before, the total variation of the values is rather small. Accordingly, the 

findings should be understood as a trend that describes the differences on a detailed level.  

 

Figure 81. Method 1: oscillation decay; main variable: pset. 

Figure 82 exemplifies for two pipe configurations and an injection pressure of  

pset = 1000 bar the impact of the injection duration on the decay of the oscillation. Generally, 

the curves are very similar, that is, the effect of tinj on the normalised amplitude variation is 

only minor. It is eventually possible to detect a slightly stronger oscillation damping for long 

injection times. 
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Figure 82. Method 2: oscillation decay (example graphs); main variable: tinj. 

Concerning the correlation between dp and the attenuation of the oscillation, it can be said that 

a trend appears that supports an increase of damping for small connection line diameters. 

Figure 83 provides two examples of this statement. The first method aligns with this finding, 

as in Figure 81 the lowest values for Kd are generally computed for setups with the largest 

flow cross-section.  

 

Figure 83. Method 2: oscillation decay (example graphs); main variable: dp. 

If, temporarily, wave interfering phenomena are excluded, the oscillation is damped only due 

to viscous friction effects. A pipe with a small diameter has a smaller wetted surface than a 

line with a big diameter, since the area is proportional to the diameter. On first inspection, this 

argument supports the idea that an oscillation is maintained longer in a small pipe due to less 

area and friction forces. However, if identical mass flows are assumed for both the small and 

big pipe, the flow velocity in the small line must be higher, and with it the velocity gradients 

near the wall. The latter fact may explain why, overall, the damping in the small pipe 

configuration is higher. The initial assumption concerning the damping due to interference 
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effects is probably not fully correct for the final CR system, as it is likely that differences in 

expansion and contraction ratios cause a stronger or weaker transmission of pulsations. 

 

Figure 84. Method 2: oscillation decay (example graphs); main variable: lp. 

Method 1 suggests that the impact of the connection line length on the damping depends 

strongly on the diameter of the pipe. For dp = 1.6 mm, Figure 81 shows the highest damping 

coefficients for the intermediate pipe length; if the diameter equals 2.4 mm, the situation 

changes and the strongest damping appears for the longest pipe setup. It has to be pointed out 

that it is not possible to detect the same behaviour by the second method. As the upper-left 

graph of Figure 84 exemplifies for a configuration with dp = 1.6 mm, the curves for  

lp = 400 mm and 600 mm are very similar. In fact, it is possible to say that both cases promote 

a somewhat higher damping than the system with the shortest pipe length. If a diameter of  

2.4 mm is chosen, the results of method 2 align with the findings of the first method if the 

injection duration is long (Figure 84, bottom-left). For shorter tinj, the differences in 

oscillation attenuation diminish (Figure 84, bottom-right and Figure 80). Finally, for the 
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largest flow cross-section, it is not possible to see any differences in oscillation damping as a 

function of the distance between rail and injector.  

Injection rate as function of system configuration 

The plots in Figure 85 are the numerical equivalent to the measurement results in Figure 50 

and Figure 51. On the left hand side is presented the impact of the injection pressure on the 

total amount of injected mass at three different durations of the single injection. As for the 

measurement, the simulation results clearly show an increase of the injected mass for high set 

pressures. It is apparent that the injected mass is also affected through the connection line 

geometry between rail and injector. If the injection time is long (Figure 85, bottom-left), the 

total amount of injected fuel is less for a long connection pipe configuration than for a short 

line setup - this is especially true for small line diameters. On the other hand, if the length is 

kept constant, the graph illustrates that, generally, a larger flow cross-section also leads to a 

higher flow rate through the nozzle holes. The plots on the right half of Figure 85 use the 

injection duration as the main variable. Firstly, the results confirm the expectation, that is, 

long injection times lead to high injection rates. Secondly, the plots for pset = 500 bar,  

1000 bar and 1500 bar illustrate clearly that the impact of the line geometry on the injection 

rate diminishes for injection times equal or less than tinj = 600 µs. While for a setup with long 

injection time the mass values appear evenly spread as a function of line geometry, the plots 

indicate that in the case of short needle openings the data points are located within a narrow 

band. 
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Figure 85. Mass / injection as f(pipe geometry, pset), left and 

mass / injection as f(pipe geometry, tinj), right. 
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3.2.6 Numerical study of double injection event 

The numerical study of double injection events are based on the same assumptions as the 

experimental analysis in chapter 3.1.5. All simulations were conducted for an injection 

pressure of pset = 1000 bar and an injection time of tinj = 600 µs for both injection events. If 

not otherwise specified, the system was defined by connection pipes with lp = 400 mm and  

dp = 2.4 mm. The step size of the injection period Tinj was refined to allow for a more detailed 

representation of the phenomena. Table 4 summarises the studied injection periods1. 

Table 4. Definition of injection period Tinj. 

Configuration 1 2 3 4 5 6 7 8 9 

Tinj [ms] 1.4 1.637 1.875 2.112 2.35 2.562 2.775 2.987 3.2 

 

The presentation of the results starts in Figure 86 with a comparison of the measured and 

simulated pressure signal at the injector inlet, pII (see also measurement results, Figure 53 and 

Figure 54). As can be seen, the simulation model (solid lines) agrees well with the recorded 

signals (dashed lines) for almost all injection periods. The largest discrepancy between 

measurement and simulation is found for the setup with Tinj = 2.775 ms (Figure 86, bottom). 

In this configuration the second needle opening is timed so that the newly introduced pressure 

wave is in the opposite phase to the one from the first injection. For times longer than about 

14 ms the numerical model generally predicts too large amplitudes. On the other hand, the 

shape of especially the first three peaks corresponds fairly well with the experimental curve. It 

is therefore concluded that the utilised model is suitable to predict the pressure history at the 

injector inlet also for other configurations. 

 

Because of the good fit between measured and simulated pII-curves, no further plots are 

presented that explicitly discuss the impact of the second injection event on the oscillation 

frequency. Further information about the latter parameter can be found in chapter 3.1.5, for 

example, Figure 55. 

                                                 
1 Configurations in Bold are also studied by experimental measurement (see chapter 3.1.5) 



 

 

123 

 

Figure 86. Double injection - pressure pII; measurement (dashed) vs. simulation (solid). 

Figure 87 compares the amount of the injected mass of the second injection (dot) to the first 

injection (horizontal line) for both the measurement and the simulation series. Overall, it can 

be said that the simulation model captures the correlation between the parameters well. In 

analogy to the measurement results, the simulation model predicts for the shortest injection 

period a slightly higher mass flow rate during the second injection event. For configurations 

that trigger the second needle opening between the maximum and the second minimum peak, 

the injected mass for the second needle stroke reaches a minimum. Despite the slight 
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discrepancy of pII at Tinj = 2.775 ms, the prediction of the injected mass for the second 

injection at that particular operation point fits well with the overall trend 
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Figure 87. Double injection - mass per injection; measurement (dashed) vs. simulation (solid) 

(lp = 400 mm, dp = 2.4 mm, pset = 1000 bar, tinj = 600 µs). 

Figure 88 and Figure 89 exemplify the impact of the connection line geometry on the mass 

flow rate of the second injection as a function of the injection period. Generally, a geometry 

modification causes the characteristic curve to shift either to the left or right. If, for example, 

the pipe flow cross-section is reduced, the smallest amount of fuel for the second injector 

activation is injected at a later point in time. In this particular case Tinj is increased from 1.875 

ms to about 2.35 ms (Figure 88, case dp = 2.4 mm and 1.6 mm). This trend seems plausible, 

since a smaller line diameter also leads to a lower oscillation frequency (see, for example, 

Figure 76), which in turn slows down the individual pressure peaks in the system. An increase 

of the flow cross-section consequently causes a shift of the original curve to the left. It is, 

however, interesting to notice that the gap between the dp = 2.4 mm and the 3.2 mm case is 

considerably smaller than the difference between the dp = 2.4 mm and 1.6 mm pair (Figure 

88). Figure 89 presents the same parameters, except that the line diameter is replaced by the 

connection pipe length. Overall, the trend is very similar to the former plot. If a longer pipe 

between the rail and injector is chosen, the smallest mass flow rate of the second injection 

happens at a larger time period. A shorter pipe leads, conversely, to the appearance of the 

minimum at a small Tinj. Indeed, the graph of the lp = 200 mm, dp = 2.4 mm setup in Figure 89 
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shows clearly that the next extreme values follow more shortly after each other when the 

distance between rail and injector is small. Again, this trend aligns well with the findings for 

the oscillation frequency (Figure 76). 
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Figure 88. Double injection - mass per injection; main variable: dp 

(lp = 400 mm, pset = 1000 bar, tinj = 600 µs).  
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Figure 89. Double injection - mass per injection; main variable: lp 

(dp = 2.4 mm, pset = 1000 bar, tinj = 600 µs). 
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Based on the definition in Table 4, Figure 90 presents the simulated pressure histories at the 

injector inlet for a double injection with the default setup. In the top-left graph the second 

injection is triggered between the first positive peak and the pset crossing. It can be seen that 

such a configuration causes a significant increase of the subsequent negative and positive 

peaks. If the injector is activated for the second time between the pset crossing (t ≈  11.84 ms) 

and the second negative peak, the picture alters considerably. As the top-right graph shows, 

the amplitudes decrease greatly for larger injection periods. The bottom-left plot presents the 

setups with the second injection starting between the second negative peak and t = 12.775 ms; 

the curves clearly show that the oscillation of the first injection is in opposite phase to the 

wave that is triggered by the second needle opening. Particularly for Tinj = 2.775 ms, it is 

possible to observe a considerable disturbance of the original wave pattern. Finally, the 

bottom-right graph illustrates the cases with an injection period between the second pset 

crossing and the second positive peak. With the oscillation phases still in opposite direction, 

Figure 90. Double injection - pressure pII 

(lp = 400 mm, dp = 2.4 mm, pset = 1000 bar, tinj = 600 µs) 
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the profile of the second positive peak now tends to align to a common shape. On the other 

hand, the plot reveals that the subsequent peaks remain strongly affected by the injection 

period. For example, the simulation with Tinj = 3.2 ms predicts a significant increase of the 

following minimum and maximum peaks. 

 

 

Figure 91. Double injection - plunger displacement 

(lp = 400 mm, dp = 2.4 mm, pset = 1000 bar, tinj = 600 µs). 

Figure 91 presents, for example, for the configuration lp = 400 mm, dp = 2.4 mm, pset = 1000 

bar, and tinj = 600 µs the displacement of the needle-pin-plunger mass as a function of various 

injection periods. Firstly, all needle lifts are characterised by a triangular shape of the 

displacement curve. Because of the short injection time the mass actually never reaches its 

full stroke close to 0.27 mm. Secondly, the plot reveals that the maximum needle-pin-plunger 

displacement is strongly affected by the forces acting above the plunger and below the needle. 

This force equilibrium causes the injector to open during the second injection to a greater or 

smaller extent, respectively. It is in this context worth mentioning that the smallest lift for the 

second injection is predicted for an injection period of 2.35 ms. The case with the smallest 

mass flow rate (Tinj = 1.875 ms), on the other hand, is characterised by a somewhat larger lift. 

Consequently, it can be concluded that the actual mass flow rate during the second injection is 

a combination of the actual needle-pin-plunger mass displacement and the instantaneous 

pressure head. 
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3.3. Numerical analysis of hydraulic circuit and component 
properties  

The present chapter represents an extension to the previous chapter 3.2. By using the same 

model as before, chapter 3.3 focuses on the discussion of parameters that are not easily 

accessible through measurements. Secondly, this chapter underlines the benefits of numerical 

simulation models for analysis purposes. On the one hand, the model is used to investigate the 

impact of, for example, wall elasticity and injector characteristics on the findings. Finally, this 

chapter closes with a discussion and evaluation of alternative designs of the CR circuit. 

3.3.1 Analysis of variables that are not readily available by measurements 

Figure 92 presents a comparison of the static pressure at the injector inlet and at the fuel 

gallery (see, for example, Figure 15). It should be noted that at this point only one example 

circuit is presented, that is, the results correspond to the setup with lp = 200 mm, dp = 2.4 mm, 

tinj = 600 µs (single injection), and the three injection pressures pset = 500 bar, 1000 bar,  

1500 bar.  

 

Figure 92. Comparison static pressure, pII vs. fuel gallery  

(lp = 200 mm, dp = 2.4 mm, and tinj = 600 µs). 

The figure above confirms that it is possible to base the circuit analysis on the pressure signal 

at the injector inlet. Firstly, the pressure oscillations inside the fuel gallery and at the injector 

inlet are in phase. Hence, statements that are based on the frequency can be used to describe 

the dynamics of the injector. Secondly, the amplitudes inside the fuel gallery are considerably 

larger than at the injector inlet. For evaluation purposes this condition is fundamental, as it 
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shows that the oscillation at pII is mainly driven by the flow field at the needle seat. If the 

situation were vice versa, that is, the injector inlet oscillation exceeded the fuel gallery 

pressure variation, it would be more problematic to evaluate the injector characteristics only 

by the pII data. 

 

During the discussion of the theoretical background it has been emphasised that it is important 

to include energy conservation in the basic set of equations for modelling fluid transients. As 

an example, Figure 93 demonstrates for a system with lp = 200 mm, dp = 2.4 mm,  

pset = 1250 bar, and tinj = 600 µs the variation of the instantaneous fluid temperature inside the 

fuel gallery and at the centre of the high pressure connection pipe between rail and injector. In 

alignment with the pressure profile, the temperature variation is stronger inside the former 

object. The pressure oscillation at the centre of the connection pipe is affected by the rail 

volume and therefore somewhat smaller. By assuming hypothetically a constant pressure of 

1250 bar, the fluid density varies due to the temperature change alone by a maximum of 

approximately 3 kg/m3 (see, for example, Appendix A, Figure A 1). In the real case the fluid 

density is defined through the instant values of the thermodynamic variables pressure and 

temperature. Consequently, the correlation is more complex and the previous assumption is 

not valid. By considering the fast transients in the system it is, on the other hand, obvious that 

it is essential to remain as close as possible to the underlying physics, that is, to consider 

instantaneous phenomena for modelling the complete system. 

 

Figure 93. Variation of fluid temperature due to pressure oscillation 

(lp = 200 mm, dp = 2.4 mm, pset = 1250 bar, tinj = 600 µs). 
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In the previous section it has been stated that the pressure at the connection pipe centre is 

affected by the volume of the rail, which explains the lower pressure amplitude. Theoretically, 

a second reason might be also present: in the case of a standing wave in the connection pipe, it 

is conceivable that a wave node exists at the location of data recording. However, for the 

present setup this is true, as the pressure history along the connection pipe clearly shows a 

gradual change of the pressure amplitudes between connection pipe inlet and outlet (Figure 

94, variable x starts at rail). 

 

Figure 94. Pressure history connection pipe rail - injector, intervals: ∆x = 40 mm 

(lp = 200 mm, dp = 2.4 mm, pset = 1250 bar, tinj = 600 µs). 

Figure 95 shows for a configuration of pset = 1500 bar and tinj = 600 µs the calculated speed of 

sound, a, at the centre of the connection pipe between rail and injector. Firstly, it can be seen 

that the speed of sound is not constant, but may change at this particular location by up to 6 % 

(Figure 95, top). The plot reveals that the instantaneous value of this variable depends 

strongly on the setup of the system. This, on the other hand, is not surprising as a is directly 

linked to the fluid density and the thermodynamic variables p and T, respectively. 
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Figure 95. Sonic speed at centre of connection pipe (rail to injector), 

(pset = 1500 bar, tinj = 600 µs) 

General fluid flow problems can be classified by the Reynolds number Re; the flow is either 

laminar or turbulent. In contrast, when analysing fluid transients, this division ceases to be 

useful. As in the case of the CR fuel injection system, the flow is not steady but highly 

transient. This means that common limit values to describe, for example, the transition from 

laminar to turbulent flow are not suitable.  
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Figure 96. Example: Re number at centre of connection pipe (rail to injector).  

Figure 96 presents as an example for a setup with lp = 200 mm, dp = 2.4 mm, and tinj = 600 µs 

the computed Re number at the pipe centre between rail and injector for three injection 

pressures. It is evident from this plot that it is very unlikely that the flow field inside of the 

system is fully developed at any point in time. 

 

Figure 97. Example: fluid velocity at centre of connection pipe (rail to injector). 

Figure 97 corresponds to Figure 96, as it shows for the same configurations the fluid velocity 

at the centre CV of the connection pipe to the injector. The plot clearly shows that the single 

injection triggers a strong flow oscillation inside of the connection line. Initially, the fluid is 



 

 

133 

accelerated to the exit of the injector. After valve closure and due to the fluid inertia, the 

pressure at the needle seat surpasses the supply pressure, which causes the fluid to decelerate 

and actually flow in the reverse direction (Figure 97, negative amplitudes). This highly 

transient oscillation continues until dissipative effects dampen the system to reach the initial 

equilibrium state. 

 

One of the main advantages of a numerical simulation model is the opportunity to analyse 

parameters that are not possible or very difficult to access by experimental measurements. In 

this sense, the model can be used to gain insight into very local parts of the problem, which in 

turn helps to obtain a better understanding of the complete system. This possibility has been 

found to be very useful during the analysis of the CR system. Figure 98 exemplifies the 

pressure histories at various locations inside of the injector together with the displacement of 

the needle-pin-plunger mass for a setup with lp = 200 mm, dp = 1.6 mm, pset = 1000 bar, and  

tinj = 1000 µs (see Figure 15 and Figure 59 for a schematic injector view). 

 

Figure 98. Example: pressure field inside injector. 

In the figure above “1” denotes the start of the pilot stage activation, that is, the time when the 

pilot stage ball valve begins to move. As the fluid escapes, the pressure firstly drops inside the 

volumes upstream the A-nozzle, VuA, and downstream the Z-nozzle, VdA. Shortly afterwards 

follow the static pressures values of the other locations that are recorded in this example. 

However, the plot shows that in the latter case the corresponding slopes are considerably 
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smaller than for VuA and VdZ, since the Z-nozzle effectively disconnects the pilot stage from 

the main injector circuit. During this study it has been found that, generally, the appearance of 

the initial pressure drop (Figure 98, “a”) is mainly dependent on the activation profile of the 

pilot stage, that is, the effective flow area out of the injector as a function of time. At point 

“2” the pressure above the plunger has decreased so much that the pressure force in the fuel 

gallery and at the needle shoulder (not shown in the above figure) overcomes the downwards 

directed closing force; the needle-pin-plunger mass starts to move upwards. Interestingly, the 

graph shows that subsequent to the needle opening, the pressure above the plunger does not 

decrease further, but remains on a relatively stable level. As a direct consequence of the mass 

movement, it is possible to detect an accelerated decrease of static pressure in the fuel gallery 

and more upstream in the main flow split and VuZ. At the same time, fuel passes the needle 

seat, which explains the pressure rise in the sac volume, and it escapes via the nozzle holes. 

The kink at “4” indicates that the pressure drop due to the injection has now also reached the 

volumes above the plunger. For a needle-pin-plunger mass displacement of about 120 µm 

(“3”) the two volumes VuA and VdZ start to separate. With a variable flow restriction in place 

between the former two volumes, the fluid in VdZ is compressed, which can be seen in Figure 

98 by the slight increase of the static pressure. VuA, on the other hand, becomes decoupled 

from the fuel supply. Consequently, the pressure in the same volume drops close to the 

pressure in the fuel return line. Opposite to the slopes that are denoted by “a”, the rate of 

pressure decrease during phase “b” is essentially defined by the instantaneous flow 

cross-section at the needle seat. The same is true for the minimum pressure level (pmin,1) at 

“c”. It is worth mentioning that the pressure at “c” does not remain for a long period, but 

increases right away again (see measured and simulated signal pII at t ≈  0.0107 s), despite the 

fact that in this case the full lift is reached. Finally, at about “5” the pilot stage ball valve 

begins to close the flow path to the fuel return line. The pressure in VuA recovers as a result to 

the same level as in volume VdZ (“6”). In fact, point “6” shows clearly that the flow 

restriction between VuA and VdZ is fully effective at a lift of approximately 240 µm or more. 

 

Figure 99 displays the impact of the injection parameters pset and tinj on displacement of the 

needle-pin-plunger mass. Overall, it can be said that a high injection pressure supports a fast 

actuation of the injector valve. Because the overall duration of the injection, tinj, is constant, 

the slopes of the curves get smaller for low pset. In this context, it is apparent that an injection 

time of 400 µs is too short to reach the full stroke. At tinj = 600 µs only the highest injection 
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pressures cause a mass displacement close to the full stroke (Figure 99, bottom-left). For 

injection times longer than 600 µs the needle-pin-plunger mass usually reaches the full stroke; 

an exception to this rule is observable for the lowest injection pressure at tinj = 800 µs. It is 

interesting to note that the closing slope for the tinj = 800 µs, pset = 750 bar case differs 

somewhat from the other setups. This discrepancy may, in fact, explain the kink in the mass 

rate per injection over injection time curve that is observable in both the simulation and 

measurement results (see, for example, page 81, Figure 49 and Figure 100, below). The 

configuration based on tinj = 1000 µs, pset = 500 bar (bottom-right) does not seem on first view 

to align with this theory, since a similar needle closing pattern does not lead to an outstanding 

result for the mass rate per injection (see, for example, page 81, Figure 49). Then again, it 

should be noted that the rising slope of the latter case is also noticeably smaller than the other 

curves, which might compensate for the effect of the special valve closing pattern. 

 

Figure 99. Displacement needle-pin-plunger mass as f(tinj, pset). 

Figure 100 presents in analogy to the measurement results the simulated mass per injection as 

a function of pset and tinj for the case of lp = 400 mm and dp = 2.4 mm. Together with the plots 

in the figure above, it is now possible to identify more clearly the reasons for the particular 

appearance of the graph. As an example, the bottom left plot in Figure 99 reveals that all 

except the mass per injection value for pset = 1500 bar correspond to a needle lift that is 
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smaller than the maximum displacement. Indeed, it can be seen that all values below or left of 

the inclined and shaded bar represent data for partial needle lifts. The kink at tinj = 800 µs,  

pset = 750 bar and the aforementioned setup with tinj = 1000 µs, pset = 500 bar characterise 

configurations at which the needle just reaches its maximum displacement before it is pushed 

back into the needle seat. 
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Figure 100. Example: injected mass / injection as f(pset, tinj) 

In analogy to the presentation in chapter 3.2.6, Figure 91, it can be summarised that the actual 

needle position is very sensitive to the injection parameters. This result is seen as an important 

finding for understanding of the working characteristics of such injectors. The variety of 

displacement curves underline that it is probably not adequate to simplify the injector model 

further by employing, for example, some look-up table for the needle lift (see also chapter 

3.3.2 for an analysis of the injector characteristics).  

 

Figure 101 shows, as an example, that in the configuration of pset = 1250 bar and tinj = 800 µs 

the connection line geometry has basically no effect on the lift of the needle-pin-plunger 

mass. For both a variable connection pipe length (Figure 101, left) and diameter (Figure 101, 

right) the calculated curves are almost identical. Only slight differences are detectable for the 

valve closing slope. Together with the findings for the mass flow rate as a function of the 

connection pipe geometry (chapter 3.1.4 and 3.2.5), it can be concluded that it is more likely 
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that the differences in the instantaneous total pressure at the needle seat are responsible for the 

observed injection rate diversity. 

 

Figure 101. Displacement needle-pin-plunger mass as f(lp, dp). 

3.3.2 Impact of injector model on predictions 

The dynamic characteristics of the hydraulic CR circuit consist, in general, of various 

components. One possibility is to classify the individual contributions by their source. On the 

one hand, a component is passive, that is, the properties are not changing. Any pipe element 

belongs, for example, in this category. On the other hand, a component might also change its 

state during operation. The fuel injector is a typical representative of the latter group. In order 

to evaluate the impact of the injector on the overall characteristics of the circuit, some 

additional simulation runs were carried out. For each new simulation setup the injector model 

was modified. The results are subsequently compared to the default model (see page 90, 

Figure 58). 

 

Altogether, 4 additional simulation models were used in this particular study. As the default 

setup is already fairly complex the new models have been based on a simplification of the 

existing system. In this way it is also possible to identify the needed degree of model detail to 

obtain acceptable correlation with the real system. By starting with the default injector model 

(Figure 58) all new models omitted any effects that were based on rigid body dynamics. 

Secondly, the pilot stage was completely removed; instead, the injection process was 

controlled by defining a look-up table for the effective diameter of the needle-seat orifice (see 

Appendix D for a presentation of the explicit injector models). Table 5 provides a summary of 

the most important differences to the default injector model. 
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Table 5. Overview, simplified injector models. 

Model m_01 m_02 m_03 m_04 

Comment no pilot stage, 
no rigid body 
dynamics; all 
objects use the 
same 
parameters as 
the default 
model 

all Pipe objects 
use the same 
diameter as the 
connection pipe 
between rail 
and injector 
(otherwise 
same as m_01) 

only single 
Pipe object 
between 
injector inlet 
and needle seat 
(length adapted 
to account for 
total distance); 
diameter same 
as connection 
pipe 

same as m_03 
but includes the 
flow restriction 
at the injector 
inlet (length 
adapted to new 
value, 
otherwise based 
on default 
settings) 

 

It has to be emphasised that the simplified models are less accurate than the default model as 

they neglect various parts of the real injector. This is particularly true for the models m_02 to 

m_04. However, the simplification process aimed to omit only details that were believed to 

have a minor or no effect on the overall performance. It is therefore expected that the absolute 

values of, for example, the pressure amplitudes or oscillation frequency are somewhat higher 

or lower; the general trends, on the other hand, are conserved. The latter condition is essential, 

as it ensures the adequate representation of the injector characteristics. 

 

Figure 102 compares as an example for the configuration lp = 400 mm, dp = 2.4 mm,  

pset = 1000 bar, and tinj = 700 µs the computed pressure history at the injector inlet. It is most 

evident that none of the simplified models is capable of reproducing the kink during the initial 

pressure drop. As m_01 to m_04 neglect the pilot stage altogether, this result is seen as further 

evidence that the very first negative slope is exclusively defined by pilot stage characteristics. 

Secondly, it is worth pointing out that m_03 is the only model that computes an almost 

vertical drop of pII due to valve activation. The other three models produce, in contrast, some 

reduction of the pressure gradient close to pmin,1. It is believed that this difference is due to the 

flow restriction at the injector inlet, as m_03 is the only model which neglects this 

component. 
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Figure 102. Example: comparison pII; default vs. simplified injector model. 

 

In order to evaluate the quality of the models, each simplified setup was run for 81 different 

configurations. The connection pipe geometry considered 3 pipe lengths (lp = 200 mm,  

400 mm, and 600 mm) and 3 line diameters (dp = 1.6 mm, 2.4 mm, 3.2 mm); the injection 

characteristics were defined by the 3 pressures pset = 500 bar, 1000 bar, and 1500 bar and the 

3 injection times tinj = 400 µs, 700 µs, 1000 µs (only single injection). Just as in the analysis 

in chapter 3.2.5, the results are presented through the output parameters f, which denotes the 

frequency of the pressure oscillation at the injector inlet, and the extreme values of pII: pmax 

for the largest positive pressure amplitude and pmin,1, and pmin,2 for the first and second 

negative peak, respectively, after injector activation. Figure 103 shows for the two injection 

pressures pset = 500 bar (left) and 1500 bar (right) the computed oscillation frequency as a 

function of the connection line geometry. Firstly, it can be seen that only the model m_01 is 

able to copy correctly the correlation between the oscillation frequency and the line diameter - 

generally, the oscillation frequency increases for a shift to a larger flow cross-section. All 

other models predict an opposite correlation of these two parameters. Because the setup of 

m_01 is relatively similar to m_02, but the findings are quite opposite, it can be concluded 

that this particular phenomenon is essentially defined by the variation of the flow cross-

section from the injector inlet to the main flow split and along the main flow channel down to 

the needle seat (for a schematic of the injector, see Figure 15). The difference between the 

default model and m_01 must derive from the absence of the pilot stage in the latter model. 

An interesting observation can be made in respect of the flow restriction at the injector inlet. 
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Basically, m_03 and m_04 differ only by the omission and consideration, respectively, of this 

object. Concerning the oscillation frequency, Figure 103 reveals that a discrepancy between 

these two models may arise exclusively for short rail to injector connections that are 

characterised by a relatively large diameter. 

 

Figure 103. Comparison oscillation frequency as f(lp, dp) for pset = 500 bar and 1500 bar. 

 

Figure 104 presents for various configurations the computed maximum pressure amplitude, 

pmax, as a function of the simulation model. On the left hand side, the injection pressure is 

fixed to 1500 bar. From top to bottom the injection duration increases from 400 µs to 700 µs 

and 1000 µs. At the shortest injection time the biggest gap between the default simulation and 

a simplified injector model occurs for the models m_03 and m_04. If the smallest connection 

line diameter is selected, the amplitude of the latter approaches may exceed the default 

computation by up to 90 % (Figure 104, top-left, comparison default model to m_03 at  

dp = 1.6 mm and lp = 200 mm). For long injection times, that is, tinj = 700 µs or longer, the 

discrepancy becomes smaller. The right hand side of Figure 104 shows pmax-values for some 

alternative setups with lower injection pressures. By comparing for the settings  

pset = 1000 bar and tinj = 700 µs (Figure 104, centre-right) for example the default simulation 

to the model m_01, it emerges that the latter approach significantly under-predicts the 

maximum pressure amplitude when a long connection line is used. Although all models can 

capture more or less the basic non-linear relation between the line geometry and the 

maximum pressure amplitude, it has to be said that an evaluation of pmax by a simplified 

model is rather problematic. Overall, the fit might be reasonably good at one operation point, 

but differ at some other configuration by 30 % or more. In light of the small total quantities 

that are injected and the generally high propagation velocity of a pressure pulse, it is more 
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than likely that such a model leads to findings that are not accurate enough for evaluating, for 

instance, the impact on the combustion process. 

 

Figure 104. Comparison pmax as f(pset, tinj, lp, dp). 
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Figure 105. Comparison pmin,1 (left) and pmin,2 (right) as f(pset, tinj, lp, dp). 

Figure 105 completes the previous figure through showing for the studied configurations the 

computed absolute amplitude of the first and second negative pressure peak at the injector 

inlet. The left hand side of Figure 105 demonstrates that all simplified models fail to 

accurately describe the increase of pmin,1 as a function of the connection pipe length, lp. On the 

other hand, the values are, in the main, too small if the system is based on a small line 

diameter. Again, the closest match can be found for m_01 as the results suggest the same 
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trend as the default model. Concerning pmin,2, the right side of Figure 105 leads to similar 

findings. Firstly, the differences between the default simulation and the simplified models 

tend to increase for large distances between the rail and the injector. Secondly, the models 

m_02 to m_04 exceed the pmin,2 prediction of the default model if a small line diameter is 

used. The latter finding aligns with the result for pmax. 

 

A presentation of the injection rate as a function of the injector model is omitted here. Due to 

the large discrepancy for the pressure signal pII, it is anticipated that the simplified models are 

not capable of adequately predicting the mass flow rate for single or multiple injection events. 

3.3.3 Effect of wall flexibility on system characteristics 

All materials are characterised by the fact that they deform if some load is applied. Usually, 

the dynamic behaviour of a system is strongly dependent on the component with the lowest 

stiffness. In low and medium pressure hydraulic circuits hoses define in most cases the 

objects with the largest flexibility. As explained at the beginning, high pressure fuel injection 

systems consist solely of steel pipes and connectors that are specially designed for this 

application. It is therefore expected that boundary flexibility has only a minor impact on the 

characteristics of the system. On the other hand, in order to evaluate the effect of the wall 

flexibility on the findings, the present analysis uses for the rail and connection lines a 

Figure 106. GT-Fuel model; main CR circuit with PipeFlexibleWall objects. 
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definition that accounts for the elasticity of the material. Figure 106 shows the modified 

model of the main CR circuit in the GT-Fuel environment. The injector model was not 

affected by this study. As opposed to the default model (see page 90, Figure 58), the present 

definition utilised PipeFlexibleWall objects instead of rigid Pipe elements. In addition to the 

equations for the flow field, the newly introduced objects account for FSI effects through 

solving the previously presented equations (108) to (110) in chapter 3.2.1. The simulation 

model used for the connection pipes a Young’s modulus 196000 MPa and Poisson ration of 

0.3; the numerical values for the rail elements were 207000 MPa and 0.285, respectively (for 

further details, see Appendix A, Table A 5). 

 

For analysing the basic correlation between wall flexibility and system characteristics, only 

one configuration was studied. The injection parameters were pset = 1000 bar and  

tinj = 1000 µs; the connection line parameters were chosen as lp = 200 mm and dp = 1.6 mm. 

Analogous to the real system, the wall thickness of the rail was set to 6.95 mm. For the 

connection pipes the same parameter was set to 2.375 mm (see Appendix A, Table A 6). 

 

Figure 107. Example: impact of wall flexibility on pressure history pII. 

Figure 107 presents the computed pressure history pII at the injector inlet for both the default 

model and the system with the flexible wall objects. From this plot it can be seen that actually 

both approaches lead to the same finding. The difference between the two cases is, in fact, 
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only marginal and not relevant for the evaluation of the system characteristics. It is therefore 

concluded that the earlier made assumption concerning the rigidity of the wall boundaries is 

applicable without compromising the quality of the simulated results. Accordingly, also no 

other plots of the flexible wall simulation model are presented here. 

3.3.4 Analysis of rail properties 

Up to this point, the geometry of the rail has been kept constant, that is, its length and 

diameter have not been considered in the analysis of the system. One reason for this strategy 

is based on the basic purpose of the rail and its requirements. From a fluid dynamics point of 

view, it is advantageous to use a large volume, as an increase of the hydraulic capacity 

supports the elimination of unwanted fluid transients in the system. On the other hand, a large 

volume under high pressure is not very economic to pressurise at start-up and during set 

pressure variations. Secondly, large volumes under high pressure load are subjected to higher 

stresses due to the bigger dimensions. Finally, the space in the engine compartment is 

commonly very limited. In light of these arguments, it can be summarised that the range of 

acceptable rail designs is very restricted. Potential modifications can only be made within 

narrow bounds unless the entire engine layout is completely reconsidered. 

 

Table 6. Definition of main rail dimensions. 

Configuration Length [mm] Diameter [mm] 

default model 315.5 9.9 

m_l1 268.175 9.9 

m_l2 362.825 9.9 

m_d1 315.5 8.415 

m_d2 315.5 11.385 

 

For evaluating the general impact of the rail properties on the dynamic characteristics of the 

hydraulic CR circuit, the present study investigated 4 additional configurations in the GT-Fuel 

environment. As presented in Table 6, the analysis was split into two parts; the first series 

studied the effect of the accumulator length (m_l1 and m_l2) and the second part the impact 

of the rail diameter on the system (m_d1 and m_d2). In both cases the new models were based 

on a 15 % increase or decrease, respectively, of the analysed parameter. The default model 
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was identical to the one that was used in the previous chapters. The main settings were 

defined by lp = 200 mm, dp = 2.4 mm, pset = 1000 bar, and tinj = 800 µs. 

 

 

Figure 108. Comparison pressure pII as f(rail geometry); length (top) and diameter (bottom). 

The pressure at the injector inlet, pII, is used to analyse the effect of the rail geometry 

variation on the hydraulic circuit characteristics. Figure 108 shows that on a large scale the 

curves of the new models are rather similar to the default setup. Indeed, it can be seen that all 

models lead to almost identical initial pressure peaks. This includes both the absolute values 
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of pmin,1, pmax, and pmin,2 and their respective time of appearance. It can be said that the 

geometrical characteristics of the rail are of secondary importance when optimising the 

dynamic characteristics of the system, as the time of a potential second injection start follows 

within one millisecond or slightly more after the first needle lift. The curves in both graphs 

suggest that the effect of the rail parameters causes a distinguishable difference to the default 

model only after about 5 ms to 10 ms after the first injection. Although the amplitudes of the 

oscillations remain nearly constant, it can be said that a shorter rail tends to increase the 

oscillation frequency pII, while a longer accumulator leads to the opposite result (Figure 108, 

top). Similarly, a 15 % larger rail diameter supports a faster propagation of the main pressure 

disturbance; the smaller diameter, on the other hand, causes the oscillation to slow down 

(Figure 108, bottom). It is interesting to notice that in the latter analysis the curve of the 

default model is not centred between the curve of the bigger and smaller diameter case. As a 

closer investigation shows, the difference between the 15 % larger rail setup and the default 

model is somewhat smaller than the gap towards the other extreme. 

 

Overall, it can be said that the rail dimensions need to be changed significantly to cause a 

noticeable effect on the initial pressure history at the injector inlet and the injection rate, 

respectively (see analysis in chapter 3.2.5). Then again, as has been outlined in the beginning, 

the rail geometry is more restricted than, for example, the geometry of the connection lines 

between the rail and the injectors. A change to a different configuration might be therefore not 

feasible without requiring further adaptations of the engine layout. 

3.3.5 Analysis of potential measures to minimize unwanted pressure 
oscillations 

It is unmistakable that the pressure oscillation at the injector inlet has adverse consequences 

on the homogeneity of the fuel delivery during multiple injection events. Both experimental 

measurements (chapter 3.1.5) and simulation results (chapter 3.2.6) show that, for example, 

the mass flow rate of the second injection is strongly affected by the injection timing, that is, 

the instantaneous total pressure head over the injector. It is therefore desirable to minimise as 

much as possible any oscillation at the injector inlet. As has been indicated in the 

introduction, common measures for attenuating unwanted fluid transients in low and medium 

pressure hydraulics are not appropriate in high pressure applications due to the pressure level 

and the fast transients. Secondly, the limited space requirement enforces the use of solutions 

that can be integrated easily into existing systems. The present study aims to guide towards 
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potential methods that are suitable for minimising pressure and flow oscillations. In this 

sense, this investigation is not meant to be complete or more detailed than necessary.  

 

Two concepts for damping unwanted fluid transients at the injector inlet are discussed in this 

study - Helmholtz resonator and in-line attenuator. The location of the damping devices was 

set as close as possible to the source of excitation. Generally, the injector dimensions are 

fixed, that is, the nozzle holder can not be enlarged to accommodate the required volume 

because of the limited space available at the injector mounting point. Consequently, the 

injector inlet defines the next possible location for the damper and attenuator position, 

respectively. The dimensions of both systems were adapted to the dynamic characteristics of 

the CR circuit (see Appendix E). In respect of the connection pipe geometry, the connection 

pipe length, lp, shows a larger impact on the pII oscillation frequency than the line diameter, 

dp (see, for example, page 111, Figure 76). This numerical study utilised accordingly a system 

configuration of dp = 2.4 mm and lp = 200 mm, 400 mm, and 600 mm. The injection pressure 

was varied between 500 bar, 1000 bar, and 1500 bar and the injection duration includes  

tinj = 600 µs and 1000 µs. For each damping device two setups were considered. Figure 109 

defines the main parameters and Table 7 lists the corresponding numerical values. 

 

Figure 109. Geometry definition, Helmholtz resonator (left) and in-line attenuator (right). 
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Table 7. Numerical values for damping devices (internal dimensions). 

Type Model V [mm3] L1 [mm] L2 [mm] D1 [mm] D2 [mm] 

Helmholtz m_H01 65395 93 10 30 2 

 m_H02 8174 46 20 15 1 

In-line m_L01 2356 30 - 2.4 (= dp) 10 

 m_L02 9425 30 - 2.4 (= dp) 20 

 

The implementation of the damping devices into the existing GT-Fuel model is 

straightforward and easy to accomplish. In the case of a Helmholtz resonator, a three-port 

flow split object was added at the injector inlet. The two main ports were connected to the 

connection pipe downstream end and injector inlet, respectively. The third port was 

perpendicular to the pipe axis and connects the actual resonator to the main flow path between 

rail and injector. Two pipe objects were used to represent the resonator geometry. The first 

object stands for the resonator throat, the second for the resonator volume. For completeness, 

the resonator volume could alternatively be represented by a simple volume object. Using a 

pipe object (with one termination) instead enables that the pressure inside the resonator 

volume is not uniform but a function of the axial pipe dimension. The implementation of the 

in-line attenuator followed the same concept. Based on the default geometry, a section of the 

original pipe connection between rail and injector was replaced by a new pipe object with the 

dimensions of the attenuator. It is emphasised at this point that no special treatment is 

necessary for the interfaces between resonator or attenuator and default model. This also 

includes potential assumptions for the upstream or downstream side of the damping device. 

Furthermore, no additional equations are necessary. As the damping devices are made of the 

same components as the remaining circuit, the same equations apply for modelling the fluid 

flow through the objects (see chapter 2.2.2, for example equations (45), (51), and (61)).  

 

The effectiveness of each configuration is evaluated by comparing the computed results to the 

default simulation model (see chapter 3.2 for a model description). 
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Figure 110. Comparison pII for various damping configurations as a function of  

injection parameters and connection pipe length. 

Figure 110 shows for the shortest (left) and longest connection pipe setup (right) the pressure 

history at the injector inlet. It is apparent that best attenuation is achieved by the Helmholtz 

resonator with the largest volume (m_H01); the pressure remains nearly constant for all 

studied configurations. The smaller Helmholtz resonator (m_H02) is rated as the second best 

solution, as the fluctuations are only minor, that is, in direct comparison to the default model 

they tend to be negligible. The in-line attenuators, on the other hand, are less effective than 

the previous damper group. Particularly the setup with the smallest dimensions (m_L01) leads 

to pressure amplitudes in the range (Figure 110, lp = 200 mm) or slightly below (lp = 600 mm) 
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the predictions of the default model. The slightly bigger in-line damper (m_L02) is already 

noticeably better than its smaller version. While the improvement is relatively small for a 

setup with short connection pipe and long injection duration (Figure 110, bottom-left), the 

benefits become more apparent for the other system configurations. For the small Helmholtz 

resonator setup (m_H02) and both in-line attenuator models, it is observable that the 

frequency of the new oscillation is lower than for the default circuit configuration. The former 

case shows initially a pressure variation of high frequency that is superimposed on the 

frequency (see, for example, Figure 110, bottom-right, m_H02). The in-line attenuator curves, 

on the other hand, are characterised right from injection start solely by the new oscillation 

frequency. It is worth noting that for all three configurations (small Helmholtz resonator and 

both in-line attenuators) the oscillation decay appears to be smaller than for the default setup; 

the latter phenomenon is most evident for the case m_L01. 

 

Figure 111 presents for various configurations and models the absolute pressure variation 

between the lowest and highest pressure level at the injector inlet. Firstly, the plots reveal in 

analogy to the previous Figure 110 that, generally, the Helmholtz resonator simulations lead 

to a smaller variation of pII than the in-line damper configurations. Secondly, both graphs 

clearly show that a damping device may support a uniform pressure level as a function of the 

input parameters. By taking, for example, the injection pressure as the main variable, the 

upper graph of Figure 111 shows that for a setup with lp = 400 mm and tinj = 600 µs the 

default model leads to ∆p values of 400 bar and 550 bar for the injection pressures  

pset = 1000 bar and 1500 bar, respectively. The same ∆p values for the m_H02 model account 

for ∆p = 100 bar and 150 bar as a function of pset. In the former case the amplitude variation 

equals 150 bar, while for the small Helmholtz resonator setup the difference is only 50 bar. 

Similarly, Figure 111 demonstrates that for the models m_H01, m_H02, and m_L02 the 

calculated pressure variation is fairly independent of the connection line length. In all three 

cases the lines that connect the values of constant injection pressure are basically horizontal. 

In contrast, the default model predicts a considerable increase of ∆p for large line lengths. It 

should be noted that not all tested damper configurations lead to a significant change from the 

default setup. As for the analysis of the pII histories in Figure 110, it can be summarised that 

the model m_L01 behaves quite similarly in respect of ∆p compared with a circuit without 

any damping device. In fact, it can be seen that for a setup of lp = 200 mm and tinj = 1000 µs 

the small in-line attenuator causes a setback with respect to ∆p. 
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Figure 111. Comparison of ∆p for various damping configurations as a f(lp, pset); 

tinj = 600 µs (top) and tinj = 1000 µs (bottom). 

Because of the smaller impact of the injection pressure and the connection line length on the 

oscillation amplitudes, it can be concluded that a properly dimensioned Helmholtz resonator 

or in-line damper promotes a smaller pressure variation at the injector inlet. As the effect of 

the studied input parameters is reduced, it is to be expected that the injection process is more 

uniform over the input parameter range.  
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Figure 112 illustrates for the two example cases m_L02 and m_H02 the corresponding 

modifications to the hydraulic circuit. Based on this view, it can be said that an in-line 

attenuator usually fits well into an existing system, as the device is rather compact. On the 

other hand, the small Helmholtz resonator setup also appears not very large. It should be 

noted that both devices display their respective outer dimensions, that is, a reasonable wall 

thickness has been chosen for this presentation. Finally, by incorporating the damping device 

into the injector it is probably possible to further reduce the external dimensions. 

 

Figure 112. CAD drawing of CR test bench with m_L02 and m_H02. 
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4. DISCUSSION 

This thesis closes the gap between research that concentrates on the combustion process and 

work that focuses on the fuel delivery process, that is, the performance of, for example, an 

explicit CR fuel injector design. The literature review in the introduction has stressed that, up 

to this point, basically no information is available in the literature discussing the impact of the 

dynamic characteristics of the hydraulic circuit of a high pressure CR system for fast running 

diesel engines on the overall injection performance. Accordingly, this thesis primarily 

addresses the need for a deeper knowledge in this area in order to optimise existing and future 

CR diesel fuel injection systems. 

 

The research work carried out in this thesis involved the study of the theory for modelling 

fluid transients in hydraulic systems, the analysis of the dynamic characteristics of a 

commercial high pressure CR system by means of experimental measurements, the 

development of a numerical simulation model for extending and refining the range of the 

measurement results, and the utilization of the numerical model to obtain a better insight into 

local flow phenomena and to investigate the impact of individual parameters and components 

on the overall system behaviour.  

 

The theoretical review of methods for modelling fluid transients briefly described the main 

aspects of various approaches that belong either to the group of frequency or time domain 

methods. The presentation of the basic governing equations for modelling fluid flow has 

served as a basis for the discussion of different aspects that are important when modelling fast 

transients in high pressure environments by GT-Fuel and ANSYS-CFX. This included the 

clarification of the main differences to other, classical methods for modelling fluid transients. 

The theoretical part ended with a presentation of two simple methods for approximating the 

main frequencies in primitive hydraulic systems. Consideration of the latter methods was 

included in this thesis to demonstrate the complexity of the hydraulic system and its effect on 

the modelling requirements. Based on a comparison of the results of the measurements and 

GT-Fuel model findings, respectively, it can be said that the predictions of the simplified 

approaches are less suited to model real-life problems than, for example, the presented CR 

fuel injection system. 
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The experimental measurement work was conducted on a hydraulic test bench, which had 

been designed to allow maximum flexibility with respect to the system layout. The main 

focus of the geometrical study was on the connection line geometry between rail and injector. 

In total six, signals were recorded during a measurement run: temperature (T), injector current 

signal, pressure at the injector inlet (pII), pressure at the dead end of the adjacent port (pDE), 

pressure at the rail (pRa), and mass per injection. From all three pressure signals the pressure 

at the injector inlet is characterised by considerably larger amplitudes than pDE and pRa. The 

latter two data arrays have been found to be very similar, which indicates that the mass flow 

oscillation in the small dead end branch is to some extent lower than in the relatively large rail 

(small and large refers to the corresponding diameters). The oscillation frequency of the pRa 

signal prior to an injection was analysed by DFT for three different injection pressures. It can 

be said that the frequency before an injection is solely defined through the characteristics of 

the high pressure pump. No evidence has been found of the pressure regulator valve dynamics 

having an impact on the overall system dynamics. The study on the effect of the injector 

mounting point has revealed that it is not important to which rail port the injector is 

connected.  

 

The parameter analysis for a single injection event consisted of three connection pipe lengths 

(lp), three line diameters (dp), five injection pressures (pset), and four different injection 

durations (tinj). In respect of pDE it can be concluded that a long lp supports large pressure 

amplitudes. It is expected that the capacitive effect of the rail volume on the pressure 

oscillation at the measurement point weakens for increasing connection pipe length. Hence, 

the oscillation at the end of a long pipe is only affected to a minor degree by the 

approximately constant pressure in the rail. The impact of dp is negligible for long tinj; for 

short injection times, a big dp leads to larger initial pDE amplitudes than a setup with small 

pipe diameter. The latter finding is particular interesting, since a large flow cross-section is 

normally associated with smaller amplitudes. On the other hand, it has to be remembered that 

the rail volume is located between pDE and the source of the excitation. Since each flow split 

and restriction has an effect on the propagation of a pressure pulse, it is plausible that such 

effects lead to the observed result. The correlation between the dead end amplitudes and pset 

has been found to depend in a non-linear way on tinj. At the injector inlet, the measurements 

show that the line length lp has no effect on pII if the injection time is short (tinj = 400 µs). 

Otherwise, the amplitudes increase as a function of lp. It has been noted that the setups with 

the longest pipe tend to be more uniform, that is, the amplitudes are less affected by, for 
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example, the injection duration. As for pDE, it is expected that this behaviour is related to the 

relative distance between the injector inlet (pII) and the rail volume. Concerning the line 

diameter, the results demonstrate that a larger dp helps to reduce the amplitudes. This has been 

found to be true for all tinj; a small exception represents the case for tinj = 400 µs, as the 

phenomenon appears slightly reduced. It is very likely that this overall trend is related to the 

differences in instantaneous mass flow as a function of pipe diameter. By assuming 

approximately identical mass flows, the velocities in the small pipe are by physical law 

higher. This, on the other hand, leads to larger pressure amplitudes if the moving fluid column 

needs to be accelerated in either direction.  Generally, the data have shown the largest 

pressure amplitudes for the highest injection pressure. This finding is, in fact, also expected as 

the volumetric flow through a restriction is connected to the pressure gradient (see, for 

example, equation (1)). An increase of the pressure gradient usually leads, if choked flow is 

not considered, to an increase of the flow velocity. By applying the water hammer theory for 

the dp argument as above, it can be seen that the amplitude must increase for higher injection 

pressures. The frequency analysis of the pII signal reveals that this output parameter 

commonly increases for short lp, large dp, and high pset. The trends for the first and last 

parameter, namely lp and pset, are anticipated. With respect to lp, it can be said that the 

oscillation frequency, which is observed at pII, is related to the time a pressure pulse needs to 

travel up and down the connection pipe between rail and injector. The closer the injector is 

mounted to the rail, the shorter is the pressure pulse revolution and the higher the oscillation 

frequency. The injection pressure directly affects the fluid density and with it the speed of 

sound. In this sense, a high set pressure causes an increase of the speed of sound, which again 

supports a short revolution time of a pressure pulse. The impact of the connection pipe 

diameter on the oscillation frequency is, on the other hand, significant. Classical Fluid 

Transients theory shows no link between the oscillation frequency and the pipe diameter (see, 

for example, also the discussion in chapter 2.3). In fact, it makes no sense that the latter 

parameter has an effect on the fluid density (such as pset) or the revolution time of a pressure 

pulse (see for example lp). Accordingly, the explicit phenomenon that has been observed in 

the measurements and simulations must be based on the fact that the oscillation frequency is 

the result of a combination of different dynamic systems, that is, the rail, the connection pipe, 

and the injector. The circumstance that the characteristic oscillation frequency at pII is 

significantly lower than the reciprocal of the connection pipe time constant shows that the 

statement in the previous sentence is unquestionable. Finally, the measurements have shown 

that the characteristic time constant of the oscillation is not affected by tinj. The initial pressure 
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drop is initiated by lifting the injector needle; the needle seat characteristics, on the other 

hand, define the first pressure minimum, pmin,1 (see page, 133, Figure 98). In respect of the 

mean pressure drop (∆pmean) of pII due to the needle opening, the measurements have 

indicated that the pressure drop does not change linearly with pset. Basically, the real CR 

system behaves similarly in this respect to the classical case of flow out of a pressurised 

container. The main difference, however, is the fact that the rail is continuously fed by the 

pump with a specific mass flow and that the system elasticity changes as a function of set 

pressure. Both contributions may lead to the particular observation that is presented in this 

thesis. As a function of tinj, the same parameter shows non-linear behaviour. The impact of the 

connection pipe geometry on the pressure drop is negligible within the studied limits. A small 

correlation might be found that supports a reduction of ∆pmean for long lp and large dp. 

Nevertheless, if larger fuel injection systems, for example, medium speed diesel engines are 

analysed, it might be sensible to also consider the parameters dp and lp. The mass weight 

measurements have revealed that a large injection pressure and long injection duration 

support large injection amounts. For injection times longer 600 µs the results have indicated 

that in the range of the analysed parameters the mass flow rate through the injector tends to be 

independent of the pressure drop over the injector (see, for example, Figure 49 on page 81). 

On a cautious note, however, it must be stressed that the quality of this statement is dependent 

on the number of utilised observation points. Further phenomena need to be considered in 

order to make a more accurate prediction (see discussion of simulation results). If the 

injection parameters pset and tinj are kept constant, the measurement data document that long 

connection lines lead to a reduction of the injected mass per injection. This has been found to 

be particularly true if the diameter dp is chosen to be small. Similarly, large line diameters 

support an increase of the mass flow rate, which was especially evident when long lp has been 

used. Overall, the impact of the connection line on the mass per injection diminishes for short 

injection times. The last findings are believed to be result of the combined system 

characteristics. Depending on the hydraulic circuit configuration and operating conditions it is 

likely that the dynamic properties are changing. Thus, the combination of all contributions 

leads to the observed result. 

 

The experimental analysis of double injection events covered five injection periods or dwell 

times, respectively. Both injections were conducted with an identical injection time of  

tinj = 600 µs. The output parameters included the study of pressure histories at the injector 
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inlet (pII), the frequency of pII, and the comparison of the mass flow rates for the first and 

second injection. In respect of the first parameter, it has been found that the final pressure 

oscillation is significantly larger than for the single injection case, if the start of the second 

injection is in phase with the positive pressure peak of the previous injection. Conversely, an 

injection that starts on the second negative amplitude of the oscillation leads to peaks that are 

only slightly higher or lower than the single injection extreme values. If the start is set on the 

first negative slope (not counting the initial pressure drop due to valve opening) at about the 

same pset-level as the first injection (“case A”), the amplitudes are significantly larger than for 

the default case. Conversely, for the second injection starting on the second positive slope and 

at the same injection pressure level (“case B”), the resultant oscillation has been recorded as 

smaller than for the single injection event. Based on these findings, it can be argued that the 

final pressure amplitudes are the result of both the static and dynamic pressure head. Both 

contributions define the final outcome, that is, if the effects of each injection support or 

oppose each other. With respect to the oscillation frequency, the measurements show that the 

timing of the second injection has no effect on the final frequency; a slight exception to this 

rule can be found for the setup with the first and second wave being in opposite phase. 

Together with the findings for the single injection measurements, it can be speculated that 

also double injections with different tinj lead to the same result. The analysis of the individual 

mass flow rate results shows a strong correlation to the injection period. The lowest injection 

rate for the second injection is recorded for “case A”; an injection at the first positive peak 

and at “case B” has led, on the other hand, to maxima of the same parameter. Just as for the 

pressure amplitudes, the total amount of mass that is injected during the second needle 

opening is dependent on the total pressure head. 

 

The main settings and definitions for modelling the CR system by means of GT-Fuel were 

presented. This included the presentation of the basic concept for modelling fluid transients in  

GT-Fuel and the implementation of the real system into the code. The presence of special 

flow phenomena inside the fuel injector was emphasised. A three-dimensional transient CFD 

analysis in ANSYS-CFX was conducted to obtain knowledge about the flow field inside the 

injector pilot stage. The results have confirmed that the pressure field and streamlines vary 

strongly during the plunger lift phase. This information has been used to enhance the  

one-dimensional simulation model in order to obtain better correlation with the real system. 
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The GT-Fuel simulation model of the CR system was validated with experimental data. The 

comparison was not restricted to a few operating points, but included the complete range that 

had been investigated during the measurements. For evaluation, the pII data array and the 

mass flow rate were chosen as comparison parameters. The simulation model has shown 

overall good agreement with the measurement data. Some discrepancy has been found for the 

mass rate per injection for the smallest injection time (tinj = 400 µs). However, the impact of 

the difference on the overall results has been judged to be acceptable. It should be noted at 

this point that due to the good agreement between measurements and simulations, the 

subsequently following summary of the simulation results omits a discussion of the findings if 

they are commented on in the previous sections of the measurement results. 

 

The simulation model was used to extend the parameter study of the experimental 

measurement, that is, to refine and widen the range of considered parameters. With emphasis 

placed on the connection pipe geometry and the injection parameters pset and tinj, a total of 

1050 configurations were investigated. The output parameters included the pressure history at 

pII and the injection rate per injection. The former parameter considered explicitly the 

extreme values pmax, pmin,1, and pmin,2. Secondly, the oscillation frequency, f, and the 

attenuation of the oscillation were studied. Concerning the latter analysis, two methods were 

presented and utilised. In respect of the maximum pressure level in the system, the 

simulations show that generally long injection durations support a high value for pmax. This 

correlation is emphasised for low injection pressures. It has been further found that the pmax 

values align for long tinj and in conjunction with long lp and large dp. Overall, it is evident that 

the connection line geometry affects the impact of tinj on pmax. If, for example, a short pipe 

length is used, it can be seen that the weight of tinj is reduced. By speaking for the impact of 

pset on pmax, the results confirm that the maximum positive amplitude increases as a function 

of injection pressure. It has been found that this correlation is non-linear. The situation is 

similar for the link between connection line geometry and pmax. Firstly, the parameters lp and 

dp are connected to pmax in a non-linear way. Secondly, the simulations demonstrate that some 

small impact of the pipe geometry is present for very short injection times. The rate of change 

of pmax as a function of lp increases if the line diameter is set to a small value. On the other 

hand, the relative impact of dp reduces for long connection pipes. With reference to the 

minimum pressures pmin,1 and pmin,2, the results have been in alignment with the pmax findings. 

Generally, the absolute value of the first downwards pointing peak is bigger than the second, 

if the injection pressure is high and a small line diameter is chosen. It can also be seen that the 
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first pressure undershoot becomes independent of the injection duration in the case of  

tinj > 500 µs. The frequency analysis of the pII pressure oscillation has extended the 

measurement data discussion by showing clearly the non-linear relation between pset and f. 

The calculations have indicated that the impact of pset depends on the connection pipe 

geometry. Particularly for small connection line diameters, the weight of pset appears reduced. 

In respect of the connection between pipe geometry and f, the simulation adds that the impact 

of dp decreases for long lp. In fact, the results indicate that f tends to a finite value for large dp. 

The normalised comparison of the data has revealed that pset has no impact on the relative 

variation of f due to lp and dp. In this context, the results of the simplified methods for 

estimating the basic frequency of a hydraulic system did not match with the findings of the 

GT-Fuel simulation and measurements, respectively. This shows that none of the presented 

simplified methods is capable of predicting the main characteristics of the hydraulic CR 

circuit. For completeness, it should be added that the approaches might perform somewhat 

better if more detail is added to the models. This would, however, not overcome the general 

deficiency when representing large pressure gradients. Secondly, both methods would become 

significantly more complex, which undermines the initial idea of using a quick and simple 

method. With respect to the oscillation damping, a trend emerges that supports higher 

damping for higher injection pressures. Overall, the differences as a function of the studied 

parameters are small. The simulation results for the mass rate per injection confirm the 

measurement findings. Because of the finer parameter definition, it is found, in fact, that the 

impact of the connection line geometry on the injection rate diminishes for injection times 

equal or less than tinj = 600 µs. The analysis of the mass rate per injection, together with the 

needle lift, has shown that the injection amount is primarily a combination of injection 

duration, instantaneous pressure at the needle seat and needle opening area. The last two 

parameters are directly linked to each other, since the static needle seat pressure acts on the 

needle tip surface; most interestingly, it has been found that the needle does not necessarily 

reach its full lift, but performs only partial lifts. This latter circumstance, which depends on 

the injection parameters pset and tinj, is to a great extent responsible for the observed results 

(see, for example, Figure 49 and Figure 100). 

 

The numerical study of the double injection event was defined in accordance with the 

experimental measurements. In total, nine injection periods were analysed. The geometry 

study included two additional connection pipe lengths and line diameters. The output 

parameters were based on the pressure history at the injector inlet, mass flow rates, and 



 

 

161 

computed needle lifts. Firstly, a comparison of the simulated data to the experiment has 

shown good agreement between the pressure histories pII and the mass flow rates. Secondly, 

the geometry analysis confirms that the injection amount of the second injection is, the same 

as the pII pressure characteristics, a function of the pipe geometry, lp and dp. The 

characteristic delivery curve shifts left or right on the time axis and is compressed or stretched 

as a function of the pipe length and line diameter. With reference to the pressure amplitudes, 

the computations have underlined the strong impact of the injection period on the pressure 

history pII. The needle lift analysis reveals that the second needle opening depends on the 

dwell time between the first and second injection. It has been emphasised in the text that the 

smallest needle lift and the smallest delivery rate do not occur for the same injection period. 

The last two findings can be supported by the same argument as for the discussion of, for 

example, the mass rate per injection for a single injection event. While the needle 

displacement is solely defined by the forces that act on the needle mass, that is, forces based 

on the static pressure, the mass flow rate is to a great extent also dependent on the 

instantaneous motion of the fluid column. 

 

In a further analysis of the CR circuit, parameters have been studied that are not accessible 

through measurements. Firstly, a comparison of the pressures at the injector inlet and inside 

the sac volume has confirmed that a discussion of the system characteristics (initial pressure 

amplitudes, frequency and decay of the oscillation) based on pII is justified. Secondly, it has 

been presented that the temperature variation due to compression and rarefaction waves is 

considerable. The same is true for the calculated speed of sound in the fluid. Because both 

variables are linked together via the fluid density, which is dependent on the instantaneous 

temperature, it has been shown that this effect should not be neglected in the presence of large 

pressure gradients. The computation of the instantaneous Re number and fluid velocity at two 

different locations in the circuit and for various injection settings underline that both variables 

are not constant. Certainly, this finding has been anticipated due to the nature of the involved 

physics. The presented plots, therefore, stress that it is not sensible to apply the same 

categorisation of, for example, laminar versus turbulent flow when dealing with this kind of 

hydraulic system. An analysis of the pressure histories at various locations inside the injector 

was used together with the computed needle lift profile to discuss explicit injector 

phenomena. In this context, it has been found that the initial pressure history at the injector 

inlet is strongly affected by the internal design of the injector. The review of computed needle 

lifts as a function of the input parameters has revealed that the injector opening is based on 
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pset and tinj. At short injection times the needle usually does not reach its full stroke length. In 

fact, a large injection pressure supports fast valve activation and large needle displacement. 

Conversely, the simulation results reveal that the connection line geometry has basically no 

effect on the needle lift. 

 

Four additional models were compared to the default simulation setup in order to investigate 

the effect of the injector on the overall system behaviour. All new models were characterised 

by a simplified representation of the injector; for example, in all cases the needle movement 

was defined through a look-up table of the needle seat flow cross-section. The comparison of 

the cases concentrated on the pressure signal at the injector inlet. This included the pII history, 

the extreme values of pII, and the main frequency of the same data array. In respect of the 

first comparison criteria, the simulation results have shown that none of the simplified models 

can reproduce the typical shape of the initial pressure drop. Similarly, the simplified models 

lack the capability to predict the initial extreme values of the pII signal. Although the results 

are acceptable for some operating points, the overall accuracy over the complete parameter 

range is not satisfactory. Only the model that shows the highest similarity to the default setup 

can correctly predict the correlation between oscillation frequency and connection line 

diameter. The reasons for the latter observations are already given in earlier sections. The 

overall dynamic behaviour of the hydraulic CR circuit is the sum of individual components. 

One such component is the fuel injector. If it is changed, for example, by neglecting some of 

its flow paths, the resultant dynamic behaviour is different and with it the characteristics of 

the complete circuit. 

 

A simulation model was developed to investigate the impact of wall flexibility on the 

dynamic characteristics of the system. For this purpose, all Pipe objects of the rail and the 

connection lines in the GT-Fuel model were enhanced to includ FSI effects. A comparison of 

the injector inlet pressure signal has revealed that both FSI and rigid wall simulation basically 

lead to the same findings. One explanation that speaks for this observation is the fact that the 

individual components are specially designed for this application. Because of the relatively 

large wall thickness and material selection, the deformation of the components is basically 

negligible. In order to study the effect of the rail properties on the system, four additional rail 

geometries were simulated together with the default injector model. The main output 

parameter was given the same as for the FSI analysis by the pII history. It has been 

summarised that the initial pressure history at the injector inlet is not affected by the rail 
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geometry; both initial minimum and maximum pressure values are very similar to the default 

simulation result. Indeed, it has been shown that the diameter and length of the rail only has a 

slight effect on the main oscillation frequency. This result underlines that, within the studied 

parameters, the rail volume has only a minor impact on the overall dynamic characteristics of 

the hydraulic circuit. 

 

The final chapter of this research work briefly investigated the possibilities of minimising 

unwanted pressure oscillations at the injector inlet. Two dampers of passive interference and 

wave reflection type were studied: Helmholtz resonator and in-line attenuator. The numerical 

analysis was based on the study of two designs for each damper.  The simulation setup 

considered three different connection pipe lengths and six injection parameters. By 

considering exclusively the pressure history at the injector inlet and the total pressure 

variation at the same location, it has been observed that the best attenuation can be achieved 

through implementing a Helmholtz resonator. The results for the in-line resonator have been 

mixed. For a too small damper configuration, the attenuation has been found to be not 

satisfactory. The second, slightly bigger design, however, has led to an acceptable attenuation 

rate of the oscillation. This last analysis has shown that it is in general possible to optimise an 

existing system by relatively small modifications. It should be stressed, however, that the 

damper study was intended to provide only a rough presentation of some potential solution. 

Before adapting such a device to an existing system, more analysis is required. 
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5. CONCLUSIONS AND SUGGESTIONS FOR 
FURTHER RESEARCH 

The research contributions of this thesis regarding the analysis of the hydraulic circuit of a 

high pressure CR diesel fuel injection system by means of experimental measurements and 

numerical simulations are: 

− Fuel injection by an injector that is connected to the accumulator of a CR system 

triggers fluid transients in the hydraulic circuit. Primarily, the transients have a 

negative effect on subsequent injections at the same injector as they considerably alter 

the initial conditions. In the same way, it is also possible that the injection at an 

adjacent injector is affected negatively through wave transmission. 

− The fluid transients at the injector inlet are a function of the injection parameters and 

the connection line geometry between rail and injector. 

− A simulation model of the CR system is a very valuable tool to gain better insight into 

local flow phenomena that ultimately define the behaviour of the total system. 

 

In detail, it can be concluded that: 

− The regulator valve has no impact on the dynamic characteristics of the CR circuit 

studied here. It can therefore be omitted in the simulation model of the hydraulic 

system. 

− It is adequate to study the system on a test bench by mounting only one injector to the 

rail. The other ports can be used, for example, to connect sensors to the system. 

− The internal flow field of the injector is rather complex. As experimental 

measurements are extremely difficult, or even impossible, to conduct, a  

three-dimensional analysis of the internal flow physics by CFD can help to optimise 

the one-dimensional simulation model of the complete circuit. 

− Fluid flow in CR circuits can not be described by classical dimensionless numbers like 

for example the Re. 

− The measured and simulated mass flow rates per injection show that this variable is 

strongly connected to the explicit needle lift. Secondly, it is believed that, particularly 

for high injection pressures and long needle openings, there develops a choked flow 

condition inside of the nozzle holes. The latter argument supports the finding that the 



 

 

165 

flow rate through the injector tends to be independent of the pressure gradient (within 

the studied limits). 

− The mass flow rate during injection is not exclusively defined by the instantaneous 

static pressure head at the needle seat, but also the dynamic pressure, that is, the fluid 

inertia   and the needle lift. 

− By modifying the internal restrictions of the injector, it is possible to adjust the first 

negative peak of the oscillation at the injector inlet. For example, the pressure level is 

defined by the needle seat geometry; the initial slope of the first pressure undershoot is 

based on the pilot stage characteristics.  

− The dimensions of the main flow path inside the injector, that is, the variations of the 

flow cross-sections from injector inlet to needle seat are responsible for the typical 

correlation between main oscillation frequency of the complete circuit, which is, for 

example, measured at the injector inlet, and the connection line diameter. 

− For analysing the attenuation of the pressure oscillation, the step-response method 

should not be used exclusively, as uncertainties may have a significant effect on the 

final result. This output parameter is generally seen as less important than the other 

parameters for evaluating the characteristics of the fluid transients in a high pressure 

CR system. 

− The simulation model has confirmed that fluid compression and rarefaction leads to 

considerable changes of the instantaneous fluid temperature. It is therefore sensible to 

include the energy equation in the basic set of governing equations for the modelling 

of high pressure systems.  

− It is adequate to use rigid walls for the analysis of the high pressure CR system. 

Generally, uncertainties in, for example, the injector model definition surpass the 

impact of the wall flexibility on the analysed parameters. 

− The rail dimensions, if modified within the studied range, play only a minor role for 

optimization of the dynamic characteristics of the complete system. 

− Based on a properly designed Helmholtz resonator or in-line damper, it is possible to 

reduce significantly the fluid transients at the injector inlet. It is very likely that such 

measure leads to a more uniform injection pattern and a more predictable combustion 

process. 
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For more precise statements concerning the impact of the total pressure at the needle seat and 

the needle lift on the mass flow rate per injection, it would be advantageous to extend the 

double injection study to include a wider range of parameter settings. Clearly, such work 

should be made on the basis of a given engine layout. Only in this way is it possible to reduce 

the amount of parameters to a manageable size. In respect of the injector model, it can be said 

that the development of a new system could certainly benefit from measured needle lift data. 

It is emphasised at this point that such information is not compulsory for model accuracy 

reasons. In fact, it is believed that measured needle lift data can help to accelerate the model 

development time by shortening the trial and error phase. The present model of the CR system 

could eventually be further advanced by adapting the fluid properties of the simulation model 

to the fluid properties of the hydraulic test bench. Although both fluids belong to the same 

standard, it is conceivable that small differences are a source of the observed discrepancies. 
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APPENDIX A. NUMERICAL PARAMETERS OF HIGH 
PRESSURE CR TEST BENCH 

Figure A 1 presents the variation of ISO 4113 oil density as a function of pressure and 

temperature. 

 

Figure A 1. ISO 4113 oil, ρ(p, T) [43]. 

The main properties of Shell calibration fluid S-9365 are defined in the ISO 4113 standard. 

The following table summarises the most important characteristics of the oil (Table A 1). 

Table A 1. Fluid properties Shell calibration oil (ISO 4113 oil). 

Characteristic Unit Value 

Density at 15 °C g/ml 0.827 

Flash point °C + 75 min. 

Kinematic viscosity at 40 °C mm2/s 2.6 

Cloud point °C - 27 max 

Water content - free from undissolved water 
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Particular attention was paid for the placement of the pressure sensor at the injector inlet. 

Firstly, the sensor and its connector have to act neutral with respect to the main flow path. For 

each diameter of the high pressure line an individual sensor connector was used during the 

measurements. Secondly, the sensor membrane was placed as near as possible to the point of 

interest in order to minimize any unwanted interference due to resonance effects of liquid 

filled cavities. Figure A 2 shows a lateral cut through the injector inlet pressure connector for 

a high pressure pipe diameter of 2.4 mm. With the exception of the main flow path diameter, 

it is emphasised at this point that all geometrical characteristics of the various injector inlet 

connectors are identical, that is, the length of the main flow path through the injector is about 

76.5 mm and the placement of the sensor axis is approximately 45.5 mm upstream of the 

injector inlet.  

 

Figure A 2. Cross-section of connector pressure sensor, injector inlet (dp = 2.4 mm). 

The pressure sensor that is mounted to the upstream end of the rail is part of the original CR 

system. Flow acts on a steel diaphragm with deformation resistors. The latter form a bridge 

circuit and generate an output voltage between 0…80 mV. An evaluation circuit amplifies the 

signal further to 0…5 V [35]. No information is available about the accuracy of the sensor. 
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The two other sensors that were attached to the dead end and injector inlet are Kistler high 

pressure sensors type 4067 A 2000. Both are piezoresistive absolute pressure sensors that are 

specially designed for fuel injection systems. The corresponding amplifiers 4618A0 generate 

an output signal of 0…10 V to represent a pressure range of 0…2000 bar. Table A 2 lists the 

main characteristics of the pressure sensors. 

Table A 2. Pressure sensor characteristics. 

Rail sensor Bosch high pressure rail sensor with amplifier 
Output signal: 0…5 V 
Accuracy: -  Not known 

Injector inlet sensor Kistler 4067 A 2000, piezoresistive type, range: 0…2000 bar 
Amplifier: Kistler 4618A0, output signal: 0…10 V 
Accuracy: ±0.5 % FS = ±10 bar, natural frequency: >100 KHz 

Dead end sensor see data ‘Injector inlet sensor’ 

 

Figure A 3 shows a typical plot of the sensor calibration curves. Each point in the graph 

corresponds to an average of 15 measurements. The temperature level during calibration was 

the same as for the measurements between 35 and 39 °C. 
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Figure A 3. Typical calibration curves for pressure sensors. 

 



 

 

177 

Temperature measurement was based on a K-type thermocouple for high pressure 

applications. The main characteristics are specified in Table A 3. 

Table A 3. Temperature sensor characteristics. 

Temperature sensor Sitec thermocouple, type K (Ni/Cr - Ni), class 1 
Maximum temperature: 500 °C 
Accuracy (DIN EN 60584-2): 0.4 % FS = ±2 °C 
Nokeval 2021 panelmeter 
Range: -150…1350 °C 
Accuracy: 0.1 % FS = 1.5 °C  

 

Mass measurements were conducted on a high precision scale Mettler Toledo PR1203. Table 

A 4 defines the main characteristics of the scale. 

Table A 4. Scale characteristics. 

Mass measurement Mettler Toledo PR1203 
Range: 0…1210 g 
Linearity: ±2 mg 
Reading precision: 1 mg  

 

The high pressure pipe connections of the hydraulic test bench are seamless made steel tubing 

in killed cast steel. No explicit information is available for the rail material. The latter 

properties are, however, believed to be similar as for the connection pipes (Table A 5). 

Table A 5. High pressure pipe and rail characteristics. 

Material (pipe): 1.4435 (DIN 17411 / EN 10 088-2) 

Tensile strength (EN 10 088-2) N/mm2 550…700 

Elongation after fracture (EN 10 088-2) % ≥ 40 

Density kg/dm3 7.98 

Young’s modulus (20 °C) MPa 196000 (rail: 207000) 

Poisson ratio - 0.3 (rail: 0.285) 

 

The wall thicknesses of the individual pipes depend on the inner diameter of the connection 

line (dp). Table A 6 lists beside the pipe dimensions also some characteristic numbers for the 

rail. 
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Table A 6. Characteristic dimensions of pipe (rail to injector and 

dead end, respectively) and rail. 

 Inner diameter [mm] Wall thickness [mm] Length [mm] 

Pipe 1.6 2.375 200, 400, 600 

 2.4 1.975 200, 400, 600 

 3.2 3.16 200, 400, 600 

Rail ≈  9.9 ≈  6.95 ≈  315.5 

 

A standard three-phase Brook Crompton AC motor, type T-DA112 M4/01, was used for 

driving the low and high pressure pump of the CR system. The rotational speed of the motor 

was controlled via a Fuji FVR 110 G7S-4EX converter. If not otherwise specified, the 

electrical engine was operated at a rotational speed of 600 rpm at all operating points. 

 

The data acquisition hardware for electrical signals consisted of a National Instrument NI 

BNC-2110 adapter board and a NI PCI-6251 high speed data acquisition device. The NI  

PCI-6251 card was build into a standard personal computer. It features 16 ADC channels (16 

bit, 1.25 MS/s, ±0.1…±10V) and 2 DAC channels (16 bit, ±5 and ±10V). Analog and digital 

triggering is also supported. The former capability was employed in conjunction with the 

analysis software LabView 7.1 to define the time window for data storage. Finally, data 

handling and processing was carried out by using C++ and Matlab routines. 
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APPENDIX B. NUMERICAL PARAMETERS OF  
GT-FUEL MODEL 

Due to the vast amount of parameters used in the modelling of the CR fuel injection system 

only the significant settings are presented at this place. The nomenclature that is used in this 

chapter aligns with the remarks in chapter 3.1.1, for example, Figure 15, and chapter 3.2.2, 

Figure 58. Table B 1 summarises the most important solver settings that are used during the 

simulations. 

Table B 1. General code settings. 

Definition Setting Comment 

time control continuous [s] simulation is continuous and includes no 
periodicity 

initialisation user imposed definition of system state at simulation start 

time step multiplier 0.7 multiplier to the explicit solution time step 

global friction 
multiplier (constant) 

1 multiplier to scale the calculated friction 
losses, steady term 

flow control 

global friction 
multiplier (unsteady) 

1 multiplier to scale the calculated friction 
losses, unsteady term 

mechanical 
control 

default settings parameters to adjust the accuracy of the 
integration of the mechanical governing 
equations 

thermal 
control 

wall temperature 
solver 

off wall temperature is not calculated 
(isothermal condition) 

plot setup maximum plot points vary 
between 1000, 5000, and 
20000 

selection of resolution depends on the 
studied parameter and location, respectively 

 

In the following Table B 2 the main parameter settings of the simulation model are presented. 

The table includes both general parameters and definitions for the transient arrays. It is 

emphasised at this point that the set pressure is adapted in accordance with the measurements. 
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Table B 2. Main model settings. 

Object Name Value Comment 

discretization length [mm] 3 axial dimension of pipe CV 

air mass fraction [] 1E-6 mass content of air in fluid 

exit pressure [bar] 1 cylinder volume and return line 
pressure 

wall temperature [K] 310.5 temperature of all boundaries 

general 

total simulation time [s] 0.03 minimum total time for a single 
simulation run 

t0 [s] 0.01 start ball valve lift 

t1 [s] 0.01026 ball valve fully lifted 

t2 [s] 0.01082 start ball valve close;  
t2 depends on tinj, in this case  
tinj = 800 µs 

pilot 
activation 

t3 [s] 0.01092 ball valve fully closed; 

t3 = t2 + 100 µs 

t0X1 [s] 0.011 start drop pset  

t0X2 [s] 0.012 end drop pset 

time profile 
pset 

t0X3 [s] 0.03 equal to total simulation time 

 

 

Figure B 1. Time profile pset. 
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Table B 2 continued: 

Object Name Value Comment 

plunger [g] 11.197 

pin [g] 1.239 

moving 
injector mass 

needle [g] 3.213 

for modelling the three masses 
are represented by a single object 
with a total mass of 15.65 g 

stiffness [N/mm] 30 stiffness of injector spring 
(assumption) 

injector 
spring 

pretension [N] -30 spring is pre-compressed 

contact stiffness [N/m] 10E+9 stiffness of material 

contact damping coefficient 
[N s/m] 

400 damping properties of material 

plunger and 
needle 
contact 
surfaces 

maximum gap for damping 
[µm] 

10 parameter is used to add effects 
such as film squeezing 

 

The geometrical parameters of key objects are shown in Table B 3. As the fuel injector 

defines to a great extent the dynamic characteristics of the system, the majority of the 

subsequently following parameters are related to an injector attribute.  

Table B 3. Geometrical parameters and dimensions of the main objects. 

Object Name Value Comment 

axial dimension - rail consists of several pipe 
segments 

diameter [mm] 9.9 constant value for all segments 

rail 

surface roughness [µm] 10 - 

maximum lift zmax [mm] 0.27 maximum lift of injector mass 

lines, volumes surface roughness [µm] 2 surface roughness of all line and 
volume elements, except rail 
components 

injector inlet volume [mm3] 40 cavity at the inlet of the injector 

diameter [mm] 0.9 injector inlet 
restriction 

length [mm] 28 

the injector inlet restriction is 
modelled by a long , thin pipe 
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Table B 3 continued: 

Object Name Value Comment 

volume [mm3] 30 main characteristics of main injector 
flow split 

port characteristics angles to  
x, y, z [°] 

characteristic length, 
expansion diameter [mm] 

upstream 90, 180, 90 2, 4 

downstream to pilot 70, 20, 90 2, 4 

main flow split, 
injector 

downstream to needle 100, 20, 107 2, 4 

volume  [mm3] 184 volume between main flow split and 
Z-nozzle 

port characteristics angles to  
x, y, z [°] 

characteristic length, 
expansion diameter [mm] 

upstream  0, 90, 90 3, 4 

VuZ, injector 

downstream 170, 90, 80 1, 3 

diameter [mm] 0.27 Z-nozzle, 
injector 

discharge coefficient [] 0.85 

characteristics of Z-nozzle 

volume  [mm3] f(lift) volume between z- and A-nozzle, 
function of mass lift 

port characteristics angles to  
x, y, z [°] 

characteristic length, 
expansion diameter [mm] 

upstream 0, 90, 90 0.8, 2 

downstream to pilot 90, 90, 0 zmax, 4.3 

area, plunger top 90, 90, 180 zmax, 4.3 

VdZ, injector 

plunger leakage 90, 90, 180 zmax, 4.3 

diameter [mm] f(lift) plunger-top 
orifice, injector 

discharge coefficient [] f(lift) 

diameter is calculated by shell 
surface of flow passage; forward and 
backward discharge coefficient are 
based on array pair: 
lift: (0, z1, z2, zmax) 
CD: (0.64, 0.64, 0.2, 0) 
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Table B 3 continued: 

Object Name Value Comment 

diameter [mm] 0.3 A-nozzle, 
injector 

discharge coefficient [] 0.9 

characteristics of A-nozzle 

diameter [mm] - ball valve, 
injector 

discharge coefficient [] 0.95 

characteristics of ball valve; 
diameter is based on time profile: 
time: (t0, t1, t2, t3) 
diameter: (0, 0.3, 0.3, 0.3) 

top [mm] 2, 11 

middle [mm] 2.2, 104 

internal injector 
channels, 
injector 

bottom [mm] 1.7, 12 

internal injector channels: 
diameter, length 

gallery, injector volume [mm3] 120 volume of fuel gallery (port 
characteristics are neglected at this 
place) 

area [mm2]: in, out 7.16, 4.52 

wetted perimeter [mm]: 
in, out 

23.9, 
22.62 

lBottom, 
injector 

length [mm] 25 

ring passage between gallery 
and needle seat 

diameter [mm] f(lift) needleSeat, 
injector 

discharge coefficient [] 0.9 

needle seat area is replaced by an 
orifice with variable diameter (see 
equation (B1)) 

sacVolume, 
injector 

volume [mm3] 4 volume of sac between needle seat 
and nozzle holes 

number of holes 6 

diameter [mm] 0.15 

nozzle holes, 
injector 

length [mm] 1 

nozzle hole characteristics 

 

The equivalent diameter of the needle seat orifice is based on the equation: 

( )lift.lift.lift.lift..d ⋅+⋅−⋅+⋅−⋅= 3402660331731161414590 234  (B1) 

Figure B 2 presents the above equation in a graphical way. The curve is characterised by a 

disproportionately high increase of the equivalent diameter at small lifts. For larger values of 

the same parameter the curve bends and the diameter increases at a slower rate than before.  
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Needle seat - equivalent orifice diameter
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Figure B 2. Equivalent diameter needle seat as f(lift). 

It has been found that the overall appearance of the pressure curve at, for example, pII is 

strongly affected by the utilised equation. The equivalent diameter can be computed in 

principle by two different methods. Firstly, it is possible to compute the diameter by applying 

the concept of the hydraulic radius (for example [99]). In this particular case this approach 

however has shown to lead to too small values. Secondly, the equivalent diameter can be 

computed by relating simply the flow cross-section at the needle seat to the diameter of an 

equivalent circular area. The latter approach leads to the typical shape of the diameter curve 

with an upwards pointing bend at small lifts (see the initial shape of Figure B 2). On the other 

hand, at large lifts this method tends to assume too big diameters for the needle seat 

restriction. The equation (B 1) that is finally used in this study represents a compromise. It 

includes the particular shape of the curve at small lifts, but restricts the diameter for large 

displacements. 
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APPENDIX C. MODEL SETTINGS AND ANALYSIS OF 
3D PILOT STAGE SIMULATION 

Table C 1 summarises the most important settings for the three-dimensional computation of 

the pilot stage flow field. 

Table C 1. Summary of main ANSYS-CFX settings. 

Name  Value / Setting Comment 

advection scheme upwind 

transient scheme 1st order backward Euler 

timescale control coefficient loops (max. 10) 

Solver 

convergence criteria RMS normalisation 
(residual target: 1E-4) 

main solver 
setting 

total simulation time [s] 0.0009 

time step [s] 2E-06 

Simulation 
type 

turbulent flow k-ε model,  
scalable wall functions 

transient run 
definition 
with 
turbulence 
model enabled 

density [kg/m3] see page 44, equation (70) 

reference density 
[kg/m3] 

861.5 

dynamic viscosity  
[Pa s] 

0.006 

Fluid 

bulk modulus  
[MPa] 

2345 

constant 
values 
correspond to 
reference 
pressure  
pref = 1000 bar 
and reference 
temperature 
Tref = 310 K 

flow inlet/outlet at 
upstream VuZ and 
downstream A-nozzle 

opening, pressure = f(time) Boundary 
conditions 

mass displacement body force = f(time) 

all boundary 
conditions 
vary as f(time) 

 

Because of geometrical symmetry the domain is represented by a 180° model with a 

symmetry boundary condition. The mesh of the model is block-structured and consists of 

26216 hexahedral cells. Although attention has been paid to ensure appropriate grid resolution 
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for accurate gradient representation, the mesh is not fine-tuned to satisfy the near-wall criteria 

at all locations (Figure C 1). 

 

Figure C 1. Computational mesh (180°) ANSYS-CFX, pilot stage 

Various parameters were monitored during the simulation process. Table C 2 gives an 

overview of the monitor point definitions as they are, for example, presented in Figure C 2. 

Table C 2. Pilot stage, definition of monitor points. 

Name X [mm] Y [mm] Z [mm] 

1 0.002 0 -0.00075 

2 0 -0.002 -0.00075 

3 -0.002 0 -0.00075 

4 -0.004 0 -0.00047 

5 0 0 0.002 

6 0 0 0.006 
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Figure C 2. Pilot stage, definition of monitor points. 
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Figure C 3. Pilot stage, static pressure at monitor points (vs. lift). 
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Figure C 3 exemplifies the static pressure values at the 6 monitor points versus time and in 

comparison to the plunger displacement. Firstly, it can be seen that the pressure inside the 

volume VdZ is rather uniform, that is, monitors 1 to 3 predict basically the same pressure 

throughout the run. By comparing the progress of this pressure to, for example, monitor 5, it 

is interesting to notice that in a fluid dynamic sense the two volumes VdZ and VuA separate at 

about t = 500 µs or a plunger displacement of approximately 210 µm. For times later than that 

the pressure in VuA drops, while it increases in the chamber downstream of the Z-nozzle 

(monitor 1 to 3, t = 600 µs). As the plunger reverses its motion, the flow passage increases 

and the pressure in VdZ decreases to almost the same level as upstream of the A-nozzle  

(t = 700 µs). Towards the end of the simulation the plunger moves upwards again. The 

restriction becomes smaller, which leads to another pressure increase in VdZ due to fluid 

squeezing. 
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APPENDIX D. SETUP - SIMPLIFIED INJECTOR 
MODELS 

The profile for controlling the fuel delivery is presented in Figure D 1. Altogether, three 

injection durations were investigated in this study. Table D 1 gives a summary of the main 

settings. 

 

Figure D 1. Simplified GT-Fuel injector model; profile: effective needle seat diameter. 

Table D 1. Simplified GT-Fuel injector model; injection control. 

Needle seat: Dmax [mm] 0.34 

Time t0 [s] t1 [s] t2 [s] t3 [s] 

tinj = 400 µs 0.01 0.0101 0.01039 0.0104 

tinj = 700 µs 0.01 0.0101 0.01069 0.0107 

tinj = 1000 µs 0.01 0.0101 0.01099 0.011 

 

Figure D 2 presents the schematic GT-Fuel model layout of the simplified injector model 

m_01 and m_02. The most obvious difference between this plot and the default model (see 

page 90, Figure 58) is the absence of the pilot stage, the mass that represents the needle, pin, 

and plunger, and any leakage paths. While m_01 employs the same parameters as the default 

model, the m_02 configuration utilises for all pipe objects the same diameter as the 

connection pipe between rail and injector inlet. This modification includes the channels 

between the “Main flow split” and the “Fuel gallery” and one object between the “Fuel 

gallery” and the “Sac volume”. 
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Figure D 2. Simplified GT-Fuel injector model, m_01 and m_02. 

The model m_03 and m_04 represent a further simplification of the injector model. In fact, 

m_03 is basically a single connection line with a valve at the downstream end. The diameter 

of the “Main flow path”-pipe is set identically to the one of the connection line between rail 

and injector. The length is chosen to represent approximately the distance from the injector 

inlet to the needle seat (L = 190 mm). Only the elements downstream of the needle seat, that 

is, the sac volume and the nozzle hole object use the same settings as the default model. The 

schematic layout of this model is presented on the left side of Figure D 3.  
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Figure D 3. Simplified GT-Fuel injector model, m_03 (left) and m_04 (right). 

The right hand side of Figure D 3 shows the layout of the model m_04. Essentially, this 

model is identical to the m_03 setup. Exceptions include the flow restriction object right after 

the injector inlet and the adapted length of the “Main flow path” pipe object (L = 162 mm). 

Again, the flow restriction object uses the same parameters as the default simulation model. 
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APPENDIX E. ATTENUATION OF PRESSURE 
OSCILLATIONS AT INJECTOR INLET 

Both in-line attenuator and Helmholtz resonators belong to the group of passive interference 

and wave reflection damper [78]. To ensure optimum performance, both damping devices 

need to be adapted to the dynamic characteristics of the hydraulic circuit. In this study the 

theoretical background is based on the science of acoustics [38]. Beside the inviscid flow 

assumption, further simplifications were applied in this basic evaluation. It is stressed at this 

point that the subsequent following derivation and discussion serves only the determination of 

the preliminary damping device layout. In other words, the thus obtained results were solely 

used to define the range of reasonable dimensions, which were then used to specify the model 

in the GT-Fuel environment. As also explained in chapter 3.3.5, no equations or assumptions 

of this discussion were utilised in the final simulation model. 

 

The working principle of a Helmholtz resonator rests on the excitation of the fluid column at 

the resonator throat (Figure E 1, position “S”) and the compensation of the fluctuation by its 

volume (position “1”). In the ideal case, that is, at the resonance frequency of the damper, the 

resonator acts as a switch that prevents the transmission of this particular frequency. 

 

Figure E 1. Helmholtz resonator; definition of main parameters. 

It is assumed for simplicity reasons that the fluid can be described through lumped 

parameters. Secondly, all geometrical dimensions are considerably smaller than the wave 

length of the oscillation. The change of mass in the resonator volume equals the change of 

mass flow into the volume: 

SSS A)t(u
dt

d
V

dt

dm ⋅⋅=⋅= ρρ1
1  (E1) 

where ρ denotes the density, uS(t) the instantaneous velocity in the throat, and AS the flow area 

at the same location. The product of the latter two parameters is subsequently replaced by the 
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volumetric flow, US(t). In the case of a harmonic excitation with the radial frequency ω, the 

density at “1” and the flow at “S” can be written in complex form as: 

tie)t( ⋅⋅⋅= ϖρρ 11
)

 (E2) 

ti
SS eU)t(U ⋅⋅⋅= ϖ)

 (E3) 

For both equation (E2) and (E3) the first parameter on the right hand side describes the 

complex amplitude of the density and flow, respectively. An equation for the mass 

conservation is obtained by putting (E2) and (E3) into (E1). It follows that: 

SS UVi
)) ⋅=⋅⋅⋅ ρρϖ 11  (E4) 

The force balance is obtained by computing the pressure and inertia force at the resonator 

inlet. As friction and any throttling effects at the throat are omitted, the momentum equation 

is: 

( )
dt

dU
LppA S

SSS ⋅⋅=−⋅ ρ12  (E5) 

As before, the instantaneous pressure at “1” and “2” is described by: 

tiep)t(p ⋅⋅⋅= ϖ
11
)

and tiep)t(p ⋅⋅⋅= ϖ
22
)

 (E6) 

If equations (E3) and (E6) are put into (E5), the final momentum equation becomes: 

( ) SSSS UiLppA
))) ⋅⋅⋅⋅=−⋅ ωρ12  (E7) 

Equation (E7) and (E4) represent a system of two expressions for three unknowns. Usually, 

the pressure outside of the resonator, 2p
)

, is known and therefore not part of the solution. For 

only modest density variations, that is, the case of an ideal pressure wave transmission, the 

pressure can be related to the density via the speed of sound in the medium, a: 

1
2

1 ρ⋅= ap  and 1
2

1 ρ)) ⋅= ap  (E8) 

Equation (E8) can be combined with the equation for mass conservation (E4) to lead to: 

1

2

1 Vi

Ua
p SS

⋅⋅
⋅⋅

=
ϖ
ρ

)
)

 (E9) 

If 1p
)

 in equation (E7) is substituted with (E9) it follows: 

S
S

S

SS U
Vi

a

A

Li
p

)) ⋅









⋅⋅
⋅

+
⋅⋅⋅

=
1

2

2 ϖ
ρρω

 (E10) 

The bracket term represents a complex number that is a function of the oscillation frequency, 

ω, the resonator variables L1, AS, and V1, and the fluid state ρS (and a). With p2 constant across 

the inlet of the resonator throat, the pressure outside of the damper equals the pressure at the 
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resonator inlet, pS. Hence, the sum can be interpreted as the hydraulic impedance of the 

Helmholtz resonator, ZS,H, at the damper inlet. Equation (E10) can be rewritten in the form: 
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 (E11) 

If ZS,H = 0, some infinitesimal small pressure disturbance at the damper inlet (p2 = pS) is 

sufficient to cause infinite large flow amplitudes at the same location. This condition, which is 

also termed resonance condition, is met if the bracket term in equation (E11) cancels out; by 

setting the bracket term to 0 and solving for ω, it follows that: 

S

S
res LV

Aa

⋅
⋅

=
1

2

ω  (E12) 

Equation (E12) defines the resonance frequency, ωres, of the Helmholtz resonator. For the 

excitation frequency identical to the resonance frequency of the damper, all incoming waves 

are reflected at the resonator connection. 

 

An in-line attenuator is purely based on the wave cancellation through reflection effects inside 

of the damper. The diameters and diameter steps are assumed to be considerably smaller than 

the wave length. No restriction applies to the damper length. Figure E 2 depicts the main 

parameters for an in-line attenuator. The variable I denotes the complex amplitudes of 

incoming wave; R stands for the reflected wave amplitudes. For simplicity reasons it is 

assumed that the reflection at the downstream end can be omitted (R3 = 0). Generally, such an 

assumption can be made as long as the flow domain downstream the attenuator behaves 

neutrally towards any incoming wave I3. 

 

Figure E 2. In-line attenuator; definition of main parameters. 

 



 

 

195 

The pressure distribution along the damper can be written as: 

 p1(x,t), for x < 0 

p(x,t) = p2(x,t), for 0 < x < L (E13) 

 p3(x,t), for L < x 

and, by employing the general form of the wave equation: 

( ) ( )xktixkti eReI)t,x(p ⋅+⋅⋅⋅−⋅⋅ ⋅+⋅= ϖϖ
111  

( ) ( )xktixkti eReI)t,x(p ⋅+⋅⋅⋅−⋅⋅ ⋅+⋅= ϖϖ
222  (E14) 

( )xktieI)t,x(p ⋅−⋅⋅⋅= ϖ
33  

In the same way, the fluid velocity in each section can be defined by: 

 u1(x,t), for x < 0 

u(x,t) = u2(x,t), for 0 < x < L (E15) 

 u3(x,t), for L < x 

and 

( ) ( )xktixkti e
a

R
e

a

I
)t,x(u ⋅+⋅⋅⋅−⋅⋅ ⋅

⋅
−⋅

⋅
= ϖϖ

ρρ
11

1  

( ) ( )xktixkti e
a

R
e

a

I
)t,x(u ⋅+⋅⋅⋅−⋅⋅ ⋅

⋅
−⋅

⋅
= ϖϖ

ρρ
22

2  (E16) 

( )xktie
a

I
)t,x(u ⋅−⋅⋅⋅

⋅
= ϖ

ρ
3

3  

The only known variable is I1; R1, I3, I2, and R2 are part of the solution. In fact, only the 

former two variables are of interest. The boundary condition at the diameter steps state that 

for low frequency oscillations it can be written: 

p1(0,t) = p2(0,t) (E17) 

p2(L,t) = p3(L,t) (E18) 

On the other hand, mass conservation requires: 

)t,(uA)t,(uA 00 2211 ⋅=⋅  (E19) 

)t,L(uA)t,L(uA 3322 ⋅=⋅  (E20) 

By combining the equations (E14) with (E17), (E14) with (E18), (E16) with (E19), and (E16) 

with (E20), a system of four new equations with four unknowns is created: 

2211 RIRI +=+  (E21) 

LkiLkiLki eIeReI ⋅⋅−⋅⋅⋅⋅− ⋅=⋅+⋅ 322  (E22) 

( ) ( )222111 RIARIA −⋅=−⋅  (E23) 
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( ) LkiLkiLki eIAeReIA ⋅⋅−⋅⋅⋅⋅− ⋅⋅=⋅−⋅⋅ 31222  (E24) 

Through substitution and elimination, it can be shown that: 

11 IRR C ⋅=  (E25) 

with RC being defined as the reflection coefficient: 
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 (E26) 

Similarly, a transmission coefficient, TC, relates the incoming wave I1 with the transmitted 

wave I3: 

13 ITI C ⋅=  (E27) 

and 
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 (E28) 

It should be noted that the reflection and transmission coefficients depend not only on the 

ratio of the areas, but also on the factor: 

a

L
Lk

⋅=⋅ ϖ
 (E29) 

The variable k represents the wave number. Equation (E29) underlines that RC and TC are also 

a function of the oscillation frequency. If the product of k and L equals π, or an integer 

multiple of it, the reflection coefficient becomes 0 and the transmission coefficient 1. The 

corresponding angular frequency is calculated by: 

L

an ⋅⋅= πϖ , and n = 0, 1, 2, 3, … (E30) 

For evaluating the effectiveness of in-line attenuators, a new variable is defined that describes 

the transmission loss between damper inlet and outlet: 
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Together with (E27) and (E28), it follows that: 
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The unit of the transmission loss coefficient is [dB]. From equation (E32) it can be seen that 

TL is maximum when the sine-term on the right hand side is maximum. In other words, the 

highest damping rate can be achieved if: 

π⋅=⋅
2

n
Lk , and n = 1, 3, 5, 7, … (E31) 

Putting equation (E31) into (E29), it can be calculated that an in-line attenuator is most 

effective if the damper length stays in the following relation to the speed of sound in the fluid, 

a, and the excitation frequency, f: 

f

an
L ⋅=

4
 (E32) 

 

By reviewing the main equations for the Helmholtz resonator and in-line damper, it is 

comprehensible that the performance of both devices is not simply a function of the respective 

geometry, but also depends on the environment into which they are planted. As an unfortunate 

fact, the properties in high pressure CR systems are not constant. As has been shown in this 

thesis, the fluid properties and the dynamic characteristics of the system are strongly 

dependent on the circuit layout and injection settings. Particularly the injection pressure is 

permanently adjusted to new engine conditions. Consequently, it is not possible to design a 

passive damper that works at its optimum at all conditions. It is, in fact, necessary to find a 

good compromise that serves all operating points. For the present CR system, it is assumed 

that the target oscillation frequency is about 600 Hz (see, for example, page 111, Figure 76). 

The speed of sound in the liquid is assumed to be fixed to 1720 m/s, which is a compromise 

between the lowest (≈1500 m/s) and highest (≈1920 m/s) computed values. For the 

Helmholtz resonator equation (E12) applies, which leads after some re-arrangement to: 

 
S

S

Lf

Aa
V

⋅⋅⋅
⋅

=
22

2

1
4 π

 (E33) 

By assuming some values for the resonator throat geometry, equation (E33) computes the 

volume of the damper. In this sense, the data in Table 7 on page 149 represent two example 

configurations. Figure E 3 presents graphically the performance of the in-line attenuator. The 

plot clearly shows that it is not possible to take full advantage of this type of damper if it is 

build into a CR system. By looking firstly at the damper length, the graph indicates that the 

axial extension of the attenuator should be beyond 250 mm. In fact, an optimum is reached at 

around 750 mm; for larger damper lengths TL starts to decrease again (not shown). In contrast, 

it is more promising to increase the attenuator diameter. Based on the shape of the surface, the 
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transmission loss rises faster as a function of diameter than as a function of length. Just as for 

the Helmholtz resonator, the in-line attenuator data (Table 7 on page 149) represent a 

compromise and an example from the various possibilities. 

 

Figure E 3. Transmission loss of in-line attenuator as f(geometry); lp = 1.6 mm. 
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