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ABSTRACT

The complexity of state-of-the-art embedded systems regjudesigners to
focus on abstraction levels much higher than Register Teahgvel (RTL).
As the designers are familiar with using RTL, system desifjenostarts at
levels of abstraction that are too close to implementatitigher levels of ab-
straction substantially reduce the amount of details aesgyneed to consider
enabling complex system design in shorter time.

Modelling and simulation are essential methods in statdwefart embedded
system design. In model-based design, a system model i®jheldément of
the design process from the specification to the implemientatviodelling
helps designers to manage complex systems, better unu®rita system
under development, visualise a system, specify the steietud behaviour of
the system, validate the system behaviour, and documedegign decisions.
Moreover, modelling reduces development time and costs.

This thesis describes a model-based approach for embeggdcedion mod-
elling and validation together with an on-chip multiprosieg platform. The
aim of the work was to facilitate the programming of multipessing sys-
tems as well as to enable early system validation, desigoesgeploration,
and performance evaluation.
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1. INTRODUCTION

Embedded systems, such as consumer electronics, kitcpéarages, mobile
phones, medical systems, and traffic control systems, caoure every-

where. Embedded systems are dedicated to perform a cauaitidn. They

are often portable devices and targeted to mass produdfiost of them also
interact continuously with their embedding environmentug, they need to
be energy efficient, small, low cost, and operate in reaétj@b] [69].

The diversity and complexity of applications, increasedber of nonfunc-
tional requirements, increased need for integration amdorking, increased
heterogeneity of products, increased flexibility, and sfroed time to market
characterise the state-of-the-art embedded systems amegsgrements for
their design [25].

State-of-the-art embedded systems are complex and hetexogs, contain-
ing for example analogue and digital parts, as well as harel\{dwW) and
software (SW) [26]. The hardware-driven design flow poordigigesses the
dominance of SW in embedded systems [32]. The integratiothefHW
and SW late in the design flow might lead to a system that doesvark
at all, does not work as it should, or does not meet its perdmea require-
ments. Therefore, it is important to model the whole systéerdy early at
the design process in order to validate its correct funetipnand explore the
design space in order to make necessary trade-offs fomosta terms of
area, speed, and power consumption.

System complexity can be addressed by raising the levelsifadiion above
the Register Transfer Level (RTL) [50]. Higher levels of ttbstion are usu-
ally closer to human way of reasoning. For instance, it iy d#ficult to catch
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the system functionality when it is described as a scheroatiy a Hardware
Description Language (HDL). Furthermore, system levelhndblogies nar-
row the gap between application and hardware designecs #ie application
designer can validate the whole embedded system withcaitetknowledge
about system manufacturing [29].

The increasing complexity of embedded systems cannot leaacteasing
design costs. The design cannot be based on for instancetivepproto-
typing, since it is expensive and time consuming. More syate and well-
defined approaches are necessary in order to make systerntheiegequire-
ments [25].

1.1 Objective and Scope of Research

This thesis presents an approach for modelling and vatigambedded ap-
plications together with on-chip multiprocessing platis: This approach
relies on executable specifications; however, withoutwekalg (semi) formal
description of the application. Even if the main focus is ombedded sys-
tems, the application modelling approach does not excletemal purpose
applications.

The novelty of this approach is it being fully model-baseshgsctor orienta-
tion and executable Unified Modelling Language (UML) seqediagrams.
Moreover, neither code generation nor HW emulation is nesglwwhen simu-
lating applications on a multiprocessing Network-on-C{NpC) platform.

The scope of the thesis is modelling at high levels of abstmagthat is, sys-
tem level). Thus, this thesis considers neither the HW/SVisidin nor the
process of system refinement into lower levels of abstract®N means ex-
clusively application SW, operating systems or middlevaagenot addressed.

To summarize, the main contributions of this thesis are dfiewing:

e An approach for joint modelling and validation of applicatiand plat-
form models using UML sequence diagrams, actor orientatiana,
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and the Ptolemy Il framework

e Implementation of a mapping between the application antfqota
models

¢ Implementation of Processing Elements (PESs) to be conméotéhe
NoC switches

e Design space exploration of application models mapped tiarelint
platform models and configurations

e Describing the application model using the UML profile for tédling
and Analysis of Real-Time and Embedded Systems (MARTE) afid-d
ing a few necessary extension to the MARTE profile

e Describing the platform model using the MARTE profile andRepet-
itive Structure Modelling (RSM) notation

1.2 Thesis Outline

This thesis is a monograph, which contains some unpubligiegdrial, but
is mainly based on the author’s publications [64], [65],][@6d [67]. Pub-
lications [47], [83], and [84] are directly complementawhereas publica-
tion [85] is used as a reference only.

This thesis can be divided in three parts: background th@@imapters 2 — 3),
closely related previous work not carried out by the autl@ngpters 4 and
5), and the actual contribution of this thesis (Chapters & — 7

Chapter 2 gives an overview of the concepts and terminolbgyatithor con-
sidered relevant for the rest of this thesis. Chapter 2 firesgnts differ-
ent abstraction levels. Then, it introduces the terminplagd concepts of
system design and modelling, design space exploratioerdgneity, and
Models-of-Computation (MoCs). Moreover, Chapter 2 disesshe effect of
the accuracy of a simulatable model on the simulation speiedlly, Chapter
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2 presents a few system level design and modelling languéges which
UML is discussed in more detalil, since it is relevant for tastof this thesis.

Chapter 3 gives first an overview of a few system level modgHframeworks
and approaches. The emphasis of Chapter 3 is on academmagpps that
are freely available. Chapter 3 then presents the Ptolefrgriework, within

which the application modelling approach presented in tiesis is imple-
mented.

One of the contributions of this thesis is the joint validatof application and
platform models. Therefore, Chapter 4 presents the mod@&®G intercon-
nects used as a part of the platform models (the PEs are pedsarChapter
6). Chapter 4 presents first the reference interconnect, MIER since the
more abstract models are based on it. Then, Chapter 4 psebeaé models
of NoC interconnects, RENATO, JOSELITO, and BOCA that dfénaple-
mented on system level yet still presenting different lesehccuracy. The
work presented in this Chapter is not carried out by the autho

Chapter 5 describes the previous work on creating executapplication
models using UML sequence diagrams within the Ptolemy mhwaork. The
work presented in this Chapter is not carried out by the autho

Chapter 6 describes the contribution of this thesis andagxpthe application
modelling approach for on-chip multiprocessing platforms

Chapter 7 presents a few case studies in which the appiicatadelling ap-
proach is demonstrated. Finally, Chapter 8 draws conahssand presents
some future work.



2. RISING ABOVE RTL: SYSTEM DESCRIPTION AT
HIGHER LEVELS OF ABSTRACTION

According to the International Technology Roadmap for Semductors (IT-
RS) the cost effective and reliable design of such a compystem on a
single chip that is possible with the current technology ldaweed a fifty-fold
increase in design productivity. Hence, the specificati@sjgn, verification,
and design space exploration of complex systems requikebd€abstraction
that is above the RTL [50].

Despite the clear need for system level design, neithersimgmor academia
has been able to sufficiently formalise a system level detgghnology or
methodology [29]. In fact, the term system level does nonhdwave a clear
or unified definition [91] [96]. Usually system level is deibed to be a level
above RTL including both HW and SW [50] [96].

2.1 Levels of Abstraction

As the definition of the term system level is not unified, neitts the termi-
nology describing the rest of the abstraction levels: Rualedal. divide the
abstraction levels in digital circuit design from the lowkwvel to the highest
in device, circuit, gate, functional module, and systeneley93], whereas
Gajski et al. call them circuit, logic, processor, and systevels [29]. At
the device level, the basic component of the models is aistanswhereas
circuit level components are standard cells consistingpefit. Further, at the
gate level (or logic level according to Gajski et al. [29Pnaponents are logic
gates and flip-flops building register transfer componeAtsthe functional
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module level (or processor level) systems are describesjusimponents
such as adders that compose bigger systems (such as prsgésabare used
at the system level [29] [93].

RTL is a low level of abstraction and is usually associateith WiDLs, such as
Very High Speed Integrated Circuit Hardware Descriptionguaage (VHDL)
or Verilog [34]. At the Register Transfer (RT) level, a desibas clocked
behaviour described in terms of data transfers betweeagalements (such
as registers) [40].

Transaction Level and Electronic System Level (ESL) are exa@ctly lev-

els of abstraction, even though both of them are placed invel l#bove

RTL [34] [59] [99]. Transaction Level Modelling (TLM) is a h level mod-

elling style that enables the separation between the ingi¢ation of the
communication functionality and the functional units thae the commu-
nication functions. Especially SystemC [41] advocatesube of TLM, in

which the communication functionality is modelled as chelarand the Sys-
temC modules can request a transaction by calling the aderfunctions of
other modules [34].

ESL is an intermediate design phase above RTL (or rather dimexeword”
in the Electronic Design Automation (EDA) industry). Theseof the ab-
straction level has been a trend during the past few yeassefibre, the EDA
industry has had room for a new definition [59] [99]. ITRS de§rESL to be
a level above RTL that consists of behavioural and architattevels. At the
behavioural level the system functions have not yet beeitipaed into SW
and HW, whereas at the architectural level this partitigrinas been already
done [49].

2.2 System Design and Modelling

Benini and de Micheli define a system to be a collection of coments pro-
viding a useful service when operating together [9]. Systlsign is the
process of refining a functional specification of a system the final system
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implementation [91]. However, the gap between the systasnifipation and
implementation is too large to be closed in a single step.sThlosing the
gap requires a successive stepwise refinement of systemsijaédg

A model is a simplification of reality. Building models helps to better vi-
sualise and understand the system we are designing. Ebpeoiaplex sys-
tems cannot easily be comprehended without an abstractlobitem [10].
An abstract model is a source of nondeterministic behavamar the imple-
mentation process makes it a deterministic system [56]. celeaccording
to Selic, the main purpose of models is to understand thecespéa com-
plex system before constructing it [98]. Systems modelsosacreated many
ways, most of the ways being ad hoc. However, without mautgltiis likely
to either build a malfunctioning system or fail building ttadl [10].

Modelling is an accepted engineering technique [10]. Ithis process of
creating or generating models. According to ITRS, modgliims at sup-
porting technology development and optimisation as wetkasicing devel-
opment time and costs [51]. Modelling also enables the aisabf existing
systems, for instance when it is too impractical to expentwéth the actual
system [98].

Models have a central role in model-based design, modegi#iated engi-
neering [100], and model-driven architecture [75]. All dlet depict the
same idea using models; how it is called depends on the ueeingtance,
the Mathworks has adopted the concept of model-based desigvhich a

system model is used as an executable specification thratighe devel-

opment process [70]. Furthermore, according to Sztipaaamd Karsai,
model-integrated engineering uses models as a backbotteefdevelopment
of computer-based systems. Though, they claim that modedriated com-
puting uses models in a more general sense than model-baseghd In

model-integrated computing models do not only capturerfstance the SW
architecture but also its environment [100]. The Object Bggment Group’s
(OMG) model-driven architecture is targeted mostly to SWhdm, since it
considers a platform-independent model to be a base of leation devel-

opment [75].
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Regardless of how the use of models is called, usually aesimgldel is not
sufficient for the whole system design process. Hence, wd ddterent
models at different levels of abstraction [29] [91]. A modelves as a speci-
fication of the desired functionality to be implemented ia tiext lower level
of abstraction and as a description for the validation ofdbsign decisions
through simulation or analysis [29].

2.3 Design Space Exploration

The early stages of any system design process can be chisedtby in-
completeness and exploration. Therefore, system levajaeeals with in-
complete and inconsistent information and the evaluatfatifferent design
decisions based on it [91].

Plantin and Stoy emphasise the importance of models to i&afita existing
knowledge of the system, even if the knowledge is incompl&tee incom-

plete system level models are the base of making trade-effgdzn available
system solutions [91]. The process of finding out the traifiely testing dif-

ferent solutions and optimising the design under a set o$ttammts is called
design space exploration [29]. Hence, the purpose of sydesign is to re-
alise a desired functionality while satisfying design doaiats that delimit

the design space and making trade-offs between systenriparice versus
costs [9].

The Y-chart method, depicted in Figure 1 emphasises theagmaof archi-
tecture and application models, which facilitates theglespace exploration.
Different methods can be used for designing and refiningpipé@ation mod-
els and platform architecture separately until the mappintpe application
models onto different architectures for performance eatadun [58] [63].

Design space exploration is easier and faster at the systeshthan at the
lower levels of abstraction. Too detailed simulation, sashcycle accurate
simulation, is not very suitable for design space exploratf for instance
state-of-the-art embedded systems. As their design spdamye, simulators
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Application I
Models

Platform
Architecture

Mapping

0 Performance 3 =
= Analysis G ;

"\

“-.. ) Perormance
Mumbers

—

Fig. 1. Y-chart [63] ©IEEE, 1999

get too complicated and are too slow [90]. Even though at yiséem level
designers need to trade-off between the simulation speg@ecuracy, it is
not always necessary to sacrifice accuracy for speed, asnstomvinstance
in [43].

2.4 Model Accuracy versus Simulation Speed

Modelling systems at the higher levels of abstraction redube number of
objects designers need to consider by an order of magnififije Moreover,
at the system level, designers can exploit all the freedotimout making any
design decisions, such as the HW/SW partitioning [56]. H@xevhen using
higher level models, designers need to trade-off betweesithulation speed
and accuracy.

Ideally, the designers should start the system design psolog using fast
but not very accurate system models, and stepwise refine ddelstowards
more accurate ones at the expense of the simulation spe&devdn very of-
ten the RTL model exists before the more abstract modelseftlesless, this
enables the back-annotation of for instance timing infdromato the more
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High back-of-the-envelope 1 Low

estimation models

/ /n‘ abstract executable

models

Opportunities
Abstraction

o ST cycle-accurate
2 o models
synthesizable
/ / VHDL\models
Low Y High

Alternative realizations
Design Space

Cost of Modeling/Evaluation

Fig. 2. The abstraction pyramid depicts the trade-off between thdelting effort
and level of detail [57]©A.C.J. Kienhuis, 1999

abstract models making them also more accurate.

Figure 2 depicts the abstraction pyramid. The bottom of grarmid presents
the whole design space, whereas the top of the pyramid isthigruker’s orig-
inal idea about the system. The abstraction pyramid adelsessious mod-
elling issues: cost of modelling and evaluation, oppotiuto change, level
of detail, and accuracy. On top of the pyramid, system moakdsvery ab-
stract, meaning that their level of detail is low. Howevée possibility to
explore various design choices is high, because the moadetbthe system
description is, the more difficult and costly it is to changsi].

When refining the system model towards the bottom of the attsbn pyra-
mid, the modelling and evaluation costs increase: the nurobdifferent
design choices increases making the system simulation @sigrdspace ex-
ploration more time consuming [57].
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2.5 Heterogeneity and Models-of-Computation

State-of-the-art embedded systems are often heterogeeataining for in-
stance analogue, digital, and mixed-signal parts as wélaesdbvare and soft-
ware [20] [33]. The various domains of heterogeneous systeauire mod-
elling and design using different MoCs.

According to Keutzer et al. a MoC refers to a mathematical ehdioht de-
scribes the system behaviour in terms of specifying the séinsaof compu-
tation and concurrency [56]. The definition of a MoC has begenarefined
to apply for instance to the context it is used in: For exampleer et al. de-
fine a MoC to be a framework that specifies the interaction afganents in
a subsystem covering both the flow of data and the flow of cbb&tween
them [26], whereas Jantsch and Sander describe a MoC tsestriame and
the semantics of communication and synchronisation betyweacesses in a
process network [54].

Even though MoCs have been described in detail [53], conapi@2], and

categorized [24], it is difficult to model or implement a st using various
MoCs. However, it is beneficial to choose the right MoC andriderstand
the impact of different MoCs on the design and implementatiooices [53].
MoCs provide the designers with useful properties, suchessrohinism and
deadlock protection [54]. Therefore, choosing a MoC hagaificant impact
on the quality of the system design [13]. Moreover, an appate MoC

speeds up the simulation of the system since only the isslegnt to that
particular MoC need to be simulated [54].

MoCs can be either timed or untimed. Timed MoCs (such as BisdEvent
(DE) or Continuous Time (CT)) have temporally ordered esewhereas un-
timed MoCs (such as Synchronous Data Flow (SDF)) have ontyajia or-
dered events [15] [24] [59].

The DE MoC is often used in HDL simulators, synchronous laggs, and in
general in all time oriented models of systems (such as camuation net-
works or digital hardware). The CT MoC is suitable for sysseraquiring
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continuous time, such as analogue circuits, mechanicesgs or embedded
systems interacting with continuous environments. The GICMupports
continuous time mixed-signal modelling because a moddienGT domain
can include both continuous signals and discrete events.SDF MoC suits
for modelling simple dataflow systems without complicateavflof control,
such as signal processing systems. The execution ordetafac the SDF
domain (and the number of produced and consumed data saofj@ash ac-
tor) is statically determined prior to execution. This fiésin minimal execu-
tion overhead, bounded memory use, and the occurrence @adiatks [15].

The modelling languages and frameworks need to supporrsystodelling

and design using multiple MoCs. Whereas SpecC supporteusailoCs

(such as Concurrent Sequential Processes (CSP), Finite I8&chine with

Datapath (FSMD), and DE) [30], the SystemC standard sinoumgernel

supports only the simulation of DE models [41]. This poortideesses the
heterogeneity of the state-of-the art embedded systems.

Heterogeneous specifications in SystemC (HetSC) [36],@gwd and Mixed-
Signal extensions to SystemC (SystemC-AMS) [102], SysteN®¥], and
SystemC kernel extensions [86] [87] enable the simulatibmydrid and
mixed-signal SystemC models. The latter approach modifiesSystemC
kernel directly, whereas HetSC, SystemC-AMS, and Systeldi@built on
top of SystemC. Also Verilog-AMS [2] and VHDL-AMS [39] enabthe ana-
logue and mixed-signal description and simulation.

Besides languages, also some frameworks, such as the Feystaim Design
(ForSyDe) [94] or Ptolemy 1l [26] (described in more detail Chapter 3)
enable heterogeneous system modelling using multiple MoCs

2.6 System (Level) Design Languages

System design languages need to capture not only the beinafithe HW
but also to enable the description of the system SW [34] [$&ngiovanni-
Vincentelli points out that the current industrial approas of system level de-
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sign address either HW or SW but not both. HW approaches, asisiHDL
or Verilog, have poor or no support for SW, whereas SW langsaguch as
C or C++ are not able to describe concurrency and time [96].

C and C++ are popular among SW engineers for creating eXaewspecifi-
cations. However, although they execute fast, they lacktt®n of concur-
rency and time, which are supported by for instance the AraariNational
Standards Institute (ANSI) C based SpecC [30] or C++ basste8)C [41].
One of the main goals of the development of SystemC was td@sgbtem
level modelling of systems that include both HW and SW [34pe&C is a
system level design language that facilitates the spetditand design of
digital embedded systems containing both HW and SW [22].[30]

HDL based system level languages, such as System Verilggdeeerve all
the features of the underlying language [42], but might e bause by SW
engineers [96]. For instance, System Verilog is built on edghe Verilog
2001 standard [42]. While preserving all the Verilog featuit also supports
system level and object oriented modelling as well as theipation, design,
and verification of HW [1] [42]. However, it does not enable thodelling of
system SW.

The proportion and complexity of SW in embedded systems hmreased
in recent years [16]. This increasing dominance of SW in eddbd systems
needs to be addressed with other methods than using traalittDLs. One
potential approach is UML [68].

2.7 UML

UML is a standardised modelling language for visualisinggeafying, con-
structing, and documenting especially software intenspgtems. Hence, one
of the ideas behind the development of UML was to bring sorabiltly to
the object oriented marketplace in forms of a unified and neatoiodelling
language and tools [10].
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Class_name
{tagged_valuel
tagged_value?}

<< Stereotype >>
Name

method1() _
method2() — — — — [—{constraint}
method3()

Fig. 3. UML extension mechanisms: stereotypes, constraints,agget values

UML can be applied to various types of systems, domains, aaksthor pro-
cesses [4]. The growing interest of the embedded systemseahtime com-
munities in UML, UML'’s extension mechanisms, and supportdbject ori-
entation among others are considered the strengths ofrigadge. The short-
comings, such as the lack of platform models or mapping nustiogy [68],
are later addressed for instance by the MARTE profile [78].

2.7.1 UML Profiles

A metamodel defines UML syntax and semantics. UML can be dgén
by defining new metaclasses, extending the existing metseta or defining
new constraints or more precise semantics. UML extensiathar@sms (that
do not alter the UML metamodel) are stereotypes, conssgaamd tagged
values [10] [80], whose syntax is shown in Figure 3.

Stereotypes extend the vocabulary of UML and allow the aaabf new
building blocks. Furthermore, constraints extend the segivsof UML build-
ing blocks and enable the definition of new rules, whereagddgyalues ex-
tend the properties of UML building blocks. The extensioas be arranged
as profiles. A profile is a set of stereotypes, constrainis tagged values that
customise UML to a specific domain [10] [80].

Sangiovanni-Vincentelli points out that UML profiling cae bonsidered ei-
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ther a strength or a weakness of the language. The over 360ngxUML
profiles will for sure customise UML for various needs whitey most likely
also overlap [96]. Well known UML profiles include the SysteModelling
Language (SysML) [76], a profile for Schedulability, Perfance and Time
(SPT) [79], and the MARTE profile [78].

The UML profile for MARTE customises UML for model-driven dslop-
ment of real-time and embedded systems [78]. Already MARTiEédeces-
sor, the SPT profile extended UML with periodic tasks, schedula objects,
timing, and concurrency aspects [79].

The MARTE profile supports the specification, design, andlatibn stages
of embedded system design. MARTE extends UML to provide ttocts
for modelling Real-Time and Embedded (RTE) SW applicatidmngh-level
RTE HW, and their non-functional properties. Moreover, MARprovides
designers with necessary extension units in order to adge$ormance and
schedulability analysis of RTE systems [78].

The MARTE profile is organised into a set of packages, suchoaada-

tions, design model, and analysis model. The foundatiohkggee contains
basic elements for modelling non-functional properti@sjig, and general
resources. Moreover, an allocation concept associatdgaippn functions

with the execution platform resources. The design modekgge includes
elements for modelling generic components, software andwWweae compo-
nents, and the application. Finally, the analysis packaggains modelling
capabilities for scheduling and performance analysis arables designers
to perform for instance timing analysis directly from the UMescription

instead of building a separate model for analysis [78].

Several approaches use the UML extensibility through mesfit order to cus-
tomise UML for embedded system design. For example, Kukddadd intro-
duce a UML 2.0 profile for embedded system design [60], wheAgpinen
et al. explore the embedded SW platform modelling using phatile [5].
Moreover, Brisolara et al. show the benefit of using the MAR&ile when
defining the same system with and without the profile [12]. IBbat al. and
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Cuccuru et al. demonstrate the expressiveness of the MARGTiHgXs nota-
tion for describing repetitive structures [11] [17].

2.7.2 Repetitive Structure Modelling using MARTE

The MARTE profile has also high level modelling constructdéscribe (par-
allel) data computations using several computation uiite RSM notation
provides a compact way to depict the regularity of such igpes of struc-
tural elements connected via a regular connection patiéti{78].

The RSM notation extends the UML multiplicity concept in erdo enable
to specify a shape of the repetitive structure elements. RB® modelling
aspects can be used to model HW platforms, applicationsthendllocation
of the application onto the HW platform [17] [78].

Figure 4 illustrates a 3x3 torus network using the RSM notatilr he< <Hw-
CommunicationResource> stereotype (which inherits from the<HwRe-
source>> stereotype) describes NoC switches. The repetitionSpajoen
dence attribute defines the relative position of an adjacestance for each
element (a vectof1,0} means that the adjacent instance is one hop along the
x-axis and zero hops along the y-axis, whflg 1} is zero hops along the x-
axis and one hop along the y-axis). The modulo attribute riesswhether

the topology is cyclic (modulo is true) or not (modulo is &)s In the case
depicted in Figure 4, a true modulo value means a torus tggplehereas a
false modulo value would mean a mesh topology.

RSM is necessary for describing massive regular paratkelig makes the
model more compact, readable, and maintainable. Howevenly handles
regular topologies [17].

2.7.3 UML Diagrams

The earlier version of UML, UML 1.1, included nine differedtagrams:
class, object, component, and deployment diagrams ddyacytstem struc-
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<<HwResource>>
NoC

<<interRepetition>=
{repetitionSpaceDependence = {1,0},
modulo = true}

1

J

]ﬂﬂHwCommuniCatiun Resou rcez:*b[
NoCSwitch[{3.3}]

1

<<interRepetition=>
{repetiionSpaceDependence = {0,1},
modulo = trug}

Fig. 4. A 3x3 torus topology described using the RSM notation

ture while use case, activity, statechart, sequence, diaboaation diagrams
depict the system behaviour [10]. Later, in UML 2.0 the nundfediagrams

has increased to thirteen: composite structure and paakageams are the
additional structural diagrams, whereas timing and irdioa overview di-

agrams are behavioural. Also the collaboration diagranoisadays called
communication diagram and the statechart diagram statdinediagram.

Moreover, some of the behavioural diagrams (sequence, corication, tim-

ing, and interaction overview diagrams) are subcategarist interaction

diagrams [77]. The sequence diagram is described next i ohetail, since
it is used to create the executable application models daiaeg in Chapters
5and 6.

UML sequence diagram is an interaction diagram and depietsiine order-
ing of messages. Booch defines an interaction to be a behdkmiconsists
of a set of messages exchanged among a set of objects. Mpraonessage
specifies a communication between the objects [10]. Figutkigrates a
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Sequence diagram

StabilityControl SpeedSensor SpeedControl
I getSpeed() ! !
e |

setSp?ed()
' »

Communication diagram

SpeedSensor

ll: getSpeed()

StabilityControl SpeedControl
—_—

2: setSpeed()

Fig. 5. UML sequence diagram and the corresponding communicafamgraim

sequence diagram that has three lifelines and two messkgé®e sequence
diagram, each object has a lifeline that describes itsext&t over a period of
time. The messages represent the communication betweelbjdus.

Some of the UML diagrams are almost overlapping, as can befsa® Fig-
ure 5. The lower part of Figure 5 depicts the correspondingroanication
diagram. While the sequence diagram emphasises the tehgodesing of
messages, the communication diagram emphasises thaisatiarganisation
of objects. These two diagrams are semantically equivléijt as can be
seen from Figure 5 both diagrams contain the same objectsiasglages, and
no information is lost when converting one to the other.

A sequence diagram is one variant of Message Sequence QNEB(SS).
MSCs are a visual formalism used to capture system requirenairing the
early design stages. MSCs specify scenarios that desatd@ction patterns
between processes or objects [35].
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However, as much as the visual notation of UML is expressictthe dia-
grams have underlying formalism, the UML diagrams can bentagpreted.
For instance Graaf et al. have noticed that in many compaidk is used
for drawing instead of modelling and the interpretation e tirawings (not
always being syntactically correct or consistent) might giescured [32].
Therefore, executable models are necessary.
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3. PTOLEMY II: A SOFTWARE FRAMEWORK FOR
ACTOR ORIENTED EXPERIMENTING

System design at various levels of abstraction requirepa@tiirom design
automation tools, but they are hardly mature enough foresydevel design
[50]. Moreover, system level design tools lack universallaability [53] and

instead of creating a unified flow from the system level spetibn to the
implementation, they are merely a bunch of unlinked toadginéng informal

techniques and human intervention during the design flow [8]

Several methods and frameworks exist for embedded systsigrdePlat-

form Based Design (PBD) aims at reducing system design tgstsusing

applications and architectures [28] [56]. The ForSyDe ®amrk aims at het-
erogeneous system modelling using multiple MoCs and theldpment of

transformational design refinement methodology for embddsystems and
Systems-on-Chip (SoCs) [94] [95].

Polis is an approach for the design and verification of cdutominated reac-
tive systems. Polis is a full design methodology and a defsaynework for
HW/SW co-design of embedded system [7]. Metropolis comniine work
done within Polis. Metropolis is a design environment faiehegeneous sys-
tems designed to support PBD [8] [96] [101]. The goal of thestlgpment of
Metropolis has been to obtain a unified environment for ungodus system
presentation at various levels of abstraction [101].

MILAN is a model-based simulation framework facilitatiniget design and
optimisation of embedded systems [6]. The Modern Embeddetes,
Compilers, Architectures, and Languages (MESCAL) proguots at creat-
ing a disciplined approach to produce reusable architacplatforms [72].
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Artemis and SESAME are frameworks aiming at efficient desigace ex-
ploration of heterogeneous embedded systems architscatimsultiple ab-
straction levels [89] [90]. The Ptolemy Il framework [21]dRis presented
next in further detail.

3.1 The Ptolemy Project

The Ptolemy project of the University of California at Beldgaims at mod-
elling, simulating, and designing of concurrent, realdisembedded systems
[21]. The first outcome of the project was the Gabriel sofevior signal
processing at 1986. Gabriel included a code generator tdupm efficient
assembly code for Digital Signal Processors (DSPs) as wgedl BIW/SW
co-simulator. Early 1990s, the project announced Ptolerag<ic, which
is a modelling environment supporting multiple MoCs. At §38e project
started working on the Ptolemy Il software framework [13].

Although the Ptolemy Il framework used some of Ptolemy G&Es<apa-
bilities, it also introduced several new features: data dohain polymor-
phism, new MoCs, a new visual editor (called Vergil), actoented classes
and subclasses, and the use of the Extensible Markup LaaddagdL) for
representing models [13].

Whereas Gabriel was implemented in Lisp and Ptolemy Clasgi++, the
Ptolemy II's implementation language was changed to Jaeatalits capa-
bility to for instance built-in threading and building useterfaces. Even
though Java has several advantages, which is why it was chogaplement
the Ptolemy Il framework in the first place [13], the fact titatuns over the
Java Virtual Machine (JVM) is also one of its biggest shamawgys. The sim-
ulation of Ptolemy Il models may be slow in some cases andddpendent
on the size of the Java heap space.

One of the aim of the Ptolemy project is to create an environirfee actor
oriented experimenting [21].
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3.2 Actor Orientation and Hierarchical Heterogeneity

An actor is a component that communicates with its enviramtrbg sending
and receiving data tokens (that encapsulate messagespnsaysing chan-
nels [13] [61]. The actor model derives from the mathematiwadel of con-
current computation [37] and later from the formal modelsarficurrency [3].

The development of actors is influenced by the concept ofttdbja the Sim-
ula language [3]. Agha defines that each actor has an indepetitead of
control and the actors communicate via asynchronous megsessing [3].

Actor orientation is the theoretical foundation behind Btelemy Il frame-
work. Thus, Lee at al. have further refined the concept oframtientation:
Even though the actors are still parallel, they can sharehread of con-
trol and the message passing does not necessarily need symsheonous.
Moreover, each actor can run in its own thread or the wholéesysan run
sequentially in a single thread [61].

Ptolemy Il actors belong to a domain, which defines both aivecend a

director. The receiver implements the communication oddakens and can
be either a QueueReceiver (containing a First In First OlRQ queue) or
a Mailbox (a FIFO with a capacity of one). The director is anpecbthat

defines the interaction semantics of components. Thus,e&tdir controls

the communication and execution of actors in the domain ehefiwhen the

actors communicate and update their internal state (tHisviog the rules

defined by a MoC) [13] [14] [26].

Ptolemy Il actors can be either atomic or a composition oépéctors (called
composite actors). Atomic actors are primitive and canooit&in other ac-
tors. Composite actors contain other composite actorsjiatactors, or both.
Opaque composite actors have a local director, whereaspaaent compos-
ite actors do not and their execution follows the rules of éxecutive di-

rector [13] [26]. Figure 6 depicts executive and local dices as well as a
composite actor and atomic actors (Actorl, Actor2, and Ajto

Lee et al. consider the most important advantage of actentation to be



24 3. Ptolemy Il: A Software Framework for Actor Oriented Exjmeenting

ExecutiveDirector

Clock Actord CompositeActor Display

b@n—b.- ¥ Sio = |

LacalDirector

Actor2 Actord
port port2

Fig. 6. Vergil workspace showing composite and atomic actors amdgie and
local directors

the use of MoCs in the actor interaction [61]. A MoC defines de¢ails
of scheduling and communication and how the actors areectithey are
related. The actors themselves do not do that, unlike abjecbject oriented
design. This increases reusability and the model can bereasalysed and
understood [26]. The use of MoCs in actor interaction is seagy in order
to comprehend the heterogeneity of the state-of-the-aleelaled systems.

The Ptolemy Il framework, as targeted at the design of hgexeous em-
bedded systems, enables the integration of various MoCsibg tierarchi-
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cal heterogeneity. That is, the composite actors can entapssubsystems,
whose components’ interaction a MoC controls, as seen iar€i§. Further-

more, the MoC also turns the subsystem into a component #mabe used
in other systems. This hierarchical heterogeneity enathlesanalysis and
modification of subsystems without affecting the overafiteyns [26].

3.3 Advantages of the Ptolemy Il Framework

Various Ptolemy Il frameworks characteristics have beeafuldor the appli-
cation modelling approach presented in this thesis:

The Ptolemy Il framework is open source and can be modifiedeand
tended. For instance, as described in further detail in @nap the
visual editor has been extended with a UML editor, in which U#é-
guence diagrams can be drawn.

The Ptolemy Il framework defines a large, domain polymorgbimpo-
nent library from which components can be selected to thesymce
of the visual editor.

The Ptolemy Il framework enables the definition of more corgrus.
For instance, the Ptolemy Il composite actor has been mddifierder
to enable it to encapsulate a UML sequence diagram.

One of the objectives of the Ptolemy Il is to enable modellirsgng
different MoCs. Various directors supporting different ©@® can be
selected from the component library and the implementatibnew
ones is ongoing work.

The Ptolemy Il framework enables the creation of new dinectd-or
instance, the implementation of two additional directoeswecessary
in order to define total and partial order execution semarftic the
UML sequence diagrams.
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e One of the Ptolemy Il framework’s advantage over other sydt/el
design methods and tools is the visual editor, called Vekglgil and
the component library make the building of models fast anitiegef-
fortless.

e Using the Ptolemy Il framework, both application and plationod-
els can be described and simulated in the same model usinstied
editor.

e Ptolemy Il can also be set up with Eclipse software develoyree-
vironment [23] making the programming of user defined congmis
convenient.



4. MORE AND LESSABSTRACT MODELSOF
NETWORK-ON-CHIP INTERCONNECTS

A platform has various definitions depending on the domaiapgdlication
[96]. In the context of PBD, a platform is an abstraction tbaters several
possible lower level refinements [97] or a library of both gartational and
communication components that can be composed to a desigrcatain
level of abstraction. The selected parameterised compgshem a platform
instance [96]. Jantsch and Tenhunen define a NoC platformctade not
only the communication infrastructure, but also middlesvand operating
system communication services, and a design methodoladjyoats to map
applications onto a NoC platform [55].

Traditional von Neumann uniprocessor architectures vatimeet the power,
performance, and cost requirements of the state-of-thenarfuture systems
[56] [81]. Thus, multiprocessor systems are needed in da@rcrease the
performance without increasing the power consumption ofoggssor [81].
When programming multiprocessing system, we try to exydaitallelism in
order to achieve increased performance. The increase allgleam causes
also increasing communication overhead [88]. Thereftwejriterconnection
network has a central role in state-of-the-art multipreoes systems.

The design and verification of the inter-task communicatbmapplications
is hard if the interconnect is a bus based system due to theedicfabil-

ity of the communication performance [55]. Even though bdipduses are
cost efficient and have high performance, they do not scanwine number
of communicating components increases. This makes theavieur unpre-
dictable. The concept of a NoC replaces ad hoc wiring with eerstructured
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approach and increases predictability [18] [55].

In this thesis, a platform denotes a NoC based multipronggdatform that
consists of one of the models of a NoC interconnect describbede next
subsections and Processing Elements (PEs) connectedaloplads of the
NoC switches.

The rest of this Chapter describes first a RT level referencdeainof a NoC

infrastructure called HERMES and then three different eystevel models
based on it. The modelling and implementation of the NoCroaienects
are not carried out by the author and are therefore not aibotibn of the

thesis. The models of the NoC interconnects are presentex] hecause
the system level models RENATO, JOSELITO, and BOCA are usethe

platform interconnects in the case studies described ireretail in sections
7.1-7.5.

4.1 HERMES: The RTL Reference Model

HERMES is an infrastructure for low area overhead packetetimg NoC. A
switch is the basic element of the network and can be contéat®ur other
switches and to a local Intellectual Property (IP) core enpenting especially
2D mesh topologies [74].

Each HERMES switch contains routing control logic and fivalibectional

input ports that establish the connection to four adjacesithes and to the
local core. Each port uses input buffering for incoming psk The ar-
bitration logic gives a priority to the port, which has beamamged routing
longest time ago. The routing control logic implements theating strategy,
arbitration logic, and a packet switching algorithm withrwinole switching

mode [74].

The routing strategy chosen for HERMES is XY routing [74]tte XY rout-
ing flow control digits (flits) are first routed in the X direch until the right
X-coordinate is found and then in the Y direction until thghti Y-coordinate
is found.
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HERMES switches use wormhole switching because it alloWisierfit use of
buffers, resulting in less buffer space needed than foantst in cut-through
switching. Moreover, wormhole switching is able to mulépla physical
channel into more than one logical channel [19]. HoweverHERMES

switches, only one logical channel is used of one physicahobl in order
to reduce the switch complexity and cost [74]. In wormhol@&siwng, pack-

ets are divided into entities called flits [19].

The flit size in HERMES can be parameterised, but the numbéit®in a
packet is fixed to bet size in bits The first and second flits of the packet form
the header and contain the address of the target switch gfatieet and the
size of the payload in flits respectively. The payload isiedrby the rest of
the flits, which do not contain any routing information. Téfere, the payload
flits must follow the same path as the header flits. Each svhi&sha unique
address expressed as X and Y coordinates correspondingtizeital and
vertical position of the switch in the network. This repnesion facilitates
the XY routing of the packet [74].

HERMES aims at small design size and a NoC switch with lownlkate The
HERMES switch is described in VHDL and prototyped on FPGAt&4rll.
A NoC configuration having a fixed flit size of 10 bits (2 bits fmntrol and
8 bits data), buffer size 8, and 5x5 mesh topology has 5009\i&t second
peak performance at 25 MHz operation frequency. With thisfigaration,
the switch area is 555 Look-Up Tables (LUTS) [74].

4.2 RENATO: Modelling the HERMES Switch Using UML
Interactions

RENATO is an actor oriented system-level NoC model writtedava within
the Ptolemy Il framework. RENATO is based on the UML interacs that
describe the functionality of the HERMES switch [46]. Théenactions are
illustrated as UML sequence diagrams in Figure 7. Theseadat®ns only
visualise the RENATO model’'s behaviour and are not assedmaith the ex-
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ecutable UML sequence diagrams for the application maugtixplained in
Chapters 5 and 6.

The leftmost sequence diagram in Figure 7 describes arratibit request
of an input buffer in a switch. An input buffer requests amdtion if it has
received a packet. The buffer sends the packet’'s heades thetrouter con-
troller and waits for a response (denoted by a synchronowssage in the
sequence diagram). The controller requests arbitratiom fthe arbiter for
the packet the header flit belongs to [46].

The arbiter handles all incoming requests and grants atlaitr to one of the
buffers requesting it according to an arbitration scheraehsas round robin.
If the arbitration is granted, the arbiter sends the flit te thuter that deter-
mines which of the 5 output ports the flit should be sent toeAfthe routing
is done, the router controller verifies that the chosen dyiptt is free. Ifitis
free, the input buffer can establish the connection to thpwport and send
the flit, otherwise the connection is refused and the inptfebhas to request
for arbitration again [46].

The rightmost sequence diagram in Figure 7 describes thertrgsion of a
flit between two adjacent routers. The controller receibedlit from the local
input buffer and determines to which output port it belongsAfter sending
the flit to the correct output port, the controller waits foracknowledgement.
After a positive acknowledgement, the controller removes flit from the
source router’s input buffer, whereas a negative acknoydatent causes re-
sending of the flit [46]. Since there is only one condition e tast two
interactions of the rightmost sequence diagram, the altbooed fragments
could also be replaced with opt combined fragments.

Originally, RENATO was untimed. In order to increase its @ecy, timing
information extracted from the cycle accurate HERMES meded annotated
to RENATO's interactions. The simulation results of RENATAve been
compared to the results of HERMES using various traffic sces@nd NoC
configurations. For a long lasting traffic, the error is up @per cent. This
can be considered as a good result since the actor orientddlisdased on
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Fig. 7. RENATO’s UML interactions [46[C|EEE, 2008



32 4. More and Less Abstract Models of Network-on-Chip Intengects

only the interactions and works without a synchronisingklsignal [46].

4.3 JOSELITO: Number of Model Details Versus Simulation
Speed

JOSELITO is a simplified NoC model that uses Payload Abstlactech-
nique (PAT) and allows the performance evaluation of a Na@gusoth sim-
ulation and analytical methods. Even if JOSELITO uses timesdML in-
teractions as RENATO, it is more abstract. The PAT decretdsesimula-
tion time of JOSELITO in comparison with RENATO, becausesduces the
number of communication events by abstracting the payloatitherefore
omitting the flit by flit payload forwarding. Whereas RENATOrivards all
packets flit by flit, JOSELITO defines the packet as a headeaadrailer and
uses an analytical method for denoting the transmissioa tfthe payload,
which is actually the packet trailer release time (PTRT)[85

Using JOSELITO, three different transmission scenariespassible: block-
ing free, header blocking, or header and trailer blockimgthle blocking free
scenario no resource conflicts occur. Therefore, the Igtand throughput
can be measured with no loss of accuracy. The packet headéedalocked
if the input buffer of the next router on the header’s way i éu the output
port of the current router is used by another packet. If thedlee cannot pro-
ceed further within the time the trailer is released andead¢he header, also
the trailer is blocked. Both blocking situations increase possibility of the
loss of accuracy in the latency evaluation, because eitigeih¢ader or trailer
may block other packets [85].

JOSELITO performs in average 2.3 times faster than RENAT@8nper

cent of the test cases. Moreover, when compared to the seslUHER-

MES, JOSELITO has 5.26 per cent error in latency and 0.1 pet eeor

in throughput [85]. Moreover, the difference in the averagergy consump-
tion between HERMES and JOSELITO is close to zero per ce0{247

mJ) [82].
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4.4 BOCA: Analytical Calculation of Communication
Latency

BOCA is a fully analytical model and the most abstract of W@ models
used in the simulation cases used in Chapter 7. A BOCA madehiame-
terised with the network topology and it uses that inforimatio analytically
calculate the latency of each communication that happe@€ ABdisregards
any interference between different traffic. Although bemgery simplified
model, BOCA enables fast simulation and early analysihefdffect of the
network topology or different application mappings [67].

When simulating an application model on the abstract platfimodels, hun-
dreds of actors are simulated. As the simulation case inose¢t2 indicates,
there is a clear need for more abstract models, such as B@Jdast as long
as the system is modelled and simulated within the Ptolerfrarhework.
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5. UML EXTENSION TO THE PTOLEMY I
FRAMEWORK

This Chapter covers first how UML sequence diagrams can bapsatated
inside the Ptolemy II's composite actors and then how thewi@n semantics
are assigned to the sequence diagrams in order to creatatazlsc UML

models. The work and ideas presented in this Chapter areamoéed out

by the author; the starting point of the contribution of tkikesis was the
already existing idea and work of simulating UML sequen@gctams within
the Ptolemy Il framework.

Most attempts of using UML as a system level language useregtatic
analysis, code generation, or manual transformation intexacutable form.
Static analysis provides designers with information thay ase when build-
ing models for instance with SystemC or implementing systewhereas
code generation requires model transformation. A manaalsformation is
however a slow and error-prone task. Even though UML laclecetion
semantics, actor-orientation has the coexistence of phelkixecution seman-
tics as its major feature. Therefore, it is reasonable telajoint approach
of UML and actor orientation where the shortcomings of ongh&m are
compensated by the strengths of the other [45].

5.1 Encapsulating UML Sequence Diagrams Inside
Composite Actors

Figure 8 depicts a UML sequence diagram with one asynchaad one
synchronous message (messages x and y respectively). \Waeedquence
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(b)

Fig. 8. Encapsulating a UML sequence diagram inside a compositer déi]
(©IEEE, 2006

diagram is encapsulated inside a composite actor, inpubatplit ports are
created for each message so that one input and output podated for the
asynchronous message (ports Ax and Bx in Figure 8), wheweasput and
output ports are created for each synchronous message o€y, Cyr, and
Byr in Figure 8).

The input ports are connected to the source of the messadg autput ports
are connected to the receiver of the message, as depictedure [44].
This can be used for the creation of generic communicatidtepe that are
reusable in various application domains in a similar way Gamma defines
in [31].

Each lifeline of the UML sequence diagram represents anigifmn actor:
As seen in Figures 8 and 9, lifeline A represents the actoursm A’ life-
line B the actor "filter B”, and lifeline C the actor "adaptaiti C”. Moreover,
the messages between the lifelines in the sequence diagnatairc the data
tokens that the actors send to each other. The sequencamialgfines the
sequence of the messages between actors and the directoiagesds with the
sequence diagram enforces their ordering [44].
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Fig. 9. Actors connected to the input and output ports of a compa@siter [44]
(©IEEE, 2006

The Ptolemy Il framework’s visual editor, Vergil, was exti to support
the description of UML sequence diagrams as seen in Figufé4]0 In the
Figure, all directors on the left, the lifelines, messadest{ synchronous and
asynchronous), and the Combined Fragments (CFs) belomg textension:
the directors PO SD Director and Lin SD Director, lifelinesgssages, and the
parallel CF (par) were added within the work described inl.[44e directors
Total Order, Partial Order, optional, loop, and altermnat®fs (as well as the
functionality of all the CFs) were added later, within thertvdescribed from
Chapter 6 onwards.

5.2 Simulating UML Sequence Diagrams within Executable
System Models

Indrusiak et al. describe how to directly validate UML malby combining
them with executable system models in [44], [45], and [48he Ptolemy
Il framework’s hierarchically heterogeneous modellinglestthat allows the
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inclusion of different execution semantics for each hienaral level enables
the execution of UML sequence diagrams.

When UML sequence diagrams are encapsulated inside commpasors, in
addition to the creation of the input and output ports, theusace diagrams
need to implement a firing scheme so that it can be simulatédother actors
and commanded by a director. The firing scheme depends omghedence
of messages (the precedence of the message occurrencécagieni within
a lifeline). The formalism behind sequence diagrams doe$anmally de-
termine the precedence between messages that are not demtcaived by
the same lifeline. However, in that case, a total orderingnegsages can be
achieved by taking into account the messages’ position erytaxis of the
lifeline, since a lifeline has a temporal dimension. Thatirme passes when
going downwards along the lifeline [45].

The firing scheme determines in which order the tokens agiat the input
ports of the composite actor containing the sequence diagra forwarded to
the respective output ports of the actor. On each firing, gggience diagram
triggers all messages that have tokens in their respeciuég port and whose
all preceding messages have been triggered. The firing scbbeach opaque
composite actor is modelled by a director. It is possibleresate directors
implementing different firing schemes, such as total ord@e¢tor Lin SD
Director in Figure 10) or partial order (director PO SD Ditag [45].

In Ptolemy 11, a director defines the execution semanticetafra. The Lin SD
Director defines the messages’ firing order to be dependetiteomessages’
position on the y-axis: a message that is higher on the axiggered before
a message located lower on the axis. The PO SD Director nivasndatotal
order within each lifeline, but a partial order among messagn different
lifelines [45]. This means that in case two messages areasehteceived by
completely different lifelines, their execution order da®ot depend on their
position on the y-axis (that is, on the lifeline). But if thbgve at least one
common lifeline as a sender of receiver, their position & yhaxis defines
their firing order.
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The simulation of the same sequence diagram with both tothpartial order
directors show that the input buffers can be slightly snnafiepartial order.

However, the implementation of total order is simpler and frecedence
can be determined in advance (can be simply a round robiteaxbivhereas
partial order requires dynamic analysis of the precede#sg [



6. SMULATING EMBEDDED APPLICATIONS
TOGETHER WITH ON-CHIP MULTIPROCESSING
PLATFORMS

According to ITRS, to increase the performance of the SW ke requires
heterogeneous parallel processing using various apigliicapecific proces-
sors for system functions. Moreover, ITRS emphasises tpeitance of exe-
cutable specifications written in a formal language, sihey reduce the ver-
ification effort by allowing automated verification earlythe design process
at high levels of abstraction. However, more research ahdisos for both
heterogeneous parallel processing and executable spdioifis are needed in
the near future [50].

The programming environment for multicore systems shoel@bplication-
centric [38]. Even though the application programmers &hba aware of the
characteristics of the hardware to better exploit the cdifiab of it [88], they
should be protected from as many HW features as possible f88pmpiler
can parallelise sequential code, but this is not the mostnapsolution. In
order to achieve highest possible performance of a multgssor system, the
programmers need to change to a parallel programming m8dgl [

This Chapter presents the approach for modelling and \aligl@mbedded
application models together with on-chip multiprocesstagforms. This ap-
proach addresses the need for application-centric phpatigramming meth-
ods by using actor orientation and UML. The approach engblasvalida-

tion of the application and platform models by simulatiomerefore, it ad-
dresses the need of executable specifications and awardrteesunderlying
HW without excluding any (semi) formal definition of the ajggktion mod-
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els. Moreover, the simulation within the Ptolemy Il frametwrovides the
means for creating heterogeneous system models.

6.1 An Approach for Embedded Application Modelling for
on-Chip Multiprocessing Platforms

The previous work explained in Chapter 5 enabled the sinauaif applica-
tion models within the Ptolemy Il framework. However, it didt allow the
simulation of the application models mapped on platform eted

Following terminology is used from now on:

e A message represents a communication between two actorsoivi,
within this work, it also represents application tasks. b&gges are pa-
rameterisable and the delay parameter set by the applicdésigner
indicates how long each task would be executed by a real gsoce

e Communication latency of a message is the time that the pagk®r-
responding to that message spends on the network. Theyatensists
of the model time during which the packets are either routesivben
switches or waiting for routing in a buffer. The communicatiatency
of messages depends on network congestion, data size obttes ¢
sponding packet, and the mapping (that is, if the sendingecelving
actors of the packet are mapped to nodes that are close totaator
not).

e Computation latency is the time that a task would execute pmoees-
sor. Since the level of abstraction of the work this thesiscdbes is
system level, the processors are modelled as PEs. The PEmtak
account the latency by delaying the delivery of the messagékthe
computation time is over.

e Firing or executing a message happens when the compositeeaciap-
sulating a sequence diagram has an incoming data tokemttieaies
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that two application actors want to communicate. The mes§iagg

or execution means that a PE creates a packet containingabsage,
delays the packet according to the computation delay, andssi¢ to

the receiver.

e Active actor can initialise communication.

e Passive actor never initialises communication but canargpo a re-
ceived communication.

e Firing period indicates how often active actors are firedftis, how
often they initialise communication).

The next three sections describe the application modefopta model, and
the mapper in more detail.

6.2 Application Modelling

Using the application modelling approach presented inttiesis, the appli-
cation models are described using UML sequence diagranes &ough for
instance UML state machine or activity diagrams would alsabde the de-
scription of application behaviour, sequence diagrame laeslear advantage
over them: the time ordering of messages.

Even though the sequence diagram is the only diagram thdiecaimulated,
other diagrams are not excluded: as a sequence diagranmpoedga part of
the application behaviour, a composite structure diagsaosed to illustrate
the structure of the whole application model and all conpeastbetween ap-
plication actors. Moreover, the composite structure diagrs also extended
with the ordering of the communication between actors, géa@xed later in
this Chapter in section 6.7.

The application modelling process starts with defining tppliaation be-
haviour using sequence diagrams. Figure 11 depicts an @uiaus vehicle
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application model that is used as an example to demonshatedtential of
this modelling approach. The application model consistainé sequence
diagrams: navigation controlling, pressure controllisggeed controlling, ob-
stacle recognition 1, obstacle recognition 2, ultrasomeiestng, Global Po-
sitioning System (GPS) sensing, speed sensing, and \dbraénsing. The
vehicle can determine its speed, location, vibration, amether there are
obstacles ahead so that it can avoid collisions. The vehaeadjust its di-
rection and speed according to the obstacles shown in thaakbslatabases
and its tyre pressure according to the information recefuaah the vibration
sensor.

After the sequence diagrams are defined, they are drawn toNie editor
that extends the Ptolemy II's visual editor. In the sequehagrams depicted
in Figure 11 lifelines represent application actors andsagss between the
lifelines communication between actors. The sequenceahagare encapsu-
lated inside composite actors and input and output portsraaged for each
message of the sequence diagram. Each application actomected to these
input and output ports, as shown in Figure 12, which deplatsspeed con-
trolling sequence diagram and its encapsulating compastte connected to
application actors.

A director defines the execution semantics of the sequeraggains main-
taining the order of the messages. Two different directoesimplemented:
total order and partial order. They implement either totglartial ordering of
messages and are based on the Lin SD Director and PO SD Didestcribed
in Chapter 5.

Even though this application model is a synthetic example ¢equence di-
agrams do not depict any real-life vehicle), it can be patansed to have
realistic delays and workloads. For instance, the messzayegng and pro-
cessing images are bigger and have longer delays in coropanigh mes-

sages carrying sensor readings or control information.

The application can run either independently from a platfas a stand-alone
model or if the platform and mapper exist, mapped on the quiatf
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6.3 Platform Modelling

As defined in Chapter 4, a platform denotes a NoC based mui#ssing
platform that consists of one of the models of a NoC intereatrand PEs
connected to local ports of the NoC switches. The PEs dextrilext were
implemented within the contribution of this thesis.

The PEs are high level models of processors. Together wittodehof a
NoC interconnect they form a platform model. Each PE is hgddo a NoC
switch. The PEs actually consist of two actors: a producdraanonsumer.
The producer is sending packets, whereas the consumeeisirecthem.

The PEs also include the network interface: they are resplensf creating
packets, which carry the messages. The PEs buffer the ne=ssatj they are
packetized and sent in case the PE is still executing a previgessage. The
PEs can also handle message priorities, executing highattpmessages
before lower priority messages.

Due to the different packet forwarding methods of the ddferNoC models,
different PEs were implemented. The RENATO PEs send padtlitdiy flit,
whereas the JOSELITO PEs abstract the payload, thus semdlintihe packet
header and trailer. The BOCA PEs are sending packets fliitdyufi the flits
are not sent over the NoC but rather forwarded to the consuwitput a
delay.

In this thesis, the use of the MARTE profile and especiallyR8M nota-
tion was expanded to cover also the visualisation of thégrtatmodel (even
though the platform modelling is otherwise not a contribntof this thesis).
Using the RSM notation the platform models can be describeddompact
manner. This reduces the effort of drawing all NxN networkle® and pro-
cessing elements, since all of them are similar. Figure [L8tiates a NxN
platform model, in which the NoC switches are arranged agyalae mesh
topology.



48 6. Simulating Embedded Applications Together with on-QYigtiprocessing Platforms

<<HwResource>>
NoC

<<interRepetition>>
{repetiionSpaceDependence = {1,0},
modulo = false}

:|<<HwCommunicationRasourca}}[
NoCSwitch[{N,N}]

1

.

<<interRepetition=>
{repetitionSpaceDependence = {0,1},
modulo = false}

Fig. 13. Platform description using the RSM notation

6.4 Mapping Application Models on Platform Models

In order to establish a connection between the applicatiodatand the plat-
form, a mapper needed to be implemented. A mapper maps datheli

of the sequence diagrams on a PE of the platform. Sincenldelrepresent
application actors, each actor is therefore mapped on a Rifedwer, each
application actor has tasks, which are then executed by Ehéh® actor is

mapped on.

The mapping has a significant impact on the communicatiotsctigerefore,
the implementation of the mapper is flexible enabling défémmapping algo-
rithms and heuristics [66]. In the case studies present&hapter 7, usually
only a random mapping strategy is used (that is, each ldaBmmapped ran-
domly to one of the PEs and the mapping cannot be changedtafietone
for one simulation). The purpose of the work this thesis dbss was not
to evaluate different mapping heuristics. Hence, Ost etale implemented
several heuristics (greedy incremental, simulated ammggand taboo search)
in [83] and [84], which complement the author’s work.
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6.5 Enabling Joint Validation of Application and Platform

Models

This subsection first presents some basic principles hovapipdication and
platform models can run in the same model. Then it descritesteraction
between all the model elements in further detail.

6.5.1 Basic Principles

The following principles hold when encapsulating sequetiagrams inside
Ptolemy Il composite actors [48] [66]:

The composite actors encapsulating sequence diagrarosy &1 and
SD2 in Figure 14) must have a director (D2 and D3 in Figure hdj t
defines the execution semantics of the sequence diagram.

The director of the composite actor ensures that the dglvkEthe mes-
sages follows the ordering defined by the sequence diagram.

The composite actors encapsulating sequence diagram$iauesnput
and output ports to allow the communication with other ator

For each asynchronous message, one input and an outputr@area
ated to the composite actor that encapsulates a sequemgardiaFor
synchronous messages, two additional ports must be creategre-
sent the return message.

The receivers of each port can be configured with the desinéidring
behaviour (for instance bounded or unbounded FIFO buffer wrail-
box).

Each lifeline of a sequence diagram (lifelines L1 to L5 inu¥ig 14)
represents one application actor (actors named with $eteto e in
Figure 14).
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e Each message (messages M1 to M6 in Figure 14) between digelin
represents the communication between two actors of thacapiph
model.

In order to jointly simulate the application and platform adeds, the applica-
tion actors need to be mapped on the platform. In other wdahdgsmapper
assigns each lifeline of the sequence diagrams on a PE ofdtierm (PE1
to PE9 in Figure 14) [67]. Thus, each lifeline must be mapped &E; how-
ever, a PE may have more than one (or zero) lifelines mappeitl ofRor
instance, considering the actors and PEs in Figure 14, tippenanaps each
actor (actors a to e in Figure 14) to one of the processing esn(PE1 to
PE9 in Figure 14) according to a given mapping heuristic (gdagned in
more detail in section 6.4).

6.5.2 Interaction Between the Different Elements of thet&ys

Figure 15 illustrates the interaction between differemnents of the sys-
tem model. These interactions are described as a UML segudiagram;
however, this diagram is not encapsulated inside a congasibr and not
executed like the sequence diagrams describing the apphcaodel. The
sequence diagram in Figure 15 only depicts how the simulatidhe system
proceeds within the Ptolemy Il framework.

The UML sequence diagrams describing the application m¢sed Figure

11) are first transformed into acyclic, directed messagelga The SDDi-

rector (from which the total and partial order directorsenit) calls the cre-

ateGraph() method of all the total and partial order direc{depicted as the
Director lifeline in Figure 15). The directors then passsthequest to the
precedence graph classes that create the precedence gfaphsnessages
according to their ordering in the sequence diagrams. Tbexeeach total

and partial order director is associated with one preceglgnaph. An exam-
ple of a sequence diagram and its corresponding message cpadbe seen
in Figure 16.
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All total and partial order directors then find out whethee tipplication is
simulated as a platform independent stand-alone model ethehit is run-
ning on a platform. The method call getMapper() invoked lgydhector to its
super class returns the mapper if it exists, otherwise itrnstnull. The map-
per implements the mapping of application actors to thefquiat resources.

As depicted in Figure 15 if the noMapper condition is trues #hxecution
of the application model follows the interactions desdalilieside the uppert
part of the alternative CF. Thus, the application is sinedads a stand-alone
model without the platform. If there is a mapper, the appitwais simulated
mapped on a platform model and the lower part of the altare&F describes
the interactions.

If there is no mapper, the composite actor, inside which gpliegtion se-
guence diagram is encapsulated, can fire the director usenfyre() methods
as soon as an incoming token in its input port indicates thatapplication
actors need to communicate. The director then checks whibhprecedence
for that message is satisfied using the precedence() method.

The precedence of a message is satisfied if the message hbsemofired

on that execution round and all its preceding messages heese fired on

that round. Alternative, optional, loop, and parallel CEssome restrictions
for that rule. If there is an alternative CF, the precederfchat message is
satisfied, whose alternative condition is true (only onedttoon can be true;
thus, there can be two or more conditions. In case of only oneliton, the

optional CF can be used). Likewise, if a message is insidepéioral CF,

the precedence is satisfied if that optional branch condiidrue. Moreover,
if a message is inside a loop CF, the precedence can be shesbe if the

message has been fired on that execution round as long a®thedodition

is still true. If a message is inside a parallel CF, the preoed is satisfied
even if preceding messages inside the same parallel CF lod\®=an fired.

Otherwise the precedence of the message is not satisfiethanokien at the
input port of the composite actor is stored until the mes'sggecedence is
satisfied.
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For instance considering the sequence diagram and messggeig Figure
16, communication defined by messages m1 and m2 must hapfoea be

can happen, and m1, m2, and m3 need to happen before m4 andessadés
m4 and m5 are parallel meaning that the communication betaewrs can
happen either simultaneously or in any order. A new exeouthund of the
diagram can start either as soon as the current round hakddhi®r when
in pipelined mode, any time after the current round hasestigfiew round(s)
cannot overtake any of the older ones, though).

If the message’s precedence is satisfied, the total or partlar director no-
tifies the precedence graph using the notify() method to tepttee status of
the message graph. In other words, the precedence grapheshére sta-
tus of a node containing the message to be fired on that emeautiind. If

the precedence was not satisfied, the notify() method isall@cdcand only a
new token at the input port of the composite actor can makexhkeution to
proceed. This procedure is repeated in a loop until the sitiaul is stopped.

If the application is simulated together with the platfothe lower part of the
alternative fragment in Figure 15 depicts the applicatiomuation with the

platform. First, the director calls the performMapping@tmod of the mapper
to let it map application actors on the PEs. Then if the com@a@tor has
an incoming token, it fires the total or partial order diredffire() method),

which checks the message’s precedence (precedence()dhetho

If the precedence is satisfied, the total or partial ordezador asks the map-
per to communicate with the platform. The total and partiaeo directors
are unaware of the mapping of application actors on theqiatf therefore,
they do not communicate with the platform directly. Sincelebifeline rep-
resents an application actor, a message between two déifelma sequence
diagram indicates a packet sent by the PE’s producer, whersgnding actor
is mapped and received by the PE’s consumer, where the megeictor is
mapped. For instance, considering the application actoidlze PEs in Fig-
ure 14, if actor a is mapped on PE 1 and actor b on PE 5, a messtgedn
lifelines L1 and L2 causes PE 1 to send a packet containingnéssage to
PE 5.
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When the mapper calls the producer’s sendMsg() method @skio send

a message, the following procedure happens: First, theupssccreates a
packet containing the message as payload and the receiisgaddress
among other header information. Because each messageealsobes the
computational workload (the preCompTime parameter in iled1®) imposed
by the application task to a processor, the producer delsysending of the
packet as long as the computation time indicates. After tihatpacket is
passed through an output port datat to the NoC that delivers the packet to
the correct consumer.

When the consumer receives a packet through its input ptatidait notifies
the mapper that the packet is delivered correctly. It pagsepacket id (that
identifies each packet) and the receive time of the packedi@speters of the
notify() method. Then the mapper notifies the total or phdrder director
about the received message (fireMsg() method). Finallyditeetor notifies
the precedence graph to set status of a node containing tbeageinto fired
on that execution round (notify() method). This proceduesatibed in the
last 3 paragraphs is repeated in a loop until the simula@tdpped.

6.6 Creating Hierarchically Heterogeneous Application
Models

The execution of the sequence diagrams encapsulated swig@osite actors
is enabled by the hierarchical modelling style of the Ptgléhframework. It
enables different execution semantics at different hatriaal levels as seen
in Figure 17, which is a screen capture of the Vergil visualaed The low-
est window visible on the top left corner presents the toglle¥ hierarchy,
whereas the window on the right side presents the applitatbors and the
composite actors encapsulating sequence diagrams thander DE (thus,
on the second level of hierarchy). The window on the bottofnderner
presents the pressure controlling sequence diagram (theesee diagrams
are located at the third level of hierarchy).
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The hierarchical description style is used further whemiingy heterogeneous
application models using different MoCs for different gaot the application
model. The total and partial order directors still execute sequence dia-
grams, but the application actors are not necessarily ¢sdainder the DE
MoC, as seen in Figure 18. The DE Director at the top level efdichy
defines the MoC of the whole model to be DE unless otherwisaetfat
the lower levels of hierarchy. Therefore, the platform miades under DE,
which is typical for communication networks [15]. The ajpplion SDF ac-
tors run under the SDF MoC, application CT actors under theMoT, and
application DE actors under the DE MoC. The mapper is arbatiand not
an actor and is therefore not subject to the DE execution stesathe map-
per operates based on method calls by the total and partiai directors and
PEs.

The different parts of the autonomous vehicle applicatiamdet are divided
to run under different MoCs: The controller logic controlii the vehicle’s
speed, stability, and tyre pressure is simulated under BVIDC, whereas
the application parts requiring signal processing are nateuthe SDF MoC.
Moreover, the physical characteristics, such as speed|exation, and posi-
tion of the vehicle are modelled in the CT domain [65].

The application actors and the composite actors contaithiegequence di-
agrams are located at the second level of hierarchy witteeitie SDF or
CT director (or no local director making the actors run unter DE MoC).

The sequence diagrams are at the third level of hierarchgh@sn in Figure
18 [65].

The obstacle recognition sequence diagrams in Figure 1lunager SDF,
whereas the speed controlling of the vehicle is modelledgugie CT MoC.
The rest of the sequence diagrams shown in Figure 11 run e ¢B5].



6.6. Creating Hierarchically Heterogeneous Applicatiooddls

DE DIRECTOR TOP LEVEL
NOC
APPLICATION
PLATFORM MAPPER SDF
APPLICATION IAPPLICATION APPLICATION
CT - DE - CT
- ~
- -~
>y - ~ ~y
- -~
- - RS ~
‘1_____________________:I
: 1
! I
: 1
I SPEED 2ND LEVEL
SENSOR 1
: 1
! |
! STABILITY S ONTROL- 1
-
1 CONTROL LING |
! 1
| 4 \
SPEED P, \ I
! ®| coNTROL ’ \ I
| /7 \ I
| o e e e e e o e e e e e e e e e e - o e o
4 \
’
\
L e o e e e e e - -

ITOTAL ORDER 3RD LEVEL

STABILITY SPEED SPEED
CONTROL SENSOR CONTROL
M2
P

|

i I
|

i I
1 M1 I
I -———

. |
I |
. |
I |

Fig. 18. Hierarchical heterogeneity (Modified from [65)IEEE, 2010)



60 6. Simulating Embedded Applications Together with on-QWigtiprocessing Platforms

6.7 UML Profiling

In order to extensively characterise the application mothed UML profile
for MARTE with a few extensions are used [64]. For instancgng only
UML it is impossible to define the firing periods of active astowhich is
one reason the MARTE profile was needed. Furthermore, UMLhzardle
message concurrency only if the messages are in the samenseciagram,
but using the firing periods, messages in different diagraars be fired in
parallel if they have the same firing period.

Various MARTE profile’s stereotypes are used to describati@ication and
platform model elements. Table 1 lists the MARTE stereatyped the ad-
ditional ones necessary for UML sequence diagrams [64]. Th&imedE-
vent>> stereotype describes an event whose occurrences are mciodks
[78]. In the application model it defines the execution p&bactive actors,
that is, how often they fire [64]. The real-time unrit<RtUnit>> resem-
bles UML's active object (runs when needed and calls or déé=gpassive
objects). A RtUnit owns one or more schedulable resourcd®e RtUnit's
schedulable resource needs to invoce the services probagéue protected
passive unik <PPUnit>> [78]. In the application model RtUnit and PpUnit
describe active and passive actors respectively [64]. Tthbutes of the RtU-
nit and PpUnit are so far disregarded, thus the stereotyygestherwise used
as defined in the MARTE profile’s specification.

The <<hwProcessar > and<<hwCommunicationResourse- stereotypes
present a computing resource and communication resouspecsvely [78].
They are used for PEs and NoC switches, whereascthéllocate>> con-
cept depicts the allocation of platform resources for aggpion tasks [64]
(the actual allocation (that is, the mapping process) idagxed in further
detail in 6.4). The attributes of the<hwProcessos > stereotype are so far
disregarded, thus the stereotype is otherwise used as dafinee MARTE
profile’s specification.

The MARTE profile needed to be extended in order to extensiescribe all
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Table 1. Stereotypes describing the application and platform el@sgExtended and
modified from [64]©IEEE, 2009)

Stereotype Used for

MARTE <<TimedEvent > Firing active actors
<<RtUnit>> Active actors
<<PPUnit>> Passive actors
<<hwProcessaor > Processing Element

<<hwCommunicationResourse- | NoC switch

<<Allocate>> Resource allocation
EXTENSION | <<Sequence> Sequence actors
<<Message > Messages

the elements of the application model. For instance, MAR&Hlher defines
a stereotype for a composite actor that encapsulates a Utyliesee diagram
nor a stereotype for the sequence diagram’s messages.

Table 1 depicts the stereotypes<Sequence> and <<Message >. The
<<Sequence> stereotype describes the composite actors encapsulating s
guence diagrams (denoted as sequence actors in Table ajalsmantically
linked to the composite structure diagram connectors. Thé/essage >
stereotype describes the sequence diagram messages| witirgdarameters

as can be seen in Figure 19 (for the sake of clarity, only otieeaand passive
actor and one sequence diagram are shown in the Figure ayd antors are
allocated to the PESs) [64].

A composite structure diagram visualises the structuréefthole applica-
tion model including all the application actors. It also chéses, which actors
are connected together and that all actors are mapped tddtferm (that
is, platform resources are allocated for the applicatiakdn Figure 19 de-
picts a composite structure diagram presenting the apjgitactors. The
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Table 2. Parameters for the UML sequence diagrams (Extended froh(GEEE,

2010)

Constraint Element Used for

Name Application | Identification
Period Active actor| Workload modelling
Time unit Active actor| Workload modelling
Name Message Identification

Computation time Message | Workload modelling

Time unit Message Workload modelling

Data size Message | Workload modelling

Data size unit Message | Workload modelling

Priority Message Scheduling and arbitration

Deadline Message | Workload modelling

actors are depicted by big squares having a stereotype arattbrs’ names
inside them and their input and output ports as small whitkgey squares
respectively [64].

Moreover, in Figure 19 the lines connecting the input angbouports corre-
spond to the communication between the actors. All the adt@t are con-
nected to a contiguous set of line segments participate amentinication
pattern. Hence, the ordering of the messages exchangeuh wdhh pattern
is described by the corresponding sequence diagram [64].

Table 2 depicts the necessary parameters that charactedasapplication
model. Applicatiommameidentifies the application sequence diagram. Active
actors need geriod andtime unitindicating how often they are executed,
that is, how often they initiate communication. Messagesheidentifies
them and theeomputation timeindtime unitindicate the computation time
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the corresponding task would need to execute on a proce3sata sizeand

data size unitlefine the size of the packet that carries the message in tGe No
Thedeadlinedefines the longest time a message’s computation and commu-
nication can take, whereas tpeority can be adjusted higher for messages
requiring faster access to platform resources [64].



7. CASE STUDIES

This Chapter presents various case studies that have beduated using the
proposed application modelling approach.

The direct validation and execution of the application mMedeapped on the
platform models enable a fast and less error prone design lMwoseover, the
validation of the whole system early at the design flow redwereors, speeds
up the design flow, and decreases the time-to-market. Thetdialidation of
executable application models mapped on the platform nsadedddressed
in the case study of "Joint Simulation of Application andtRlem Models”
presented in section 7.1.

As soon as the modelling approach evolved to be capable mhjoialidat-
ing the application and platform models, the case study qiplkation Val-
idation on Multi-Abstraction Platform Models” presentetsection 7.2 was
conducted in order to perform design space exploration i@u®toff between
simulation speed and accuracy.

Besides validating the correct behaviour of the applicatibe abstract mod-
els can be used also for early performance evaluation. Hemvew system
level it is hard to get any accurate area or power consumfitipmes. The
lack of early performance estimations complicate the $iele®f resources
and may lead to over- or underestimations of the resourc@s BHence, at
system level it is possible to get early performance figundsims of latency
and throughput. Both computation and communication lagsnare covered
in the case study of "Evaluating Communication and CompuiaCosts”

presented in section 7.3

Within the case study of "Modelling with Priorities and Ting Constraints”
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presented in section 7.4 the application model is furtheampaterised show-
ing the potential and flexibility of the application modeti approach.

The modelling of heterogeneous concurrent applicationgmobedded sys-
tems is challenging [71], as proved also by the case studySohtlating

Heterogeneous System Models” presented in section 7.3hdfarore, it is

also difficult to find a programming model for heterogeneoustiprocessor
platforms. The task of implementing heterogeneous apbics on hetero-
geneous architectures requires the modelling of concayrand using MoCs
for formally capturing of the concurrent communication [.71

Following terminology is used from now on:

e Simulation means the act of executing a model in a simulator.

e Simulation time is the current time of the model. In the caselies
presented in this Chapter the simulation time means theatwene
that the simulation took.

e Wall clock time means the actual time.

e In the context of simulation, real-time means that the satioh time
equals wall clock time. That is, the simulation runs reaidi

e Real-time system means a system whose correct behavioandepot
only the correct results of computation but also meetingisadlines.

All case studied presented in this Chapter are simulatedif@ hundred mil-
lion clock ticks within the Ptolemy Il framework. When theock frequency
is assumed to be 50 MHz, this corresponds 18 seconds of veak ¢ime.
However, depending on the platform model, the simulatiaretcould have
been even up to 24 hours.
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7.1 Case Study of Joint Simulation of Application and
Platform Models

The following case study was presented in [66]. The purpbteeacase study
was to test the proposed modelling approach and to demtngsdunction-

ality as well as to evaluate the communication costs of paak&ng different
platform configurations. Using the simulation resultstfiolam configurations
that are not likely to meet the application requirements loamuled out and
configurations having more promising results can be furtimised and
evaluated.

Figure 20 shows the sequence diagrams of the autonomoudevapplica-
tion used in this case study. The application model consfdtaee sequence
diagrams: direction adjustment, obstacle recognitiom, e pressure ad-
justment.

Different configurations of the RENATO platform were usednaer to ex-
plore the effect of the platform configuration on the comneation latencies.
The communication latency was extracted for each messathe gequence
diagram when running the application on a platform arraragedither a 2x4,
3x3, 3x4, or 4x4 mesh topology. Furthermore, in order to gksigoreliminary
measures of the effect of different mappings on the comnatioic latencies,
two different random mappings for the 3x3 mesh topology wisesd, whereas
only one random mapping was used for all other configuratj66p

Each sequence diagram was executed at a particular rateh) whis 0.4 sec-
onds for the obstacle recognition, 1.0 seconds for the wire@djustment,
and 2.0 seconds for the tyre pressure adjustment diagraims.simulation
had 50 MHz operation frequency and lasted 18 seconds of \ealk ¢cime.
Thus, the obstacle recognition diagram was executed 45fidieection ad-
justment diagram 18 times, and the tyre pressure adjustdiagtam nine
times [66].

The communication latency for every message of the sequingeam was
extracted. Furthermore, from the extracted communicdttencies the aver-
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Table 3. Communication latency for each sequence diagram of theegifmn model
[66] ©IEEE, 2008

Pattern 2x4 | 3x3 (1) | 3x3(I) | 3x4 | 4x4
Obstacle Recognition 569,4| 448,1 | 446,9 | 460,0| 455,4
Direction Adjustment 323,5| 362,4 | 296,8 | 372,5| 311,6
Tyre Pressure Adjustment429,0| 515,4 | 500,0 | 410,2| 517,4

600 \

] [ ]2x4 mesh topology

[ 13x3 mesh topology (1)
500 [__13x3 mesh topology (I1) —
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Fig. 21. Communication latency of the sequence diagrams usingetitfeetwork
configurations

age latency of the execution rounds for each sequence diagaa calculated.
Table 3 illustrates the average latencies for each sequkageam using 2x4,
3x3, 3x4, and 4x4 mesh topologies. 3x3 (I) and 3x3 (II) staordtiie two
different mappings (the same notation is used in Figure @a)) [

The obstacle recognition diagram’s messages carry thedaagnount of data
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(because they transfer images), which explains the loergdst The tyre pres-
sure adjustment diagram is executed least frequently amdgssages need to
wait longer for the routing since the messages of the tworatfegrams al-
ready occupy the routers at the same time [66].

The two different mappings for 3x3 topology have the biggdktct on the
direction adjustment pattern. In the mapping lIl, the liek of the diagram
happened to be mapped into adjacent switches, which desréas network
latency by for instance decreasing the length of the patin fiwe traffic pro-
ducer to the consumer [66].

The simulation results are also presented in Figure 21. énRigure, OR
means the obstacle recognition sequence diagram, DA tketidin adjust-
ment diagram, and TPA the tyre pressure adjustment diagsmmereas 2x4,
3x3(1), 3x3(ll), 3x4, and 4x4 indicate the size of the mespaology (the |
and Il of the 3x3 configuration indicate the two different mpaqs). As can
be seen from Figure 21, none of the configurations clearlperiirms the
others.

The 3x3 configuration with routing Il is the best for the olaarecogni-
tion and direction adjustment diagrams, but the 2x4 and 8pélbgies are
clearly better for the tyre pressure adjustment. Smallgoltmgies cause more
congestion to the NoC links, whereas bigger topologiesmee the distance
between the sender and the receiver. When 2 parameterss(oage the map-
ping and NoC size) change, it is impossible to say, whosetefebigger on
the communication latency.

7.2 Case Study of Application Validation on
Multi-Abstraction Platform Models

The following case study was presented in [67]. The purpbteeaase study
was to successively map the application model onto varibasact platform
models. Therefore, the usefulness of the more abstradbptaimodels in
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comparison with the less abstract platform models couldkpéeed. The re-
sults obtained from the simulation of the same applicatiadeh mapped on
various platform models facilitate the system designehtmse and param-
eterise a platform model so that the platform model satisfiesapplication
requirements.

The application model used in this case study is depictedgaré 22. The
application model is extended from the model presentedarctse study in
section 7.1. The extended model consists of five sequengeadis: pho-
togrammetry, snapshot request, obstacle recognitioectitim adjustment,
and tyre pressure adjustment.

The application model was simulated using two differentdian mappings
on three different platform models, RENATO, JOSELITO, ard@A, all of
them having a 4x4 mesh topology. In this simulation, the packze was
limited to 48 flits (each flit being 16 bits) and bigger packetre divided
into multiple subpackets. This packet size is considerdxta good trade-off
between the overhead the multiple packet headers genathe@occupation
of platform resources, such as channels and buffers [67].

The communication latency was extracted for each messatie glequence
diagrams when simulating with 50 MHz operation frequenaylf® seconds
of wall clock time. The photogrammetry, obstacle recogmitiand direction
adjustment were executed once every two seconds, whil@tgesure adjust-
ment and snapshot request were executed once a second [67].

Tables 4 and 5 present the simulation results. The RENATOemiedack-
annotated with the timing information from the HERMES moaledl is there-
fore used as a reference model in the simulations. BOCAeisrtbst abstract
of the simulated models and is not back-annotated with thiagj delays from
the HERMES RTL model. Therefore, BOCA has a significant refoo the
worst case latency, in average 46 per cent in compariSonREINATO [67].

Also JOSELITO has a high average latency error, 30 or 31 pariceompar-
ison with RENATO. However, both BOCA and JOSELITO are ussfadels,
since BOCA simulated 402 and 492 faster and JOSELITO siteal2.8 and
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1 (Modified from [67]©)IGI Global, 2010)

Table 4. Worst case latencies of each sequence diagram in milliskcfom mapping

RENATO | JOSELITO BOCA
Direction Adjustment 0.39 0.27 (31%) | 0.24 (38%)
Obstacle Recognition 0.12 0.09 (25%) | 0.07 (42%)
Photogrammetry 1.41 0.99 (30%) | 0.54 (62%)
Snapshot Request 1.35 0.94 (30%) | 0.90 (33%)
Tyre Pressure Adjustment 0.14 0.09 (36%) | 0.08 (55%)
Average 3.41 2.38 (30%) | 1.83 (46%)

2 (Modified from [67]©)IGI Global, 2010)

Table 5. Worst case latencies of each sequence diagram in milligkscfon mapping

RENATO | JOSELITO BOCA
Direction Adjustment 0.38 0.26 (32%) | 0.25 (34%)
Obstacle Recognition 0.10 0.07 (30%) | 0.07 (30%)
Photogrammetry 1.37 0.95 (31%) | 0.52 (62%)
Snapshot Request 1.31 0.90 (31%) | 0.89 (32%)
Tyre Pressure Adjustment 0.11 0.08 (27%) | 0.05 (55%)
Average 3.27 2.26 (31%) | 1.78 (46%)

3.0 times faster with the two different mappings than RENABJ.

Figure 23 shows the worst case communication latency fdr saguence dia-
gram. The DA, OR, P, SR, and TPA stand for the sequence diagpamction

Adjustment, Obstacle Recognition, Photogrammetry, SmaipRequest, and
Tyre Pressure Adjustment. As can be seen from the resultsd-& depicts,
there is a clear difference between the worst case lateoidge sequence
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diagrams using the RENATO platform in comparison with JOSE) and
BOCA platforms. The bigger data size the packets are aagryhe bigger the
difference in worst case communication latencies. Thedifiee photogram-
metry sequence diagram’s messages is bigger (they arengamyages) than
of the other sequence diagrams. As the bigger packets adedinto smaller
subpackets (having maximum size of 48 flits), bigger packatise more traf-
fic in the network and cause more difference in the worst casnties of
also JOSELITO and BOCA. When simulating the sequence aimgthaving
small-sized messages (obstacle recognition and tyreyreeagjustment) the
difference between the worst case latencies of the diftggltform models
is close to negligible even though the error percentagedguright seem to
illustrate otherwise in Figure 24.

As seen from Figure 24, the error percentage of BOCA is mugbdy than

the error percentage of JOSELITO particularly in the phcaogmetry se-
guence diagram. The more packets occupy the network, ther the BOCA

model is, since no flits are actually routed in the networke Biy difference

of the error percentages of the tyre pressure adjustmegtatizss can be ex-
plained with the relatively short simulation times of thagliam; therefore,
even a small difference in the simulation times (see Tablasd5) makes a
huge difference in the error percentages.

Several observability and debugging features (referrescapes) facilitated
the analysis of the simulations. The scopes are actors thaiton the traffic
in the NoC, collect data from the network, and display it dnaplly. The
scopes are implemented to analyse buffer occupation (EBdtpe), capture
the input and output channel activity of the NoC routers (tSctope and
OutputScope respectively), or analyse the power consompti the routers
(PowerScope). Moreover, the HotSpotScope detects blgukekkts indicat-
ing network congestions, the EndToEndScope depicts whatlvark nodes
are communicating with each other, and the PointToPoimg&dtustrates the
complete path the packets use in the NoC [67].

The scopes are graphical and the displays are updated asthateon pro-
ceeds, resulting in full observability of the behaviourtod NoC models [67].
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Fig. 23. Worst case communication latency for each sequence diagsamg 2 dif-
ferent random mappings for each NoC model

However, simulating even more actors than what the applicand platform
models already include, slows down the simulation speedis;Tthe scopes
can also be turned off. The scopes are presented in furthaif ohe[73].

7.3 Case Study of Evaluating Communication and
Computation Costs

The following case study was presented in [64], which alssented a set of
modelling constructs that can extensively characteriseafiplication model.
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Fig. 24. Latency error of JOSELITO and BOCA in comparison with REQAIBing
two different mappings

The set of constructs was organised as a UML profile (as ptede the end
of Chapter 6). The purpose of the case study was to consisieltla¢ effect
of computation latency of the platform; all the previousesabave dealt with
only the communication latency. When both the communicatind com-
putation costs are considered, the evaluation of whettegeplitform models
satisfy the application requirements is more extensive.

This case study uses the most evolved autonomous vehidieatmm model

(see Figure 11). The autonomous vehicle application semgugiagrams pre-
sented in the previous two Chapters are further divided mb@ sequence
diagrams: navigation controlling, pressure controllisggeed controlling, ob-
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stacle recognition 1 and 2, ultrasonic sensing, GPS senspegd sensing,
and vibration sensing.

The platform used for the simulation was the JOSELITO modeirig 3x3,

3x4, and 4x4 mesh topologies and two different mappings.fifstenapping

was totally random and the other mapped those actors thathcmnate the
most with each other onto adjacent processing elementsrigef as static
mapping) [64].

The simulation was using 50 MHz operation frequency an@th$8 seconds
of wall clock time [64]. The pressure controlling, navigaticontrolling, and

GPS sensing sequence diagrams were executed twice a sedtvadonic

sensing, vibration sensing, speed sensing, and speealiogtdiagrams 10
times a second; and both the obstacle recognition diagrariis2s a second.

Both the communication and computation latencies wereaetdd as well
as the worst case execution latency for each message of doers= dia-
grams [64]. Table 6 depicts the average latency for critbtahmunications
and for all communications as well as average latenciesrftical tasks and
all tasks using two different mappings (Random and Stalibg parts of the
vehicle that control its speed and direction are considasattitical (the navi-
gation controlling, obstacle recognition, speed conitiglland speed sensing
sequence diagrams in Figure 11) [64].

As can be seen from Figure 25, the critical communicationreagarkably
shorter latency in comparison with all communication. Oe tontrary, the
critical computation has much longer latency than all cotapon when using
the smaller topologies.

In bigger topologies task execution is divided among more tPHS causing
shorter delays. The scheduling strategy was nonpre-eengtid all the mes-
sages had the same priority. Consequently, if a noncritast has already
reserved a PEs resources, a critical task needs to wait.iSTbrge reason for
longer latencies of the critical tasks in comparison withiagks.

Another reason for the longer average latencies of thecatitiasks is the
long communication and computation latencies of the olestarognition
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Table 6. Average latency of critical and all communication and cotagion in mil-
liseconds [64]©IEEE, 2009

Topology Random | Static
3x3 Critical communication 0,077 0,075
All communication 0,507 0,510
Critical tasks 0,390 0,245
All tasks 0,063 0,191
3x4 Critical communication 0,097 0,075
All communication 0,491 0,509
Critical tasks 0,199 0,005
All tasks 0,084 0,027
4x4 Critical communication 0,074 0,074
All communication 0,480 0,510
Critical tasks 0,002 0,005
All tasks 0,003 0,005

diagrams’ messages. The critical messages having longclage also de-
lays other critical messages’ execution; in bigger netwogologies it is less
likely that many critical tasks are mapped onto the same PEs.

In this simulation case, the 4x4 network configurationsqenfthe best, since
the computation delays are minimal in comparison with thallnconfigu-
rations.

In some cases the random mapping slightly outperforms tité shapping
as can be seen from Tables 6 and 7 as well as from Figure 250%e ttases
the actors that communicate the most with each other wedoraly mapped
onto the same PE. This minimises the communication costsittueasing
the computation latency. Therefore, choosing the rightpivapis a trade-off
between communication and computation costs [64].

Table 7 shows the worst case latency of each message of therseqdia-
grams. The mapping or the topology has only a minor effecthenvtorst
case latency of each message and none of the configuratigpesfoums the
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Fig. 25. Average latency of critical and all communication and cotagtion using
different platform configurations and random (R) and sté8f mapping

others. Messages M9 and M12 carry the picture frames fronvehecle’s
cameras causing longer latencies of the messages duertbitiger size [64].

7.4 Case Study of Modelling with Priorities and Timing
Constraints

The following case study is previously unpublished. Theppse of the
case study was to extend the application modelling approatthdifferent
scheduling policies and timing constraints, such as pyidrased scheduling
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Table 7. Worst case latency for each message for all configuratiomailliseconds
[64] ©IEEE, 2009

3x3 3x4 4x4
Message| Random Static | Random Static | Random Static
M1 0,027 0,027| 0,037 0,028 0,027 0,027
M2 0,014 0,013|0,014 0,013|0,014 0,014
M3 0,209 0,112 0,207 0,112|0,106 0,112
M4 0,027 0,027 0,027 0,027| 0,025 0,027
M5 0,106 0,062 | 0,053 0,062 | 0,053 0,060
M6 0,424 0,423| 0,424 0,424|0,424 0,424
M7 0,027 0,027 0,027 0,027 | 0,027 0,027
M8 0,014 0,014|0,014 0,014|0,014 0,014
M9 4,096 3,968| 3,968 3,968| 3,776 3,968

M10 0,212 0,379|0,213 0,380 0,212 0,379
M11 0,096 0,053|0,054 0,053|0,0561 0,053
M12 4,096 3,968| 3,968 3,968 | 3,968 3,968
M13 0,213 0,379|0,212 0,379|0,212 0,379
M14 0,096 0,053|0,054 0,053|0,054 0,053
M15 0,054 0,076|0,054 0,053|0,064 0,074
M16 0,054 0,054|0,053 0,054|0,054 0,054
M17 0,011 0,012|0,0112 0,011,0,012 0,017
M18 0,021 0,021|0,021 0,021|0,021 0,021
M19 0,029 0,038|0,025 0,024|0,014 0,038

and deadlines. Moreover, the application model was extbmdth several
new sequence diagrams increasing the number of simulafgttaon ac-
tors and workload on platform resources.

In this case study the autonomous vehicle application ¢degin Figure 11)
was simulated with Video Object Plane Decoder (VOPD), Higfiition
Television (HDTV), and Moving Picture Experts Group (MPE&G)lecoder.
The platform model was JOSELITO having 3x3, 4x4, 5x5, and 6&h
topologies.

For reference, the application model was first simulatechouit priority-
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Table 8. Percentage of messages of each platform configurationtingléiming con-
straints
Scheduling ‘ 3x3 ‘ 4x4 ‘ 5x5 ‘ 6X6
Firstin first served 48.9| 45.0| 37.8| 39.4
Priority based 46.7| 46.2| 37.2| 39.4

based scheduling using the first-in-first-served schedyaiicy. Then higher
priority was set to the critical application messages. Tlssages used for
controlling the vehicle’s speed or direction were consedeeas critical. Both
scheduling policies were nonpre-emptive. The same staijzping was used
for both scheduling policies.

The simulation was using 50 MHz operation frequency an@&th$8 seconds
of wall clock time. The pressure controlling, navigatiomtolling, and GPS

sensing sequence diagrams were executed twice a secaadpuit sensing,
vibration sensing, speed sensing, and speed controllagyains 10 times a
second; and both the obstacle recognition diagrams 25 tnsesond. The
HDTV sequence diagram was executed once in every 1.5 se@nttthe

VOPD and MPEG diagrams once in every 1.2 seconds.

This case study showed how many timing constraint violatibappen for
critical messages using different scheduling policies différent platform
configurations. A timing constraint violation means that essage exceeds
its deadline. The deadlines are set as parameters of thagessas shown in
Table 2 in Chapter 6.

Table 8 depicts how many per cent of the critical messagdateithe timing
constraints and Table 9 shows the average violation timeiliisetonds for
all topologies.

As can be seen from the Tables and also from Figures 26 andsRa|lyia
bigger network results in less and shorter violations (witlew exceptions).
Especially, the 5x5 configuration performs clearly bettertthe 3x3 and 4x4
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Table 9. Average timing constraint violation of each platform coaofation in mil-
liseconds
Scheduling ‘ 3x3 ‘ 4x4 ‘ 5x5 ‘ 6X6
Firstin first served 0.78| 0.44| 0.15| 0.38
Priority based 0.82| 0.58| 0.16| 0.38

configurations and slightly better than the 6x6 configuratiBigger topolo-
gies have more PEs and fewer tasks are executed on the sarhiowé&ver,
bigger topologies result in longer communication latenag ¢b longer dis-
tance between the packets’ sources and destinations.

The priority based scheduling does not outperform the fifirsirst-served

scheduling in this simulation case. This is due to the smathlmer of tasks
mapped onto a same PE and different firing periods of the seguliagrams’

active actors. Therefore, more than one message is seldoregsed at the
same time by each PE and the priority based scheduling deéspmve the

simulation results much.

7.5 Case Study of Simulating Heterogeneous System Models

The following case study was presented in [65]. The purpbfeeccase study
was to build heterogeneous application models in orderspard to the need
of heterogeneity of today’s embedded systems. The refineohére abstract,
high level model containing various MoCs to a lower level iempentation,

where only the DE MoC is used is out of the scope of this thesis.

Within this case study, four different cases were simulaigidg the same ap-
plication model, which is presented in Figure 11. The firstecis a reference
case, a homogeneous, nonhierarchical model using only ERI®C (that is,

all application actors are at the top level of hierarchy dmelsequence dia-
grams at the second level of hierarchy). The second caseasadeneous
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Fig. 26. Percentage of critical messages violating timing consiisi

but hierarchical model using only the DE MoC (that is, thelaagion actors
are at the second level of hierarchy and the sequence diagaaithe third
level of hierarchy). The third case is a hybrid model using EFE and SDF
MoCs. The fourth case is a hybrid, mixed-signal model usifig €DF, and
DE MoCs (depicted in Figure 18). These cases show how mucértifieial
layer of hierarchy affects the simulation time and whetheruse of multiple
MoCs is beneficial [65].

Figure 28 depicts the simulation setup for connecting thea@d DE actors.
A CT subsystem models the speed of the vehicle (the setupnspsed by
an example of a car tracking application [92]), a periodimpker compo-
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Fig. 27. Average timing constraint violation in milliseconds

nent converts the continuous signal into a discrete onelaatditscrete value
controls the speed of the vehicle (the control logic is miedkeln the DE

domain). After the speed has been changed, the discrete i@mttonverted
back into a continuous signal using a zero order hold compioriehen the

speed, acceleration, and position of the vehicle can betorediusing timed
plotters [65].

The overall simulation time of each of the model were comgpanethe refer-
ence model (which is the nonhierarchical homogeneous modké second
case, which is the hierarchical homogeneous model is 0.888gnt slower
and the third case, the hierarchical hybrid model is 1.34cpet slower than
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the reference model [65].

Interestingly, the hierarchical hybrid model is 0.347 pentcslower than the
hierarchical homogeneous model (meaning that the stdtededing does not
speed-up the simulation). Nevertheless, in an approxigna hour simu-
lation (wall clock time), the simulation speed differenseniegligible (only
about 5 minutes) [65].

The fourth case, which is the mixed-signal model using DEFSihd CT
MoCs was not able to simulate until the end due to the resttisize of Java
heap space [65].

The extra layer of hierarchy when building a heterogeneppsiGation model
has a negligible impact on the simulation time. Moreoveerethough the
static scheduling of SDF was not advantageous regardirgjriindation time,
selecting a feasible MoC has still several other advantagediscussed ear-
lier in Chapter 2 [65].

7.6 Discussion

Embedded system designers need methods to validate ajpiispecific
functionality together with different platform configuians. In an ideal case,
this should happen at as early stage of the design processsible, so that
designers can explore the design space before committiggeicific proces-
sor architectures or custom hardware implementation [66].

The first case study presented in this Chapter demonstiagaoposed mod-
elling approach, in which the application and platform canvialidated to-

gether in the same model. This addresses the problem ofadedaiW and

SW design flows in embedded system design, which is oftenedalog the

use of different languages for HW and SW modelling.

The Ptolemy Il framework enables the implementation of akea semantics
for UML sequence diagrams. This makes it possible to modeaplication
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and platform using different modelling styles (UML for thpication and
Java for the platform), yet still simulate the whole systarnthie same model.

The design space of a multiprocessing system based on Neconnects is
huge. Considering the interconnect structure only, thégdespace includes
for instance buffering and flow control mechanisms, netwogology, packet
structure and size, buffer size, as well as routing and ratioh algorithms.

Therefore, abstract platform models that simulate fastighbe used at the
early stages of the design flow in order to perform rough peréoce evalua-
tions and to rule out poorly performing platform configueais and to delimit
the design space. More accurate models can then be usedsfufimg plat-

form parameters and for choosing the best mapping.

The application modelling approach can handle the suceessiinement of

platform models modelled at different level of accuracy.eT8econd case
study presented in this Chapter demonstrated the joirdatidin of one appli-

cation model successively mapped on three different platimodels. This

case study also facilitates the trading-off between the ehadcuracy, ob-

servability, and simulation speed. The successive mapgiagplications on

different platform models is an effortless plug-and-plgemtion. The plat-

form templates as well as different mapping heuristics aatmbsen from a
library.

Performing the second case study, the application sinouml@in the RENATO

platform took over 20 hours (and the simulation time corcegfs only 18 sec-
onds of wall clock time); therefore, achieving over 400 terf@ster simulation
when using the BOCA platform model is worth sacrificing #dditaccuracy,

especially when the correct behaviour of the system is rwifgaed. Thus, in

order to simulate the system and explore its design spatéwvatreasonable
time, it is necessary to either strictly delimit the desigra®e or use more
abstract executable models.

Until regarding also the computation latency caused by pipdi@ation execu-
tion on processors, the best mapping of the application hwodthe platform
would be to map all application actors on a single PE. Thisld/auinimise
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the communication latency. The third case study of this @ragpnsidered
also the impact of computation latency, which means thatmiging com-
munication latency maximises the computation latency.s Thotivates the
evaluation of different mapping heuristics (which is outtloé scope of this
thesis).

Also, the third and fourth case studies presented in thigp&haemonstrated
how important it would be to have enough platform resourdes not tol-
erable that in some cases almost half of the critical messageeeded their
deadlines. Nevertheless, it is not enough that a platfomalypaupports just
the current application (and as the case study showed, 1if #aag), it should
also support the future evolutions of the application [S8jerefore, the plat-
form performance should not be let to restrict the applaratiesign and fu-
ture evolution. Instead, applications that require monggrtul platforms will
set the requirements for the future platform development.

The last case study presented in this Chapter demonstitzdeeven if the
Ptolemy Il framework suits well for heterogeneous, multb®modelling, it
is still not easy to fully benefit from its capabilities. Tharpcular application
model does not benefit from for example the static schedafr®8DF regard-
ing to simulation time. But then again, the artificial layéhgerarchy caused
by the hierarchical heterogeneity did have only a neglgédlverse impact
on the simulation time.

The last case study also showed the limitations of the Pipléframework.
The simulation of hundreds of actors using different MoGswvsl down the
simulation engine significantly or even prevents the sitmaof complex,
mixed-signal models.

The results obtained in the case studies presented in g8ggtih — 7.4 cannot
be really compared to any other approach, since there igmtasiwork using
this kind of application modelling approach. Academic agwhes often rely
on presenting the application models as task graphs as ee@msfance in
[52], which not only may lead to ambiguous application dgdiom but also
requires code generation or manual transformation intoxacwgable form.
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Industrial tools are not capable of simulating UML sequetiegrams and as
not being open source, it would be hard or impossible to ekteem with the
execution semantics for UML diagrams. Using code generdtiom UML
diagrams to an executable language could be one possibieambpto make
the results comparable to the results achieved using threagip presented in
this thesis.

Hence, the purpose of the case studies has been to demetis¢rasefulness
of this system modelling approach. The approach is flexibteextensible: it
enables the use different platform models, different ajgpilon models, differ-
ent mappings, and different parameters for the applicatiodels. Important
model characteristics can be added, the approach evolvedifeing capable
of capturing only the communication latency to be capabldagict also the
computation latency, timing constraints, and priorities.

This system modelling approach is used as a part of a modeldbdesign
flow, as described in further detail in [83] and [84]. Moren\Jé7] describes
how to obtain accurate communication latency figures udimgy approach.
Even though this approach is based on validation by sinriatny formal
description of the application model is not excluded, as $e¢67].
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8. CONCLUSIONS

This thesis presented an approach for application modedimd joint vali-
dation with on-chip multiprocessing platform models usaggor orientation
and UML within the Ptolemy Il framework. The approach enahbikesign
space exploration as well as the extraction of performareeds in terms of
for instance communication and computation latency.

Raising the level of abstraction and creating executaldéeay models using
UML and actor orientation can be considered useful in manyswaFirst,
model-based design especially at the system level incsaBesegn productiv-
ity and facilitates the comprehending of complex systenmeo8d, UML is
widely understood by SW and HW designers. Thus, the inanggsioportion
of embedded SW encourages the use of approaches usualtyaasdavith
SW engineering. Third, actor orientation enables the us®l@ts in actor
interaction and is therefore suitable for heterogeneouseeitled system de-
sign. Finally, executable models can be validated by sitimra Thus, the
behaviour of the system is easier to understand by simglatimodel than by
reading a written description of it.

8.1 Future Development

Executable models enable the system validation by sinaumatiowever, this
approach has several shortcomings: Simulation is mucheslthan the actual
design, even though the simulatable model is a trade-offdxt simulation
speed and system accuracy. Moreover, all possible casestdas simulated
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anyway. Therefore, the application modelling approacls@méed in this the-
sis could benefit also from formal verification.

The application mapping on the platform was only static (emlom). The
implementation of different mapping heuristics as well gaaimic mapping
is left as future work.

The Ptolemy project and the Ptolemy Il framework have resdiyd ground.

Moreover, the framework is easy to learn and use, above alltduhe vi-

sual editor (Vergil), which allows the creation of modelsdisnply dragging
and dropping components on the workspace; this kind of uderfaces are
completely missing from system design languages such asr8¢sor Sys-
tem Verilog. However, the underlying JVM restricts the spead available
memory of the simulation. Therefore, it would be benefimaiun the models
in an environment without the virtual machine layer.
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