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Abstract

The ability to image objects with high precision is central to our every-day life and

to the progress in understanding of fundamental phenomena. It is thus natural that

a wide range of imaging techniques have been the subject of intense research and

developments in the past decades. Whilst imaging is generally thought from the

spatial domain perspective, imaging or detecting ultra fast time-varying signals is also

of prime importance. This work reports on novel, proof-of-concept, optical imaging

techniques both in the spatial and time domains. All the proposed techniques are

experimentally validated and their current limitations discussed. It is expected that

the work presented in this thesis will open up new perspectives and opportunities for

high precision imaging of objects as well as the detection of ultrafast waveforms.

High in-depth precision optical imaging in the spatial domain relies on indirect phase

measurements. Measurements are typically performed using interferometric techniques

where the phase of a light wave that has interacted with the object to be imaged is

compared with a reference wave. Interferometric detection can be carried out either in

the time domain where the reference wave is delayed in time between subsequent data

acquisition points, or in the frequency domain where the relative phase of different

frequency components is recorded. Both techniques have advantages but they are

intrinsically limited by several factors, such as dispersion which limits the overall

resolution or long acquisition times which prevent imaging of fast moving objects.

Stroboscopic white-light interferometry is a technique that enables precise three-dimen-

sional (3D) measurements of rapidly oscillating objects. The recent development of

high speed micromechanical machines calls for the need of precise and fast measure-

ment techniques enabling performance and quality control. In this work, we report on

a new supercontinuum light source with tunable repetition rate enabling stroboscopic

measurements with nanometer accuracy of objects oscillating at speeds in excess of

MHz frequencies.

Optical coherence tomography is another powerful 3D imaging technique widely em-

ployed for biological imaging. The axial resolution of conventional optical coherence

tomography is limited by the spectral bandwidth of the light source and the dispersion

of optical components and/or of the sample under test. In this work we demonstrate

the novel concept of intensity-based optical coherence tomography using a classical
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broadband light source and a Mach-Zehnder interferometer. The technique exhibits

built-in even-order dispersion cancellation and a point spread function with reduced

full-width at half maximum compared to standard optical coherence tomography.

Ghost imaging uses the correlation between spatially incoherent light scattered by an

object and the spatially-resolved intensity pattern of the incident light to construct

a ghost image of the original object. The unique aspect of ghost imaging is that an

accurate image of the object can be obtained from the correlation, despite the fact

that neither of the single measurements carry any meaningful information about the

object. The concept of ghost imaging has been truly influential in the past few years.

Originally developed to test the Einstein-Podolsky-Rosen paradox using entangled

photon sources, the concept has been expanded to classical light sources and impacted

on many fields and applications such as, microscopy, compressive sensing, and imaging

in the presence of turbulence or high loss. We transpose the concept of ghost imaging

into the time domain to produce the image of an ultrafast signal by correlating in time

the intensity of two light beams, neither of which independently carried information

about the signal. We further demonstrate a method based on the dispersive Fourier

transform of an incoherent supercontinuum to generate a magnified ghost image of

an ultrafast waveform, allowing to improve significantly the temporal resolution of

imaging in the time-domain.

iv
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Chapter 1

Introduction

Optics has played a major role in our lives over the last centuries. Every major discov-

ery in the field has changed our understanding of the world around us: telescopes have

transformed our perception of the universe, microscopes have revolutionized biology

and medicine, the spectral analysis of a black body has led to the development of quan-

tum physics which explains the nature of matter and energy at the atomic scale and

forms the basis of modern physics. Light sources such as light emitting diodes (LED)

and lasers are ever increasingly present in medicine1, telecommunication, industrial

production2, sensing and metrology3,4.

The human eye has a limited accuracy and the ability to produce images of objects

with a high precision is important to advances in many domains of research. A wide

range of imaging techniques have been developed either in the form of direct methods

where light scattered from and object is detected with a photodetector (or an array of

photodetectors) combined with an imaging system to resolve fine details of the object,

or in the form of indirect methods where the interference pattern generated from the

light scattered by the object and a reference beam allows to reconstruct an image

with high accuracy. In general, the resolution of direct imaging techniques is limited

by diffraction to half of the wavelength of the light source employed whereas interfer-

ometric methods can be significantly more accurate and precision at the nanometer

scale can be achieved. Besides precision, speed is another important characteristics of

imaging techniques which determines the types of moving objects that can be imaged.

White light Interferometry (WLI) and Optical Coherence Tomography (OCT) are two

interferometric techniques that are widely used to obtain images with high resolution.

1
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WLI is often used for the characterization of mechanical elements5–10, for which it

offers a fast and precise quality control with the possibility of scanning a broad area in

a short time. OCT is commonly employed for biological and medical applications11–15

as it allows resolution imaging of living tissue at the micrometer scale without the need

of using contrast chemicals or dye injections. Both techniques offer the possibility

to create high resolution three-dimensional (3D) image of an object. The lateral

resolution is determined by the numerical aperture of the optical system. The in-

depth scan resolution on the other hand depends on the light source parameters,

sources with higher brightness and broader bandwidth enabling more sensitive and

precise detection. Yet, in this case, dispersion which reflects the dependence of the

refractive index of a material on the wavelength of light can limit the performance.

The development of light sources with tailored characteristics and techniques to limit

the influence of dispersion are thus important to improve the longitudinal precision

of interferometric measurement techniques. Extending the measurement capabilities

of interferometric methods to rapidly moving objects is also of significant interest for

many practical applications.

Whilst imaging techniques are generally envisaged from the spatial domain perspective

to measure the physical dimensions of an object, imaging phenomena that occur on

short time scales is also very important. For example, ultra-fast light intensity vari-

ations, emission decay rates, fluorescence, absorption or transmission changes within

a medium can all be probed and measured with light. In this case, the temporal

resolution of the imaging scheme depends on the properties of the light source and

characteristics of the photodetectors that are used. Whilst direct detection techniques

using high speed photodetectors are most commonly used, they typically fail when the

signal to be imaged is severely distorted due to the presence of strong attenuation,

dispersion, or nonlinearity. Furthermore, because the speed of currently available elec-

tronics is limited, the temporal resolution may not be sufficient and detailed temporal

variation not fully captured. There is thus a need to develop imaging techniques ca-

pable of both restoring signals that have been distorted and allowing for magnifying

or stretching waveforms in time to enable the use of standard electronics.

2
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1.1 Aim and Scope of This Work

1.1 Aim and Scope of This Work

The overall rationale behind this thesis is to design and perform experiments validating

new concepts, alternative to current existing techniques, in optical imaging, both in the

spatial and in the time domain. The first goal of this work is to develop a broadband

light source for interferometric measurements. It is characterized by unique capabil-

ity of on demand generation of short, powerful pulses, that makes it a particularly

promising light source for stroboscopic white light interferometry. The motivation is

to develop a cost-effective, robust device which can easily be to operated and main-

tained. The source should allow to reach manometer level precision for measurements

of samples oscillating at a broad range of frequencies from sub kHz to single MHz.

A source of this kind can find applications in fast, non-contact product testing and

quality control of imaging micro-electromechanical machines. The second objective is

to experimentally test a newly proposed intensity correlation measurement technique

with built-in dispersion cancellation and increased density of points in the image. Both

theoretical claims are tested in proof-of-concept experiments. The technique is an al-

ternative approach to existing dispersion handling methods, opening new possibilities

for ultra-high precision imaging of biological samples with broadband interferometric

techniques. The last aim is to transfer the concept of ghost imaging from the spatial

to the temporal domain by using the space-time duality of light propagation. In the

ghost imaging measurement the total amount of light transmitted through the tempo-

ral object is correlated with the temporal intensity of the light source in order to create

the image. Such a set-up is insensitive to any time-related distortions present between

the object and the detector. The objective is to experimentally demonstrate, for the

first time, the possibilities of ghost imaging scheme in the time domain and show its

capability for measuring ultra-fast time-varying waveforms. A study of implementing

temporal magnification in to the measurement scheme, for increased image resolution,

is also provided.

1.2 Structure of the Thesis

This work consist of six chapters allowing to understand the basics of interferometric

and correlation imaging techniques and describe the obtained results.

3
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Chapter 2 describes the basic concepts of linear optics and introduces the naming

convention used in subsequent chapters. A brief description of dispersion and nonlinear

effects is also given.

Chapter 3 introduces white light interferometry. The coherence properties of light

are discussed and example of light sources used for white light interferometry are

presented. The possibility of imaging oscillating objects through stroboscopic white

light interferometry is then discussed and experimental demonstration using a tailored

supercontinuum source is reported.

In Chapter 4, we present the operating principle of Optical Coherence Tomography

in the spectral domain. Modification of the technique in the form of Intensity Opti-

cal Coherence Tomography is subsequently described, its benefits and experimental

performance are discussed.

In Chapter 5 the concept of Ghost Imaging in the time-domain is described and demon-

strated. Different configurations are discussed together with experimental constraints.

An approach to magnify the temporal object to be imaged is also presented.

Chapter 6 summarizes the results obtained and suggest future perspectives.

4
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1.3 Author’s Contribution

1.3 Author’s Contribution

This thesis consists of a number of publications which introduce novel optical imaging

techniques in the spatial and temporal domains. A short description of each publica-

tion along with the author’s contribution is provided below.

Paper 1 This paper demonstrates the experimental realization of Stroboscopic While

Light Interferometry using a frequency-doubled supercontinuum light source with tun-

able repetition rate. The continuously-tunable repetition rate and short duty cycle of

the broadband pulsed source, combined with proposed sub-harmonic laser trigger-

ing allow high precision measurements of microelectromechanical systems oscillating

at MHz frequencies. The author contributed to the experimental demonstration by

developing, testing and implementing the light source used in the interferometric char-

acterization setup. The author also proposed the sub-harmonic triggering measure-

ment scheme and contributed to the experiment performed in collaboration with the

University of Helsinki. He took the leading role in the manuscript preparation.

Paper 2 This paper reports on the first experimental demonstration of Intensity

Optical Coherence Tomography, validating the theoretically predicted benefits of the

technique: second-order dispersion cancellation and point spread function with re-

duced width. An approach to eliminate the presence of artefacts in the image in the

case of multiple interfaces is also demonstrated. The author designed and constructed

the experimental setup, performed all the measurements and data analysis. He took

the leading role in reporting and contributed to the manuscript preparation.

Paper 3 In this paper first experimental demonstration of the Ghost Imaging in time

domain is presented. The correlation between incoherent source intensity fluctuations,

measured by fast detector and the total light transmitted through the temporal object,

measured by slow detector, is used to generate the ghost image. The insensitivity

of the technique to signal distortions is presented with the example of significant

modal dispersion introduced in the system. The author designed and constructed the

experimental setup, performed the measurements and analyzed the data together with

co-workers. He also took a significant role in reporting.

Parer 4 In this paper an experimental demonstration of Temporal Ghost Imaging

with 5-time magnification is reported. The magnification scheme is based on the tem-

5
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poral equivalent of shadow imaging, using frequency-to-time conversion of the spectral

fluctuations of an incoherent supercontinuum light source. The author proposed the

concept, and designed and constructed the experimental setup. He performed the

measurements and took significant role in the data analysis and participated in results

reporting.

The results obtained in this work are the product of collaborations and team effort.

The author’s contribution to each of the Papers is presented in Table 1.1. The contri-

bution is divided into three categories; Preparation, Experiments, and Reporting.

Preparation consists of theory, design and evaluation of the experimental method, ex-

periments includes the implementation of the experimental method and the actual

experimental work. Reporting contains the data analysis and the preparation of the

manuscript.

Table 1.1.: Summary of author’s contribution to articles included in this Thesis.

Paper Preparation Experiments Reporting

Paper 1 90% 50% 80%

Paper 2 80% 100% 70%

Paper 3 90% 80% 50%

Paper 4 100% 70% 30%

6
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Chapter 2

Light Propagation in Matter

Light is an electromagnetic wave16,17 of wavelengths spreading from about 10 nm

deep UV to 1 mm of far infrared and corresponding frequency span from 30 PHz to

300 MHz. The visible part of the light spectrum is much narrower starting at about

400 nm (blue) and ending at 700 nm (red). Propagating electromagnetic waves can

interact with surrounding mater in a variety of ways. A light beam can be attenuated

or amplified, diffracted, dispersed or even change its frequency due to nonlinear effects.

In this chapter the basics of light propagation are introduced using a classical formalism

that is suitable for understanding the following chapters of this thesis.

2.1 Maxwell equations

Electromagnetic forces are one of the four fundamental interactions known to exist

in nature. The interaction of the electric field Ẽ and magnetic induction B̃, associ-

ated with a light beam, and interacting with a surrounding medium is governed by

7
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Maxwell’s equations:

∇ · Ẽ =
1

ε0
ρtotal (2.1)

∇ · B̃ =0 (2.2)

∇× Ẽ =− ∂B̃

∂t
(2.3)

∇× B̃ =µ0

(
J̃ total + ε0

∂Ẽ

∂t

)
(2.4)

where J̃ total is the electric current density of all present charged particles , ρ̃total is

the total electric charge density, and ε0 and µ0 are the electric permittivity and the

magnetic permeability of vacuum, respectively. The vectorial differential operator ∇
is defined as ∇ =

(
∂
∂x ,

∂
∂y ,

∂
∂z

)
, where x, y and z are Cartesian space coordinates.

The “·” is the scalar product and “×” is the vectorial product. The time coordinate is

noted by t. Both the electric and the magnetic field vary in time and space interacting

with charges present in the medium modifying and being modified by their densities.

Macroscopic description

Solving Maxwell equations in the above form generally requires to include all the

charges and currents in the medium. To simplify the problem, an approximated

macroscopic response of the material can be included in the form of a polarization

vector P̃ and a magnetization vector M̃ , which describe the overall behaviour of

bounded charges (electrons bounded to the atom cores and particles), such that only

free charges and currents need to be dealt with separately. With this approximation

Maxwell’s equations can be written as:

∇ · D̃ = ρ̃ (2.5)

∇ · B̃ = 0 (2.6)

∇× Ẽ =− ∂B̃

∂t
(2.7)

∇× H̃ = µ0

(
J̃ +

∂D̃

∂t

)
(2.8)

8
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where ρ̃ is the electric free charge density and J̃ is the electric free current density.

The electric displacement vector D̃ is the sum of the electric field and material

polarization P̃ :

D̃ = ε0Ẽ + P̃ , (2.9)

while the magnetic field vector H̃ arises for the presence of magnetic induction and

material magnetization M̃

H̃ =
1

µ0
B̃ − M̃ . (2.10)

The polarization and magnetization vectors may be complex quantities, accounting

for attenuation. For linear materials with small attenuation and no free charges or cur-

rents, the polarization and magnetization vectors can be described as linear functions

of the electric field and magnetic induction:

P̃ = ε0χeẼ, (2.11)

M̃ = χmH̃. (2.12)

Here χe and χm represent the electric and magnetic susceptibilities - complex tensor

values describing the material response to the presence of the electric and magnetic

fields. With this linear approximation, the electric displacement and magnetic field

can be expressed directly as a function of the electric field and magnetic induction:

D̃ = (ε0 + ε0χe) Ẽ = εẼ (2.13)

H̃ =
1

µ0 + µ0χm
B̃ =

1

µ
B̃, (2.14)

where ε and µ denoting permittivity and permeability of the medium. Substituting the

polarization and magnetization vectors by their linear approximation into the Maxwell

equations and assuming that there are no free charges or currents in the propagation

medium (as it is the case in most dielectrics) one obtains the simplified form:

∇ · εẼ = 0 (2.15)

∇ · B̃ = 0 (2.16)

∇× Ẽ =− ∂B̃

∂t
(2.17)

∇× 1

µ
B̃ = ε

∂Ẽ

∂t
. (2.18)

9
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Equations (2.15-2.18) govern the propagation of light in a linear medium with no free

charges or currents.

Wave equation

By taking the curl of both sides of equation 2.17 and substituting ∇ × B̃ from Eq.

(2.18) the evolution of the electric field is governed by:

∇2Ẽ = εµ
∂2Ẽ

∂t2
(2.19)

and similarly for the magnetic flux B̃.

Equation (2.19) is a second order differential equation with respect to time and space

which describes the propagation of the electric field associated with a light wave in a

linear medium. Any electric field Ẽ, defined in time and space that satisfies the wave

equation (and all Maxwell equations) can be treated as a wave that travels with the

phase velocity defined by the medium permittivity ε and permeability µ:

v =
1√
εµ

=
1

n
· c, (2.20)

where c = 1√
ε0µ0

is the speed of light in vacuum and n is the refractive index of the

material defined as:

n =
√

(χe + 1)(χm + 1). (2.21)

It is thus clear that the refractive index of a medium modifies the speed of the waves

propagating through this medium. Magnetic effects are usually negligible in optical

(dielectric) materials such that χm ≈ 0 and the refractive index depends only on the

electric susceptibility χe.

Light intensity

Due to the fact that optical frequencies are too high, none of the existing detectors can

measure the amplitude of light waves directly. Rather, to measure light quantitatively

we utilize the fact that both the electric and magnetic fields are associated with energy

which can be detected. The average density of the energy flux carried by light is

10
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referred to as the light intensity I, a quantity that describes how much energy a light

beam carries per unit of time and area. If there is more than one electromagnetic

wave, they all contribute to the total recorded light intensity and their time varying

fields Ẽi have to be added, including their phase relations:

I = ε0cn

〈(∑

i

Ẽi

)2〉
(2.22)

where 〈...〉 denote average over time.

2.2 Plane wave

The simplest solution of the wave equation (2.19) is the plane wave whose electric field

representation is given by:

Ẽ = A′ cos(k · r − ωt), (2.23)

where A′ is the amplitude of the electric field, r and t are the spatial and time

coordinates. The field oscillates in time with angular frequency ω and in space with

a frequency defined by the wave vector k. In a homogeneous, a medium plane wave

travels along the direction of the wave vector with the speed v = ω/k. The amplitude

of the wave vector k is determined by the wavelength λ of the wave in the medium:

k =
2π

λ
=

2π

λ0/n
=
nω

c
, (2.24)

where λ0 is the wavelength that would be measured in vacuum. The plane wave can

only exist in theory, as it has to be of infinite size and perfectly monochromatic. Yet,

it is extremely useful to describe many practical situations, since light fields can be

decomposed into a set of plane waves as described later in this chapter.

For convenience, the cosine function may be expanded in the form of complex notation:

Ẽ = E(t) + E∗(t) = Aei(k·r−ωt) + A∗e−i(k·r−ωt) = Aei(k·r−ωt) + c.c., (2.25)

where E(t) is the electric field vector in complex notation. The “∗” symbol denotes the

complex conjugate of the quantity to which it is applied and c.c. stands for complex

11
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conjugate of the term before the + sign. The arbitrary phase of the light wave can be

included in the complex amplitude A.

The correspondence between the real and complex variables requires that the absolute

value of the complex amplitude is equal to the of the values the real field value:

∣∣∣Ẽ
∣∣∣ = 2|A|. (2.26)

Injecting Eq. (2.25) into the wave Eq. (2.19) leads to the Helmholtz equation that

describes the evolution of the complex amplitude A associated with the electric field

of a plane wave:

∇2A = −k2A. (2.27)

2.3 Angular spectrum representation

A plane wave described by a wave vector k can be treated as an element of a spatial fre-

quency base and a wave of any spatial shape and amplitude can therefore be described

by a sum of plane waves. For any given electromagnetic wave amplitude A(x, y, z), de-

fined at a plane z=0, spatial components of the spectrum can be calculated by Fourier

transform:

Â(kx, ky, z = 0) =
1

4π2

+∞∫∫

−∞

A(x, y, z = 0)ei(kxx+kyy) dx dy (2.28)

where Â is the angular spectrum representation of the electromagnetic wave. The

evolution of the wave propagating in ±z direction is govern by Helmholtz Eq. (2.27).

The angular spectrum representation is defined in two-dimensional angular frequency

space (kx, ky), the kz component not given by Fourier transform is calculated as:

kz =
√
k2 − k2

x − k2
y. (2.29)

The amplitude of the spatial components can be calculated at a specific distance by

propagating each spectral component. To calculate the spatial field amplitude at a

12
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distance, each individual spectral component needs to be propagated:

Â(kx, ky, z) = Â(kx, ky, z = 0) eikzz. (2.30)

For light propagating mostly in the z direction kz ≈ kzz. In order to obtain the

amplitude of the field at a distance z, one can simply perform the inverse Fourier

transform:

A(x, y, z) =

+∞∫∫

−∞

Â(kx, ky, z = 0)ei(kxx+kyy+kzz) dkx dky. (2.31)

Substituting this result into the Helmholtz Eq. (2.27) and introducing the paraxial

approximation:

∣∣∣∣
∂2A(x, y, z)

∂z2

∣∣∣∣ <<
∣∣∣∣
∂2A(x, y, z)

∂x2

∣∣∣∣ ,
∣∣∣∣
∂2A(x, y, z)

∂y2

∣∣∣∣ ,
∣∣∣∣2k

∂A(x, y, z)

∂z

∣∣∣∣ , (2.32)

one obtains the equation describing the free-space diffraction of a monochromatic beam

∂

∂z
A(x, y, z) = − i

2k

(
∂2

∂x2
+

∂2

∂y2

)
A(x, y, z). (2.33)

2.4 Light spectrum

The amplitude of a plane wave is constant at any point in space and time. A plane

wave is characterized by a single angular frequency and oscillation frequency, it is

monochromatic. The amplitude of a plane wave is constant at any point in space

and time. To represent any variation in the field spatial amplitude one can superim-

pose several plane waves with different angular frequencies k and amplitudes A(k) as

described in the previous section. If the oscillation frequency of all the plane waves

is identical, the field amplitude remains constant in time. Temporal variations of the

electric field amplitude Ẽ(t) results from the presence of multiple spectral components

E(ω) individually associated with plane waves that add to each other, interfering de-

pending on their relative phase and position in time. With this approach, the time

varying field is just a sum of many monochromatic plane waves with different ampli-

13



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 36

Light Propagation in Matter

tudes and oscillation frequencies:

Ẽ(t) =
∑

ωi

E(ωi). cos(ωit). (2.34)

Where E(t) and ωi are the amplitude and angular frequency associated with plane

wave i. It is useful to think of a time-varying electric field as a time-dependent envelope

modulating a monochromatic wave:

Ẽ(t) = A′(t) cos(ω0t) = A(t) eiω0t + A∗ (t) e−iω0t . (2.35)

The temporal modulation imposed by the envelope A(t) is a manifestation of the

presence of multiple frequencies in the electric field and the frequency spectrum can

be calculated by Fourier transform:

E(ω) =
1

2π

+∞∫

−∞

Ẽ(t)e−iωt dt. (2.36)

The electric field spectrum E(ω) is a complex value including the amplitude and phase

of a given frequency component. The spectrum can also be described as the sum of

two spectral amplitudes A(ω) centred around the field carrier frequency ω0:

E(ω) = A(ω − ω0) + A∗(−ω + ω0), (2.37)

with

A(ω − ω0) =
1

2π

+∞∫

−∞

A(t)eiω0te−iωt dt. (2.38)

Here A(t) describes the time-varying envelope that is modulating the carrier frequency.

The frequency spectrum is therefore shifted by the carrier frequency ω0. The spectral

intensity S(ω) carried by each spectral component of frequency ω is proportional to

the modulus squared of the amplitude of this spectral component:

S(ω) = 2ε0cn |A(ω)|2 . (2.39)

The factor 2 includes the fact that both A(ω−ω0) and A∗(−ω+ω0) contribute to the

intensity. The full width af half maximum (FWHM) of the spectrum S(ω) is referred

as the light spectral bandwidth.

14
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2.5 Dispersion

The macroscopic description of light propagation in a medium accounts for the average

response of all the electrons present in the medium. The strength of the interaction

between the field and the electrons in the medium depends on the field frequency

and increases when it is near the resonance frequency of the medium energy levels.

This causes the electric susceptibility to be dependent on the type of medium and

wavelength of the propagating light. The refractive index follows the changes of the

electrical susceptibility, modifying the wave vector and thus the propagation speed of

the wave. To deal with this problem the value of the propagation constant k can be

expanded into a Taylor-series function of the angular frequency ω around the carrier

frequency of the electric field ω0:

k(ω) = β(0) + β(1)(ω − ω0) +
1

2
β(2)(ω − ω0)2 + ...+

1

m!
β(m)(ω − ω0)m + ..., (2.40)

where

β(m) =
∂mk

∂ωm

∣∣∣∣
ω0

= β(m)(ω0). (2.41)

The β(m) coefficients vary not only for different materials but also depend on the

Taylor expansion center frequency and in that sense they can be treated as functions

of ω0.

Pulse propagation in a dispersive medium

A light field with a time-varying amplitude can be described by a spectrum of monochro-

matic waves that have a correlated phase. When a large fraction of the waves are in

phase, positive interference in time occurs and one can observe a high electric field

amplitude at a particular time instant. On the other hand, when waves are out of

phase, they interfere destructively and the field amplitude is close to zero. Changing

the phase relation between monochromatic waves leads to a change in the temporal

envelope shape and its position in time. When propagating in a dispersive medium,

the phase of each spectral component changes as:

A(ω − ω0, z) = A(ω − ω0, z = 0) · ek(ω)z. (2.42)

15
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The different orders of β(m) have a different impact on the phase of a propagating field

with a time-varying envelope. The influence of the three first dispersion orders can be

easily described.

The zero-order dispersion coefficient β(0)(ω0) characterizes the phase velocity of the

electric field, the speed at which the carrier frequency wave propagates:

β(0)

[
1

m

]
= k|ω0

=
nω0

c
=

ω0

vphase
. (2.43)

The first order dispersion coefficient β(1)(ω0) represents the linear approximation of

how the phases of different frequency components are changing with respect to each

other:

β(1)
[ s
m

]
=
∂β(0)(ω)

∂ω

∣∣∣∣
ω0

=

(
∂n

∂ω
· ω
c

+
n

c

)∣∣∣∣
ω0

=
1

vg
. (2.44)

The first-order dispersion modifies the occurrence time of positive interference of spec-

tral components and thus modifies the speed of the temporal envelope. This speed,

called the group velocity vg generally differs from that of the carrier frequency phase

velocity.

One can also define the group refractive index ng related to the group-velocity as:

ng =
c

vg
= n+ ω · ∂n

∂ω
. (2.45)

The second-order dispersion coefficient β(2) is the quadratic term of the expansion

which describes the linear approximation of the group-velocity variation with fre-

quency:

β(2)
[ s

m ·Hz
]

=
∂β(1)(ω)

∂ω

∣∣∣∣
ω0

=
1

c

[
∂2n

∂ω2
· ω + 2

∂n

∂ω

]∣∣∣∣
ω0

. (2.46)

It describes the change in delay between the carrier frequency component and other

spectral components per propagation distance and frequency difference. The frequency-

dependence of the group velocity causes the temporal shape of the electric field enve-

lope to change with propagation.

The dispersion parameter is also a function of frequency β(2)(ω) and includes all

the higher-order dispersion effects that can further contribute to the change of the

temporal shape of the electric field envelope. The second-order dispersion, also called

16
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the group-velocity dispersion (GVD) is often presented as a parameterD that describes

dispersion as a function of wavelength:

D
[ s

nm · km
]

= −2πc

λ2
β(2). (2.47)

When the spectral bandwidth of the electric field envelope is relatively narrow it is

generally sufficient to limit the Taylor-series expansion to the second order dispersion

coefficient. In this case, and neglecting diffraction, the Helmholtz equation can be

written in the spectral domain as:

∂A(ω − ω0, z)

∂z
= −i

[
β(1)(ω − ω0) +

1

2
β(2)(ω − ω0)2

]
A(ω − ω0, z). (2.48)

Going back to the time domain by applying inverse Fourier transform gives:

(
∂

∂z
+

1

vg

∂

∂t

)
A(t, z) =

iβ(2)

2

∂2

∂t2
A(t, z). (2.49)

Changing the coordinates T = t − z/vg, where T represents the time in a frame of

reference moving at the group velocity of the carrier frequency ω0, one obtains the

equation describing the dispersive propagation of light in the time domain.

∂

∂z
A(T, z) =

iβ(2)

2

∂2

∂T 2
A(T, z). (2.50)

The temporal evolution of the electric field envelope depends mainly on by the second-

order dispersion, making it a crucial parameter in governing light propagation in a

medium.

2.6 Nonlinear effects

The description of electromagnetic wave propagation through a medium using the

susceptibility formalism provides a very useful tool that explain most of classical light

propagation phenomena. However, the assumption that a medium polarization is

linearly proportional to the electric field of a propagating wave as stated in Eq. (2.11)

is not always fulfilled. The material response to the propagating electromagnetic wave

can also depend on the field strength18. In this case, the material polarization can be

17
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described by a Taylor-series expansion of the electric field powers:

PNL = P (0) + P (1) + P (2) + P (3) + ...+ P (q) + ... , (2.51)

where:

P
(1)
k = ε0 χ

(1)
e,kl · El, (2.52)

P
(2)
k = ε0 χ

(2)
e,klm · ElEm, (2.53)

P
(3)
k = ε0 χ

(3)
e,klmn · ElEmEn, (2.54)

....

P
(q)
k = ε0 χ

(q)
e,klmn... · ElEmEn..., (2.55)

where k, l,m, n = {x, y, z} and χ
(q)
e is a q-th order material susceptibility tensor. Due

to the presence of higher-order polarization terms a new source term needs to be

included in the propagation equation:

∇×∇Ẽ +
1

c2
∂2Ẽ

∂t2
= −µ0

∂2PNL

∂t2
. (2.56)

The nonlinear polarization PNL enables the interaction of propagating waves, allow-

ing energy transfer between different angular and frequency components of the light

spectrum.

Nonlinear effects in optical fibers

The magnitude of nonlinear interactions depends on the medium properties, the

strength of the electromagnetic field and the interaction length. The development

of optical fibers with low attenuation19 has enabled to enhance the nonlinear effects

by confining light over long distances. The freedom in the design of fiber structures

and materials enables tailoring the nonlinear and dispersive properties to enhance the

desired effects. The light propagation in optical fibers is dominated by dispersive

effects and the third-order nonlinear effects, as the second-order nonlinearity is forbid-

den in centrosymetric materials. The temporal evolution of the electromagnetic field

propagating in a single-mode fiber20,21 (here along the z direction) is described by the
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generalized Nonlinear Schrödigner equation21:

∂A

∂z
+
α

2
A− i

∑

m≥2

(
im

m!
β(m) ∂

m

∂Tm
A

)
= iγA(z, T )

∫ ∞

−∞
R(T ′)× |A(z, T − T ′)|2dT ′.

(2.57)

Here, A ≡ A(z, T ) is the complex envelope of the electric field normalized such that

|A(z, T )|2 gives the instantaneous power of the light propagating in the fiber, α is the

linear loss coefficient, γ is the nonlinear coefficient and R(T ) is the nonlinear response

function including the instantaneous electric and delayed Raman contributions22,23.

The generalized Nonlinear Shrödinger Equation can be solved numerically with the

use of a split-step Fourier Method21. It describes a range of nonlinear effects including

self phase modulation, cross-phase modulation, soliton dynamics24–29, shock formation

and others.

Modulation Instability

An important nonlinear phenomenon occurring in fibers is modulation instability31–34.

In this process a perturbed monochromatic wave propagating through the fiber is

unstable for a range of perturbation frequency determined by g(ω − ω0) around the

light carrier frequency ω0:

g =
1

2

√
−β(2)2

(ω − ω0)4 − 4β(2)(ω − ω0)2γP0, (2.58)

where P0 is the power of the propagating wave.

Modulation instability can only occur in the anomalous dispersion regime (when

β(2) < 0) and leads to the energy transfer from the pump to any other frequency

component35 present under the gain curve g. Modulation instability can be seeded

by injecting a second wave into the fiber or it can occur spontaneously from the noise

present in the carrier wave intensity.
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Chapter 3

White Light Interferometry

This chapter introduces the basic concepts of white light interferometry along with

the different light sources suitable for the technique. We then focus on the description

of stroboscopic white light interferometry showing how broadband supercontinuum

sources are particularly adapted to high speed and high resolution measurements.

3.1 Coherence of light

Coherence is a fundamental quantity that describes light behaviour in interferometric

experiments36. It can be quantified by the first order degree of coherence function g(1)

defined as

g(1)(r1, t1, r2, t2) =
〈E∗(r1, t1) ·E(r2, t2)〉

[〈
|E(r1, t1)|2

〉〈
|E(r2, t2)|2

〉]1/2 , (3.1)

where 〈...〉 denotes a statistical ensemble average. When calculated at a single spatial

location r1 = r2 for a statistically stationary field, one can simplify the coherence

function by introducing the time difference τ = t1 − t2:

g(1)(τ) =
〈E∗(t) ·E(t+ τ)〉〈

|E(t)|2
〉 , (3.2)
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where 〈...〉 denotes the average over time t.

The first degree of coherence is a normalized, complex function whose modulus is

limited by 1 and depends on how the phase of the electric field is preserved when the

electric field is delayed in time. If, for a given time delay τ , the relative phases of the

electric field and its time-delayed replica remains constant at every time point t, the

magnitude to the complex degree of coherence is equal to 1. On the other hand, if

the phases are uncorrelated with increasing time shift, the degree of coherence drops

to 0. It is worth pointing out that the degree of coherence is always equal to 1 for

zero-delay. It is useful to consider the modulus of the degree of coherence to determine

the behaviour of a light source in the interferometric system. One can then determine

the coherence time parameter τcoh which characterizes the time interval over which the

phase of the electric field is stable and thus how long the light field remains coherent:

τcoh =

∫ +∞

−∞

∣∣∣g(1)(τ)
∣∣∣
2

dτ. (3.3)

The degree of coherence is directly linked to the light source spectrum such that, in

general, the spectral bandwidth and the coherence time can be related as:

τcoh ∼
1

∆ν
. (3.4)

The proportionality factor depends on the exact spectrum shape. All light sources

have a limited coherence time. It can vary from seconds for monochromatic lasers, to

microseconds for typical semiconductor lasers, picoseconds for diodes, and femtosec-

onds for broadband LEDs, white light sources and incandescent bulbs37,38. The notion

of coherence of a light source is relative to the specific experiment it is used in. For

example, if the source coherence time exceeds the measurement time, the source may

be treated as fully coherent although it is not if one considers longer measurement

times.

3.2 Interferometry

Interference is a phenomenon where (at least) two light waves are superimposed. De-

pending on the phase relation between the electric field associated with each wave at a

given location and time, the amplitude of the resulting field can increase (constructive

22
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Figure 3.1: (a) normalized source spectrum and (b) first order coherence function of
given source, calculated for a monochromatic source, 20 nm FWHM bandwidth LED,
50 nm FWHM bandwidth LED and source composed of three 20 nm bandwidth diodes
centered at 660 nm 700 nm and 740 nm wavelength.

interference) or decrease (destructive interference), when compared to the intensity of

the interfering waves. Of course, electromagnetic waves interfere all the time but since,

in linear propagation, they do not exchange energy with each other, the interference

effect is only observed when the intensity of light is recorded or scattered from an

object. The basic interferometric measurement set-up is the Michelson interferometer

presented in Fig. 3.2(a). The light beam from the source is divided between the two

arms of the interferometer. In one arm, the beam is reflected from a reference mirror,

while in the other it is reflected from a sample. After reflection, both beams are enter

the beam splitter again and are divided for the second time. The part of the sample

beam that was transmitted straight through the beam splitter interferes with the part

of the reference beam that was reflected from the beam splitter, the same happens

with other parts of beams. The other common interferometer set-up is the Mirau in-

terferometer presented in Fig. 3.2(b). In this configuration the beam splitter is placed

behind the focusing lens of the objective. The reference mirror is fixed at the center

of the optical axis. The light reflected from the mirror and the sample is collected

by the lens also used for focusing. This design is particularly useful for microscopy
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Figure 3.2: Most common interferometric setups: (a) Michelson interferometer, (b)
Mirau interferometer

applications.

Due to the interference, the energy of the light source can be directed to one or

both directions, depending on the relative phase between the input beams. In a

Michelson interferometer this means that the energy can be directed to the detector of

the interferometer or back to the light source. The phase acquired by the light beam

depends on the wavelength of the light, the distance it has travelled and the refractive

index of the medium. For simplicity, we omit the vectorial nature of the field and

assume that the polarization of light is linear and constant. For a sample consisting of

a single reflective interface the fields can be easily described by the following equations:

Er(t) =
1

2
E0

(
t+

z

c

)
, (3.5)

Es(t) =
r

2
E0

(
t+

z + ∆z

c

)
, (3.6)

where Es and Er are the electric fields arriving at the beam-splitter from the sample

and the reference mirror. Here, E0 represents the field of the light source, z describes

optical path length in the reference arm, ∆z is the difference between the optical

paths lengths in the reference and sample arms, and r is the reflection coefficient of

the sample. For simplicity the vectorial form of the field was omitted with assumption

of constant linear polarization of light. Elements in the optical path common for both

beams do not affect the relative phase difference and thus do not need to be taken into

consideration. The output field of the interferometer Eout is the sum of the interfering
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fields:

Eout(t) =
1

2
[Er(t) + Es(t)] . (3.7)

The detector records the light intensity as a function of the position of the reference

mirror, or equivalently as a function of the optical path difference ∆z:

I(∆z) = ε0cn

∫
|Eout(t)|2dt

=
ε0cn

4

∫
|Er|2+|Es|2+(ErE

∗
s + c.c.)dt

=
ε0cn

4

∫
|E0(t)|2(1 + r2)dt+ 2<

[
ε0cnr

4

∫
E0(t′)E∗0 (t′ + τ)dt′

]
, (3.8)

where τ = ∆z/c, t′ = t+ z/c and < stands for the real part.

Introducing the average source intensity as I0 = ε0cn
〈
|E0|2

〉
, one can rewrite Eq.

(3.8) as:

I(∆z) =
1 + r2

4
I0 +

r

2
I0<

[
g(1)

(
∆z

c

)]
. (3.9)

The interference signal consists of a constant term (independent of ∆z) and a ∆z-

varying term proportional to the real part of the first order degree of coherence of

the light source used in the experiment. The largest intensity is recorded when the

coherence function reaches its maximum, i.e. when ∆z is equal to zero. The inter-

ferogram recorded as a function of ∆z provides information about the depth of the

sample. A single line scan perpendicular to the sample is called A-scan. A scan that

provides a cross-section image of the sample, for example by performing a series of

A-scans along a line parallel to the sample surface, is called B-scan. It is also possible

to perform a C-scan, in which data are collected from a whole at given ∆z position

with a CCD camera instead of a single detector. A schematic illustration of each scan

area is presented in Fig. 3.3.

With WLI it is relatively straightforward to make a C-scan by using a 2D camera.

Each pixel of the camera generates an A-scan line when the reference mirror is moved.

Only a single scan is then required to obtain a full 3D image of the sample.

For high precision measurement it is important to use a light source with a short

coherence time as it allows to identify the modulation peak more accurately and en-

ables to distinguish multiple closely spaced interfaces within the sample. Examples of

simulated interferograms measured with different light sources are shown in Fig. 3.4.
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Figure 3.3: Modes of data acquisition in interferometric measurements
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Figure 3.4: Comparison of A-scans of a single interface sample obtained for different
light source spectra. (a) Source spectrum and (b) corresponding A-scan.

3.3 Stroboscopic White Light Interferometry

Stroboscopic White Light Interferometry39–41 allows to image samples that are in pe-

riodic movement . This technique is generally implemented by modifying a standard

WLI, such that the sample is periodically illuminated. The light source in this case

produces pulses synchronized with the sample movement such that it is always the

same phase of movement that is probed. Therefore, although the sample may be mov-

ing rapidly, the detector records interference only at a single position of the sample
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enabling to generate a sharp image and making it appear as if the sample movement

was frozen in time. The principle of this process is illustrated in Fig. 3.5. SWLI can

be used to measure the influence of rapid changes in sample shape caused, for exam-

ple, by periodic temperature variations, electric field or mechanical strain modulation

applied to the sample. The requirements placed on the light source are similar as for

Figure 3.5: Principle of stroboscopic measurement. The pulsed light is synchronized
with the period of the object movement (arrow rotation), illuminating only a given,
single movement phase. This allows to record a sharp image of the moving object even
though the camera acquisition time is much longer than the movement period.

conventional WLI. It should be of low coherence but it should also emit light pulses on

demand. This can be achieved by modulating continuous light sources with temporal

gate filters or by using light sources that already create pulses. Both approaches have

their drawbacks and related technical difficulties. Applying temporal filters to obtain

a short illumination time (in relation to the pulse period) results in a small duty cycle

of the filter, which can significantly decrease the power output of the source. Further-

more, for high oscillation frequencies, it is hard to find a filter with proper speed and

high extinction ratio while operating over a broad spectrum range. Short pulse light

sources on the other hand, lack the optical bandwidth, like the laser diodes, or the

possibility of tuning the pulse repetition rate, as is the case of mode-locked lasers.

3.4 Supercontinuum light source for Stroboscopic

White-light Interferometry

We have developed a supercontinuum light source for SWLI42–44 presented in publica-

tion P1 which allows to overcome the problems associated with modulated continuous

diodes or mode-locked lasers. Extensive numerical simulations, using the split-step

Fourier method, shows that it is possible to obtain a significant spectrum broad-
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ening by injecting 1-ns long pulses with several kW peak power into a single-mode

dispersion-shifted fiber45–51. In that case, noise-seeded modulation instability52–54

leads to the generation of a train of randomly distributed solitons that experience the

Raman frequencu-shift55–57 and emit dispersive waves. The operating source was built

from a gain-switched, fiber-coupled laser, generating 0.5ns long pulses58 at 1550-nm

wavelength with up to 4-kW peak power and tunable repetition rate. These pulses

were injected into a 6-m long dispersion-shifted fiber. Because of the relatively short

distance of propagation in the fiber compared to the long pulse duration, its duration

does not exceed 1-ns at the fiber output, allowing to maintain the duty cycle. Yet,
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Figure 3.6: Comparison between simulated and measured spectra of our developed
supercontinuum source.

the source is not ideal, due to the presence of a high pump residue that influences

its temporal coherence properties. The pump peak has a narrow bandwidth and thus

its coherence time is long, decreasing the source performance in WLI experiments.

Furthermore, nearly all the frequency component lies in the near-infra-red, outside

the detection band of the most common silicon type detectors. Both of these prob-

lems can be solved by use of wave mixing in a nonlinear crystal59,60. In this process,

presented in Fig. 3.7(a), the light is focused into a nonlinear crystal where due to the

strong second order nonlinearity its frequency is doubled. Due to the simultaneous

presence of many spectral components it is more correct to talk about sum frequency

generation that allows interaction of multiple frequency pairs. The benefit of sum

frequency generation is two-fold, part of the spectrum is converted to the operating

range of silicon-based cameras and the pump residue is filtered out. The spectra of the

light measured before and after the nonlinear crystal are presented in Fig. 3.7(b) and

3.7(c). Indeed, spectral components corresponding to the pump residue is spread over
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entire duration of the initial pump pulse with a much lower peak power than other SC

spectral components and thus does not produce efficient second harmonic light.
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Figure 3.7: (a) Experimental set-up for frequency doubled SC source, LEAF - disper-
sion shifted fiber, NC - nonlinear crystal, L1, L2 free-space focusing and collimating
lens system, MF - multimode fiber, (b) SC spectrum measured after the LEAF fiber,
(c) SC spectrum measured after the multi-mode fiber (MF).

The BBO nonlinear crystal used in the experiments is rotated to appropriate angle to

enable efficient frequency conversion. In the 1.6-µm spectral region, the dependence

of the phase-matching angle on wavelength is nearly flat, which enables efficient in-

teraction for the majority of the SC spectral components. Furthermore, focusing the

light into the crystal creates a cone that covers most of the angular acceptance band.

Yet, the phase-matching is not met perfectly for all the angles and wavelengths, which

causes the light at the crystal output to be spectrally chirped, with different sum fre-

quency components propagating at separate angles. To avoid physical separation of

the spectral components, the light was then coupled to a 200-µm core size multi-mode

fiber, which collects all the spectral components and mixes them over multiple modes.

The large size of the modes at the output of the fiber allows to irradiate a larger area

of the sample than it would be possible with a single-mode fiber output.

29



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 52

White Light Interferometry

To extend the measurement possibilities to objects oscillating with frequencies up

to few-MHz, a sub-harmonic triggering method was introduced. In this method, a

time
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Figure 3.8: Relation between sample and SC driving voltages. In the presented case,
the laser is driven with the 4-th sub-harmonic of the sample movement.

light pulse is triggered only every n-th sample oscillation as conceptually shown in

Fig. 3.8. This approach is necessary for developed SC source as with increasing

repetition rate the pump laser peak power diminishes and becomes insufficient for

supercontinuum generation. Still the duty cycle of the source is low enough to provide

sufficient illumination time and generate a sharp image of the object.

To evaluate the performance of the light source and proposed modification of the

SWLI technique, a measurement of capacitive micro-machined ultrasonic transducer

array (CMUT) was performed. The experimental set-up shown in Fig. 3.9 utilises on

Airy-type interferometer objective. During the measurement the resonant frequency

of the CMUT component was found to be 2.16 MHz, at which the sample oscillation

exhibit the largest amplitude. The supercontinuum source was triggered with the 32-

nd subharmonic frequency, so that it could operate in the most efficient repetition

rate range. Depth scanning was achieved by sample translation using a piezoelectric

translation stage. During the scan, for each position a picture of selected sample

area was taken by a CCD camera. In data post-processing61–65, each pixel allows to

produce an A-scan line from a series of recorded pictures and to evaluate the position

of the sample surface. The reconstructed 3D image of the CMUT is presented in Fig.

3.10. The use of the newly developed SC light source allowed to obtain sub-100 nm

resolution and the sub-harmonic pulse triggering enables to perform measurement of
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Figure 3.9: Experimental set-up for SWLI, GEN- function generator driving the su-
percontinuum light source (SC) and the amplifier (AMP) driving the sample (MEMS).
The light from the source is collimated by a set of lenses L1 and directed through the
beam-splitter (B) to the objective (L2) with built in Airy interferometer. The light
form the interferometer is recorded by a CCD camera with objective lens (L3). Data
from the camera are recorded by a PC which also controls the position of the interfer-
ometer.
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Figure 3.10: SWLI results of CMUT sample. (a) 3D reconstruction, (b) picture of
the sample with part under examination highlighted, (c) cross-section of the sample
image created for different sample oscillation phases.
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samples oscillating in the frequency range from kHz up to several MHz.

32



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 55

Chapter 4

Intensity Optical Coherence

Tomography

In this chapter a brief description to Optical Coherence Tomography is given, followed

by an introduction of Intensity Optical Coherence Tomography (IOCT), a newly pro-

posed imaging technique with build-in dispersion cancellation and resolution improve-

ment.

4.1 Optical Coherence Tomography in the spectral

domain

Optical Coherence Tomography (OCT)66–68 is a sister technique of White Light In-

terferometry. It is commonly used to obtain images of biological samples with high

in-depth resolution. Due to its non-invasive character and absence of ionizing radiation

or toxic contrast agents, the technique has found multiple medical applications69,70

and been successfully commercialized. It is now widely used in eye retina, skin and

blood vessel examination. It is also a method of choice in biological scientific research.

Multiple modifications of the technique have been developed, including polarization

sensitive detection or Doppler effect based velocity measurement71–74, enabling to
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collect more information about the tissue condition and biological activity. OCT mea-

surements can be performed in two different configurations75: in the time-domain,

when scanning is made while changing the reference mirror position as in WLI, or in

the spectral domain, which we discuss in detail in this paragraph. Spectral-domain

optical coherence tomography (SOCT)76 requires a broadband light source that can

be stationary, pulsed or of swept-type (i.e with a time-varying wavelength). Mea-

surement of the phase relation between different wavelength components enables to

determine the distance to the sample. The bandwidth of the light source (related to

its coherence time) defines, to a great extend, the performance of the whole system.

The experimental set-up is similar to that of WLI. The advantage of SOCT over its

temporal counterpart is the absence of the need for a reference mirror translation. The

information collected from the reference mirror scan is instead obtained by a spectral

measurement, which can be done at once with a line camera spectrometer, making a

single A-scan and B-scan much faster. However it is worth noticing, that in order to

perform a 3D-scan, at least one scan translation is necessary, as it is the case for a 3D

temporal OCT scan.

We next present a quantitative description of SOCT in a Michelson interferometer

configuration. Because SOCT is performed in the spectral domain, it is most con-

venient to use the spectral representation of the light amplitude A(ω) as defined in

section 2.4. For simplicity, we omit the vectorial nature of the field and assume that

the polarization of light is linear and constant. The initial amplitude A0(ω) varies as

a function of propagation distance z:

A(ω, z) = A0(ω) · eik(ω)z. (4.1)

For the most simple case of a single reflective interface placed in the sample arm at

distance zS , the spectral amplitude of the electric field reflected from the sample AS

and reference arm AR can be written as:

AS(ω) =
r

2
A0(ω) · eikS(ω) zS , (4.2)

AR(ω) =
1

2
A0(ω) · eikR(ω) zR , (4.3)

where r is the amplitude reflection coefficient (note that in principle r may depend on

ω) and zR is the distance to the reference arm mirror.
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The light spectrum measured at the output of the interferometer is then given by

S(ω) = 2ε0cn |AS(ω) +AR(ω)|2 , (4.4)

or in a more convenient form:

S(ω) =
1

4
S0(ω)

[
1 + |r|2+2|r|cos(kSzS − kRzR + φr)

]
. (4.5)

S0(ω) = 2ε0cn|A0(ω)|2 is the light source spectrum and φr is the induced phase change

by the sample. From the above equation, one first notices that the measured spectrum

S(ω) does not depend on the complex spectral amplitude of the source, but rather on

its spectral intensity. This means that the initial phase relation between the different

spectral components is irrelevant such that any light source with an identical spectrum

will produce an identical interferometric image. The term in brackets on the other

hand consists of two constant terms and a modulation component which carries the

information about the measured sample.
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Figure 4.1: OCT spectral interferogram generated by light reflected from a single
interface sample vs. wavelength (a) and angular frequency (b). The period of the
modulation in the frequency domain is constant if there is no dispersion in the system.

An example of a recorded interferogram is shown in Fig. 4.1. The envelope of the in-

terferogram simply represents the source spectrum while the period of the modulation

underneath depends on the position of the interface in the sample arm. The position

of the interface can thus be directly obtained by taking the Fourier transform of the
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spectral interferogram:

F
(
S(ω)

)
=

1

4
F
(
S0(ω)

)
⊗
[ (

1 + |r|2
)
δ(0) +F

(
2|r|cos (kSzS − kRzR + φr)

)]
. (4.6)

Assuming that there is no dispersion such that nR(ω) = nS(ω) = n, Eq. (4.6) can be

simplified to

F
(
S(ω)

)
=

1

4
F
(
S0(ω)

)
⊗
[ (

1 + |r|2
)
δ(0) + rδ(z −∆z) + r∗δ(z + ∆z)

]
. (4.7)

where δ is the Kronecker delta function. The Fourier spectrum of the interferogram

consists of three distinct peaks with different amplitudes and positions. The shape

and width of the peaks however is identical and determined by the source spectrum.

The central peak at z = 0 represents the Fourier transform of the source spectrum

whilst the two other peaks are located symmetrically around the central peak at the

distance ∆z = ±[nS(ω0)zS − nR(ω0)zR] where nR(ω0) and ns(ω0) are the refractive

indices of the medium in the reference and sample arm, respectively, at the central

frequency of the light source ω0. It is the two peaks located symmetrically around

the central peak that contain the information about the sample. Specifically, their

height is directly proportional to the sample amplitude reflection coefficient whilst the

location corresponds to the position of the sample interface in relation to the reference

mirror. It is important to bear in mind that (i) the retrieved distance is then twice

as long as the actual physical distance and (ii) the retrieved distance is the optical

distance, which can exceed the physical distance if the refractive indices n > 1 (i.e.

when propagation does not occur in air). This is generally accounting for by rescaling

the z-axis into an actual physical distance.

From the above, it then appears that a drawback of SOCT is its inability to distinguish

between the positive +∆z and negative −∆z position of the sample. In the case of

multiple interfaces, this requires the sample to be placed on one side of the zero-path

difference such that one can then discriminate the positive from negative z half-axes

of the image.

OCT in dispersive media

In the non-dispersive case, the width of the peaks in the Fourier spectrum of the inter-

ferogram is determined only by the bandwidth of the light spectrum (more specifically
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its Fourier transform). In the presence of dispersion, the width of the peaks increases,

which can reduce significantly the resolution. We next provide a quantitative descrip-

tion of SOCT in dispersive media, assuming that the source spectral envelope has a

Gaussian shape, defined by:

S0(ω) = Se−
(ω−ω0)2

2a2 , (4.8)

where S is the maximum spectral intensity, ω0 the central frequency, and a is the

spectral bandwidth related to the ωFWHM (full width at half the maximum) by:

a =
ωFWHM

2
√

2 ln 2
. (4.9)

The effect of dispersion can be best seen by expanding the propagation constants kR

and kS into a Taylor-series around the central frequency ω0 (see also section 2.5).

Limiting the expansion to the three first terms, one obtains:

kS ≈ β(0)
S + β

(1)
S ∆ω +

1

2
β

(2)
S ∆ω2, (4.10)

kR ≈ β(0)
R + β

(1)
R ∆ω +

1

2
β

(2)
R ∆ω2, (4.11)

where ∆ω = ω − ω0. The optical path difference between the sample and reference

arm is then given by:

(kSzS−kRzR) =

=

(
β

(0)
S + β

(1)
S ∆ω +

1

2
β

(2)
S ∆ω2

)
zS −

(
β

(0)
R + β

(1)
R ∆ω +

1

2
β

(2)
R ∆ω2

)
zR

=
(
β

(0)
S zS − β(0)

R zR

)
+
(
β

(1)
S zS − β(1)

R zR

)
∆ω +

(
1

2
β

(2)
S zS −

1

2
β

(2)
R zR

)
∆ω2

= b0 + b1∆ω + b2∆ω2. (4.12)

The b0, b1 and b2 parameters are constants related to the zero, first and second-order

dispersion coefficients. With this expansion, Eq. (4.5) can be rewritten as:

S(ω) =
1

4
Se−

(ω−ω0)2

2a2

[
1 + |r|2+rei(b0+b1∆ω+b2∆ω2) + r∗e−i(b0+b1∆ω+d2∆ω2)

]
=

=
1

4
Se−

(ω−ω0)2

2a2
[
1 + |r|2+2|r|cos (b0 + b1∆ω + b2∆ω2 + φr)

]
=

=
1

4
Se−

(ω−ω0)2

2a2
[
1 + |r|2+2|r|cos ((b1 + b2∆ω)∆ω + b0 + φr)

]
. (4.13)
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Figure 4.2: (a) Comparison of OCT interferograms recorded without (top) and with
(bottom) dispersion present in the system (bottom). (b) Interface position recon-
structed from the interferograms shown in (a). The assumed amount of dispersion is
intentionally large to better visualize its effect.

It can now be seen that the presence of second-order dispersion (related to the b2

parameter) changes the spectral modulation period which increases linearly with fre-

quency ω. The effect of dispersion on the width of the peak in the Fourier spectrum

of the interferogram that corresponds to the sample position can be examined more

precisely by taking the Fourier transform of the r-dependent term in Eq. (4.13):

F
(

1

4
Se−

(ω−ω0)2

2∆a2 · rei(b0+b1∆ω+b2∆ω2)

)
=

=
1

2π

∫
1

4
Se−

(ω−ω0)2

2∆a2 · rei(b0+b1∆ω+b2∆ω2) · e−i∆ωtd∆ω

=
Sreib0

8π
·
∫
e−( 1

2a2−ib2)∆ω2 · eib1∆ω · e−i∆ωtd∆ω

=
Sreib0

4
√

2π
·
√

1 + i2a2b2(
1
a2 + (2ab2)2

) · e
− (1+i2a2b2)

2( 1
a2 +(2ab2)2)

(t−b1)2

. (4.14)

In the case of a light source with a Gaussian spectral envelope, the peak in the Fourier

spectrum of the interferogram that corresponds to the sample position has also a

Gaussian shape. One can see that b0 only affects the phase and has no effect on

the amplitude or width of the peak. The parameter b1, related to the group-delay,

changes the peak position and therefore the actual measured distance. The group-

velocity dispersion, related to b2, increases the width, alters the phase, and decreases
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the amplitude of the Gaussian peak profile. The difference in first-order dispersion

between the arms of the interferometer determines the sample position. The second-

order dispersion increases the width of the peak and decreases its amplitude. This can

be understood from the fact that the source spectral envelope becomes chirped when

propagating through the dispersive medium. Dispersion-induced broadening of the

peak that contains the sample information is detrimental as it decreases the resolution

of the OCT system. In the presence of dispersion, the width of the image peak τβ2
is

given by:

τβ2
=

√
τ2
0 +

(
∆(β2z)

τ0

)2

=

√
1

a2
+ (a∆(β2L))

2
, (4.15)

where τ0 is the width of the image peak in the absence dispersion, and ∆(β2L) = b2

is the total accumulated dispersion in the system. Time can be converted to distance

units, multiplying the time axis by the speed of light cτ0/2, where the factor of 1/2 is

added to compensate for the distance doubling due to reflection in the interferometer.

Introducing the FWHM of the source envelope λFWHM into Eq. (4.15), the width of

the image peak is given by the expression:

zFWHM =

√(
2 ln 2

π

λ2
0

λFWHM

)2

+

(
πc2λFWHM

λ2
0

∆(β2L)

)2

. (4.16)

The first term under the square root gives the width of the image peak in the absence of

dispersion, as determined by the source spectral width λFWHM and central wavelength

λ0:

zFWHM =
2 ln 2

π

λ2
0

λFWHM

≈ 0.44
λ2

0

λFWHM

. (4.17)

This is the minimum with of the image peak that can be achieved. It is then clear

that the larger the spectral bandwidth of the source and/or the shorter the central

wavelength, the better the resolution. The second term in Eq. (4.16) reflects the

broadening resulting from the presence of dispersion in the system and reduces the

resolution in comparison to the non-dispersive case. There exists and optimum source

bandwidth ωmin that minimizes the increase in the image peak width:

ωmin =

√
8 ln(2)

∆(β2L)
, (4.18)
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corresponding to the minimum width that can be achieved for a given amount of

dispersion

zFWHM(ωmin) = 2c
√

∆(β2L) ln 2. (4.19)

The effect of dispersion on the performance of a SOCT system is illustrated in Fig.

4.3 as a function of the source spectral bandwidth. We assume a 700 nm light source

and dispersion equivalent to 1 cm of glass. Whilst in general increasing the source

bandwidth results in a reduced image peak width, it is clearly not the case when

dispersion is present in the system where the minimum achievable image peak width

is 13 µm for a 20 nm spectral bandwidth. Dispersion is thus a major obstacle in high
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Figure 4.3: OCT image peak width as a function of bandwidth calculated for 700nm
center wavelength in case of no dispersion (red) and dispersion introduced by 1 cm
thick glass layer (blue)

resolution imaging, both because of an increase in the point spread function and a

decrease in the amplitude of the image peak. Several techniques have been developed to

overcome the effect of dispersion, including physical dispersion compensation directly

in the interferometer arms or by numerical post-processing77.

4.2 Principles of Intensity Optical Coherence To-

mography

Intensity Optical Coherence Tomography (IOCT) is a recently proposed interfero-

metric imaging technique78,79 that allows to reduce the width of the point spread

40



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 63

4.2 Principles of Intensity Optical Coherence Tomography

function compared to conventional SOCT and is inherently insensitive to dispersion

(more specifically to all even orders dispersion coefficients). IOCT was initially inspired

by Quantum Optical Coherence Tomography (Q-OCT)80 where correlations between

the arrival time of entangled photons81–83 are used to determine the distance to the

sample. Although Q-OCT is inherently insensitive to dispersion84–86, it requires the

use of sophisticated light sources generating entangled photon pairs and single-photon

detectors. This makes the measurement system costly and difficult to implement for

practical applications. A classical analogue of Q-OCT in the form of chirped-pulse

interferometry has also been proposed87–90. Yet, chirped-pulse interferometry also

requires complex light sources producing short pulses of light with particular chirp

distributions and large enough intensity to enable efficient non-linear interactions.

IOCT on the other hand can utilize standard, stationary or pulsed light sources and

normal spectrometers just as those used in conventional SOCT. This makes IOCT an

interesting potential alternative to SOCT.

The measurement set-up for IOCT inspired from the Hong-Ou-Mandel interferometer

is shown in Fig. 4.4. Light from the source is divided into a reference path, where it

is reflected from a non-moving mirror, and a sample path where it is reflected from

the sample under test. The two beams are then recombined at beam splitter whose

outputs are spectrally measured independently. The key aspect in IOCT compared to

IOCT measurement 

OCTb 

Light source 

Reference mirror 

Dispersive sample 

Spectrometer 1 

Spectrometer 2 

OCTa BS 

Figure 4.4: Concept sketch of a typical IOCT experiment.

SOCT is the use of spectral correlations between components measured at the output

of the interferometer to retrieve the distance to the sample:

C(ω′0, ω
′) = Sa(ω′ + ω′0) · Sb(−ω′ + ω′0), (4.20)
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where Sa and Sb are the spectra measured at the beam splitter outputs, related to the

light field spectral amplitude in the reference and sample arm as:

Sa(ω) = 2ε0cn |AS(ω) + iAR(ω)|2 , (4.21)

Sb(ω) = 2ε0cn |iAS(ω) +AR(ω)|2 . (4.22)

Here, ω′ = ω − ω0 is the frequency shift with respect to the central frequency ω′0

of the light source spectrum. The output beam splitter induces a π/2 phase-shift

between the sample and reference beam amplitudes such that the two output spectra

are symmetric with respect to the frequency axis around ω′0. Note that, in principle,

ω′0 may not be necessarily the central frequency of the light source spectrum and it

can be chosen arbitrarily, which in some cases can be beneficial. We next treat the

case of a sample consisting of two reflective interfaces p and q, and describe how the

correlation function C(ω′0, ω
′) provides information about the sample. The spectral

amplitude AS(ω) of the field at the sample arm output can be described as:

AS(ω) =
1

2
A0

(
rpe

ikp(ω)zp + rqe
ikq(ω)zq

)
, (4.23)

where rp and rq are the amplitude reflection coefficients characterizing the two inter-

faces placed at distances zp and zq, respectively. The spectral amplitude of the electric

field at the output of the reference arm on the other hand is defined by Eq. (4.3). The

two spectra Sa(ω) and Sb(ω) recorded by a spectrometer can then be expressed as:

Sa(ω) =
1

4
S0(ω)

[
1 + |rp|2+|rq|2+

(
rpr
∗
qe
i(kp(ω)zp−kq(ω)zq)−

−irpei(kp(ω)zp−kR(ω)zR) − irqei(kq(ω)zq−kR(ω)zR) + c.c.
)]
, (4.24)

Sb(ω) =
1

4
S0(ω)

[
1 + |rp|2+|rq|2+

(
rpr
∗
qe
i(kp(ω)zp−kq(ω)zq)+

+irpe
i(kp(ω)zp−kR(ω)zR).+ irqe

i(kq(ω)zq−kR(ω)zR) + c.c.
)]
, (4.25)

which can be rewritten in the more convenient forms:

Sa(ω) =
1

4
S0(ω)

[
1 + |rp|2+|rq|2+2|rprq|cos

(
kp(ω)zp − kq(ω)zq + φ(p−q)

)
+

+2|rp|sin
(
kp(ω)zp − kR(ω)zR + φp

)
+2|rq|sin

(
kq(ω)zq − kR(ω)zRφq

)]
, (4.26)
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Sb(ω) =
1

4
S0(ω)

[
1 + |rp|2+|rq|2+2|rprq|cos

(
kp(ω)zp − kq(ω)zq + φ(p−q)

)
−

−2|rp|sin
(
kp(ω)zp − kR(ω)zR + φp

)
−2|rq|sin

(
kq(ω)zq − kR(ω)zRφq

)]
. (4.27)

From the above equations, one can see that each spectrum consists of the original light

source spectrum modulated by three distinct terms. The cosine term corresponds to

the interference between the two sample interfaces (self-interference) while the sine

terms are associated with the interference between the p and q sample interfaces and

the field from the reference arm. Note that the difference between Sa and Sb lies in

the sine terms with a π phase-shift. This can be directly seen from Fig. 4.5(a) which

shows Sa and Sb in the absence of dispersion. In order to account for dispersion, one
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Figure 4.5: Normalized value of (a) simulated Sa and Sb spectra and (b) C(ω′)
function calculated from Sa and Sb for non-dispersive case.

can expand the propagation constants into Taylor-series. Keeping only the first three

terms in the expansion, one obtains:

kl(ω
′ + ω′0) = β

(0)
l + β

(1)
l ω′ +

1

2
β

(2)
l ω′

2
, (4.28)

where l = p, q,R and β
(n)
l is nth derivative of kl calculated at ω′0. One can then derive

the expression for C(ω′0, ω) that consists of all the linear combinations of modulation

frequencies present in Sa and Sb. The 0 index relates to the constant term, the pq

index refers to the modulation caused by the interference between the interfaces, p
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and q indexes the single interface modulation terms.

C(ω′0, ω) =
1

16
S0(ω − ω′0)S0(−ω + ω′0)

· (c0 + cpq + cp + cq + cp+pq + cq−pq + cp+q + c2pq + c2p + c2q) , (4.29)

with

c0 =
(
1 + |rp|2+|rq|2

)2

+
(
r2
pr

2
qe
i(2β(0)

p zp−2β(0)
q zq+2β(2)

p ω′2zp−2β(2)
q ω′2zq)

)

+

(
r2
pe
i
(

2β(0)
p zp−2β

(0)
R zR+2β(2)

p ω′2zp−2β
(2)
R ω′2zR

))

+

(
r2
qe
i
(

2β(0)
q zq−2β

(0)
R zR+2β(2)

q ω′2zq−2β
(2)
R ω′2zR

))
, (4.30)

cpq =
(
ei(β

(1)
p ω′zp−β(1)

q ω′zq) + c.c.
)

·
[(

1 + |rp|2+|rq|2
)
·
(
rpr
∗
qe
i(β(0)

p zp−β(0)
q zq+ 1

2β
(2)
p ω′2zp− 1

2β
(2)
q ω′2zq) + c.c.

)

+

(
rprqe

i
(
β(0)
p zp+β(0)

q zq−2β
(0)
R zR+ 1

2β
(2)
p ω′2zp+ 1

2β
(2)
q ω′2zq−β(0)

R ω′2zR
)

+ c.c.

)]
,

(4.31)

cp =

(
−iei

(
β(1)
p ω′zp−β(1)

R ω′zR
)

+ c.c.

)

·
[(

1 + |rp|2+|rq|2
)
·
(
rpe

i
(
β(0)
p zp−β(0)

R zR+ 1
2β

(2)
p ω′2zp− 1

2β
(2)
R ω′2zR

)
+ c.c.

)

+

(
rpr
∗
q

2e
i
(
β(0)
p zp−2β(0)

q zq+β
(0)
R zR+ 1

2β
(2)
p ω′2zp−β(2)

q ω′2zq+ 1
2β

(0)
R ω′2zR

)
+ c.c.

)]
,

(4.32)
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cq =

(
−iei

(
β(1)
q ω′zq−β(1)

R ω′zR
)

+ c.c.

)

·
[(

1 + |rp|2+|rq|2
)
·
(
rpe

i
(
β(0)
q zq−β(0)

R zR+ 1
2β

(2)
q ω′2zq− 1

2β
(2)
R ω′2zR

)
+ c.c.

)

+

(
r∗p

2rqe
i
(
−2β(0)

p zp+β(0)
q zq+β

(0)
R zR−β(2)

p ω′2zp+ 1
2β

(2)
q ω′2zq+ 1

2β
(0)
R ω′2zR

)
+ c.c.

)]
,

(4.33)

cp+pq =

(
−iei

(
2β(1)

p ω′zp−β(1)
q ω′zq−β(1)

R ω′zR
)

+ c.c.

)

·
(
|rp|2r∗qe

i
(
−β(0)

q zq+β
(0)
R zR− 1

2β
(2)
q ω′2zq+ 1

2β
(0)
R ω′2zR

)
+ c.c.

)
, (4.34)

cq−pq =

(
−iei

(
−β(1)

p ω′zp+2β(1)
q ω′zq−β(1)

R ω′zR
)

+ c.c.

)

·
(
|rq|2r∗pe

i
(
−β(0)

p zp+β
(0)
R zR− 1

2β
(2)
p ω′2zp+ 1

2β
(0)
R ω′2zR

)
+ c.c.

)
, (4.35)

cp+q = −
(
ei(β

(1)
p ω′zp+β(1)

q ω′zq) + c.c.
)

·
(
rpr
∗
qe
i(β(0)

p zp−β(0)
q zq+ 1

2β
(2)
p ω′2zp− 1

2β
(2)
q ω′2zq) + c.c.

)
, (4.36)

c2pq = |rp|2|rq|2
(
ei(2β(1)

p ω′zp−2β(1)
q ω′zq) + c.c.

)
, (4.37)

c2p = −|rp|2
(
e
i
(

2β(1)
p ω′zp−2β

(1)
R ω′zR

)
+ c.c.

)
, (4.38)

c2q = −|rq|2
(
e
i
(

2β(1)
q ω′zq−2β

(1)
R ω′zR

)
+ c.c.

)
. (4.39)

Information about the sample is contained in the interfering terms and thus obtained

from the Fourier transform of the correlation function. Taking the Fourier transform

of Eq. (4.29) leads to the convolution of F [S0(ω − ω′0)S0(−ω + ω′0)] with the sum of

the Fourier transforms of all cl terms. The different terms of the Fourier spectrum
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corresponds to the different peaks located at different frequencies or positions. These

peaks possess specific characteristics due to the properties of the cl terms. In partic-

ular, the factor S0(ω − ω′0)S0(−ω + ω′0) is real and even with respect to ω′. All cl

terms are real functions. One can notice that cl terms are grouped by the common

ω′ term, which defines the position of the image peak. For an even cl term, the con-

volution peak is real and symmetrical, whilst it is imaginary and antisymmetric when

cl is an odd function. Only the last three terms, with two frequency arguments, are

independent of dispersion, which causes peaks to broaden as discussed for SOCT. All

the peaks can be seen on the simulated IOCT image presented in Fig. 4.6.
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Figure 4.6: Simulated IOCT image of a sample containing two reflective interfaces
with amplitude reflection coefficient 0.5, and separated by 60 µm, without uncompen-
sated dispersion (left) and with dispersion in the system (right).

IOCT advantages

The actual interfaces of the sample correspond to the interference terms c2p and c2q of

Eqs. (4.38) and (4.39). The Fourier transform of these terms is real and negative with

a shape defined by F [S0(ω−ω′0)S0(−ω+ω′0)]. This means that, for an identical light

source, the width of the peaks marking the position of the interfaces is broader than

in SOCT. In the case of a Gaussian spectral envelope and absence of dispersion, the

peak width ratio of IOCT to SOCT is equal to
√

2. However, the distance separation

of the interfaces terms with respect to the zero-position is twice larger than in SOCT,

such that when the actual physical distance is properly rescaled the image peak width

is in fact narrower by a factor of
√

2/2 as compared to SOCT. If dispersion is present,
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this factor decreases as dispersion is inherently cancelled in ICOT unlike in SOCT.

Indeed, one can see that c2p and c2q in Eqs. (4.38) and (4.39) do not depend on the

dispersion coefficient β(2), showing how IOCT is inherently insensitive to dispersion.

An additional benefit of IOCT is the fact that the density of data points in the retrieved

image is twice as high as in conventional SOCT, which allows to obtain an image with

better sampling. Simulated comparison between the image peaks corresponding to one

of the interfaces of the sample obtained with IOCT and OCT is plotted in Fig. 4.7

both for a dispersion-free system and a system with dispersion. The reduced width of

the point spread function and better sampling are clearly observed in the case of IOCT.

Nevertheless, the better sampling comes at the price of the achievable scanning depth.
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Figure 4.7: Comparison between image data points obtained from OCT and IOCT
techniques in no dispersion (left) and significant amount of dispersion in the sample
(right).

Specifically, the larger the optical path difference between the reference and sample

arms, the shorter the oscillation period in the interference terms corresponding to the

position of the interfaces. In IOCT, the oscillation period in the correlation function

terms c2p and c2q is doubled compared to that in the interference spectrum of SOCT,

thus requiring twice as dense frequency grid to be resolved. The scanning depth limit

which is defined by the inverse of the spectrometer resolution is then halved compared

to SOCT. The scanning depth may then be increased by using a spectrometer with a

higher resolution and/or using numerical extrapolation of the frequency grid to resolve

higher frequencies.
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4.3 Image artefacts

Apart from the c2p and c2q terms which indicate the positions of the interfaces, the

correlation function contains several additional terms which correspond to artefacts

resulting from the cross-product of the measured interferograms. A common property

to all these artefacts is their dependence on the propagation constant value at the

central frequency of the source through the ei(β
(0)
l zl−β(0)

m zm) factor. Because β(0) is

the zero-order Taylor series expansion coefficient of β(ω), it naturally depends on the

frequency ω′0 around which the expansion is performed. In principle β(0) = β(0)(ω′0)

changes approximately linearly as a function of ω′0 and therefore the amplitude of the

image peaks corresponding to artefacts in the Fourier spectrum of the correlation func-

tion will oscillate as the central frequency of the light source is changed. Varying the

central frequency in IOCT technique is straightforward and can be done numerically

through data processing without any additional measurement, providing a convenient

means to discriminate artefacts as shown in91.

An illustration of the change in amplitude of the image peaks corresponding to arte-

facts as the central wavelength of the source is varied is shown in Fig. 4.8. We can

see how the oscillation period depends on the relative distance between the interfaces

producing a particular artefact. For example, the cp and cq terms generate an artefact

at p+q position which oscillates slowly due to the small distance between p and q

interfaces. The artefact at p-q position on the other hand oscillates with a shorter

period due to the larger distance between p and -q positions. Note also that some

artefacts are produced by more than one combination of interfaces, and in that case

multiple modulation frequencies are present in the artefact. A straightforward so-

lution to discriminate the artefacts is to solely consider the real part of the Fourier

spectrum of the correlation function F(C) and averaging as the central frequency of

the source is varied. In this case, similar to ref.92, the oscillating amplitude of the

artefact peaks averages out whilst the constant amplitude of the real image peaks

remains unchanged as discussed in ref.79. An example of this procedure is presented

in Fig. 4.9 in the absence of dispersion and we can clearly see how the averaging

completely removes the presence of artefacts. Note also that the change of the image

peak position arising from the change in the group-delay provides information about

the dispersion in the system. Unfortunately, this approach only performs well when

there is no dispersion in the system. This is because the c2p and c2q terms which

determines the position of the two interfaces depends on the group-delay β(1) through
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Figure 4.8: Simulated oscillation of the artefact peaks in an IOCT image as the
central frequency ω′0 is varied. (a) real and imaginary part of F(C) for several central
wavelengths, (b) color plot of the real part of F(C).
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Figure 4.9: IOCT image with artefacts averaging in the nondispersive case, (a) mean
value of data presented in Fig. 4.8(b), (b) normalized view of the image peaks.

the e
i
(

2β(1)
q ω′zq−2β

(1)
R ω′zR

)
term which includes the first-order dispersion parameter.

The group-delay value depends on the central frequency β(1)(ω′0), which then varies

when the central frequency is changed and, in turn, modifies the position of the associ-

ated image peak. Specifically, the position of the peak varies linearly with the central

frequency with a slope proportional to the amount of dispersion in the system before

the sample interface as illustrated in Fig. 4.10. Note, however, that the width of the
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point spread function at a single central frequency (i.e. in a given cross-section in Fig.

4.10) remains unaffected by dispersion. Therefore, whilst averaging the measurement

over multiple central frequencies will generally lead to the broadening of the width

of the point spread function, averaging along the dispersion slope will eliminate the

artefacts without degrading the resolution. An alternative is simply to identify the

artefact by varying the central wavelength and subsequently consider only a single

scan corresponding to one specific central frequency.
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Figure 4.10: IOCT image with artefacts averaging in the dispersive case. (a) color
plot of the real part of F (C) as a function of position and central wavelength, (b)
mean value of the data projection from plot (a), normalized to the peak value.

Higher-order dispersion

The correlation function used in IOCT produces an image where the real interfaces’

position is not affected by even-order dispersion coefficients (in contrary to the artefacts

as discussed above). Yet, odd-order dispersion is not inherently cancelled and, when

broadband light is used, or in highly dispersive materials, third-order dispersion results

in the asymmetrical broadening of the image peaks with the presence of oscillation on

its trailing edge. The image peaks lines on F (C)(ω′0) then have a quadratic dependence

on the central frequency ω′0 as seen in Fig. 4.11.
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Figure 4.11: IOCT image affected by third order dispersion. (a) color plot of the real
part of F (C) as a function of position and central wavelength. (b) cross-section from
(a) indicated by the solid black line.

4.4 Precision vs resolution of the measurement

IOCT possesses a narrower point spread function with a larger amount of data points

compared to that of SOCT. This characteristics allows to determine the physical po-

sition of reflective interfaces with a better precision. The precision with which the

position of the interfaces is determined cannot in fact be better than what would be

expected from the width of the point spread function. This is because the precision

can be treated as a systematic error of the fit defined by multiple measurement data

points or as the distance between the two measurement points with the largest ampli-

tude. If two interfaces are sufficiently far apart such that their corresponding peaks in

the Fourier spectrum of the correlation function do not overlap, the precision of the

position is identical for each interface. If the interfaces separation reduces, the peaks

merge, eventually becoming indistinguishable. The minimum distance for which one

can still determine the position of the two interfaces defines the resolution of the sys-

tem. In general, the resolution exceeds the precision of a single interface measurement.

One can explain that paradox from the fact that the a priori knowledge that there is a

single interface provides additional information. Without this a priori knowledge, one

can only state that there is no other interface outside the image peak but there could

well be in fact two closely separated interfaces producing a single image peak. This

justifies why the resolution of SOCT measurement is generally defined by the FWHM
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of the point spread function. If two interfaces are separated by a distance exceeding

the FWHM of the point spread function, they can then be resolved.

(a) (b)

Figure 4.12: Simulated image of two interfaces with decreasing separation. (a) IOCT
image, with artefact averaging, normalized to the peak value produced by a single
interface, (b) OCT image normalized to the peak value produced by a single interface.
For easier comparison the same colour scale is used in both plots.

Figure 4.12 shows the simulated image of two interfaces with decreasing separation and

without dispersion, as would be measured by IOCT (a) and SOCT (b). In the case of

IOCT, we apply the method previously described to remove the artefact. Whilst the

artefact vanishes if the interfaces separation is relatively large, it is still present for sep-

arations exceeding 20 microns such that the two interfaces become undistinguishable at

a larger separation than it does with SOCT. This suggest that IOCT does not provide

any benefit for resolving multiple interfaces. However the situation is different when

a significant amount of dispersion is present in the sample or measurement system as

seen in Fig. 4.13. Here, no artefact cancellation method is applied. In the dispersive

case, IOCT allows to distinguish the two interfaces down to a similar separation of

about 20 microns as in the non-dispersive case whereas the large increase in the point

spread function of SOCT renders the interfaces difficult to distinguish for separations

shorter than 40 microns. This is because dispersion is inherently compensated for in

the IOCT technique.

52



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 75

4.5 Experimental realization of Intensity Optical Coherence Tomography

(a) (b)

Figure 4.13: Simulated image of two interfaces with decreasing separation and disper-
sion present in the system. (a) IOCT image, without artefact averaging, normalized
to the peak produced by a single interface, (b) OCT image normalized to the peak
produced by a single interface. The same colour scale is used in both plots.

4.5 Experimental realization of Intensity Optical Co-

herence Tomography

Experimental demonstration of IOCT was demonstrated in publication P2 using the

set-up presented in Fig. 4.14. The light source is a superluminescent, fiber-coupled,

light emitting diode with a Gaussian spectrum centred at 1604-nm and 55-nm FWHM

bandwidth. The beam is divided between the sample and reference arms with a 50/50%

beam-splitter (BS1). In the reference arm, an additional beam splitter BS2 is inserted

to equalize the optical path in both arms before reaching beam splitter BS3 where the

two beams are recombined. Light at the output of BS3 is then collimated into two

single-mode fibers and guided directly to the entrance slit of an imaging spectrograph

which measures simultaneously the spectral intensities of both beams.

The reduced width of the point spread function and cancellation of second-order dis-

persion was demonstrated by preforming measurements of a single interface in the

form of a reflecting mirror. A 32-cm long glass cube was intentionally inserted in

the sample arm to introduce significant amount of dispersion in the measurement sys-

tem. Note that light passes through the glass twice, resulting in a total amount of 64

cm of dispersive material. Measurements results are presented in Fig. 4.15 both for

SOCT and IOCT, confirming the two benefits of IOCT, in excellent agreement with
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Sample 

mirror

Light source

BS1 BS3

S1

S2

Imaging spectrograph

Reference arm

BS2

D2D1

Figure 4.14: IOCT experimental set-up, BS- 50/50 cube beam-splitter, S1,S2 input
and output slits of imaging spectrograph, D1, D2 - sensor diodes recording two IOCT
channel spectra.

the theory. We also investigated the case of two interfaces using a microscopic glass

cover as the sample to be characterized. The results presented in Figure 4.16 agrees

very well with the theoretical prediction, and in particular we can see how the arte-

fact amplitude oscillate as the central wavelength of the light source spectrum varies

allowing to unambiguously discriminate the artefacts from the two actual interfaces

whose amplitude remains constant.
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(d)	  

(e)	  

(f)	  

Figure 4.15: Comparison between the measurement performed without dispersion
present in the set-up (a-c) and measurement performed with significant amount of
second-order dispersion present in the set-up (d-f). Normalized image peak of OCT
can be compared with the normalized IOCT image peak in the inset of plot (b) and
(d). For each plot, the circles represent the experimental data and the solid lines show
the theoretically calculated signal.
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Figure 4.16: IOCT image of a two-interface sample. (a) overlay of real and imaginary
parts of F (C) calculated for different central frequencyω′0, (b) color plot of the real
part of IOCT data corresponding to the sample.
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Chapter 5

Temporal Ghost Imaging

In this chapter, we first introduce the concept of Ghost Imaging in the spatial domain

where it was originally developed. We then proceed to extend it to the temporal

domain, showing how ultrafast signals can be retrieved blindly with this new technique

as demonstrated in publication P3. We also demonstrate an approach to magnify the

retrieved temporal ghost signal, allowing to overcome the resolution limitations of the

standard time-domain ghost imaging (demonstrated in publication P4).

5.1 Ghost Imaging in the spatial domain

Ghost Imaging uses the correlation between a known structured pattern that illumi-

nates an object and the total (integrated) intensity transmitted (or reflected) by the

object to create an image93–99. The specificity of ghost imaging is that neither of the

beams alone actually carries enough information to construct an image of the object.

The main advantage of ghost imaging lies in the fact that it is insensitive to distor-

tions of the wavefront occurring after the object, as only the total light intensity is

measured.

Ghost imaging was first proposed in the spatial domain100–105 with a set-up similar

to the one presented in Fig. 5.1. Light from a spatially coherent source is transmitted
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through a diffusive rotating plate that randomly modifies the phase and creates a

varying speckle pattern. The beam is then split by a beam splitter into a reference

beam whose intensity is imaged with a high resolution camera and a sample beam

which passes through (or is reflected from) the object and is captured by a “bucket

detector” (BD)- a single pixel detector with no spatial resolution. The image of the

speckle illumination and the total light intensity from the bucket detector are then

correlated numerically with a computer over multiple speckle patterns corresponding

to different position of the rotating diffusive plate. Note that for a successful image

reconstruction, the illuminating speckle pattern must be recorded exactly as it arrives

on the object. This implies that the distances from the beam splitter to the object and

to the ghost plane (corresponding to the plane where the speckle pattern is recorded)

should be equal. The correlation procedure is performed for each pixel of the high

Figure 5.1: Spatial domain ghost imaging scheme. BD - single pixel “Bucket Detecor”,
CCD - charged coupled device camera.

resolution camera separately, i.e. the intensity values recorded by the individual pixels

are correlated with the bucket detector signal measured for each speckle pattern. One

can also see this procedure as the weighted sum of all the pictures recorded by the

camera with the mean level of each pixel subtracted. The weight of each picture is

defined by the bucket detector deviation from its mean detected signal (over all the

realizations). Adding a large number of pictures produces the image of the object just

as it would be standing like a ghost in the focus plane of the camera, although the

camera actually never recorded light that interacted with the real physical object.
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Space-time duality

Due do the similarities between the mathematical description of diffractive light prop-

agation in space (Eq. (2.33)) and dispersive light propagation (Eq. (2.50)) in time,

one can formally establish several space-time symmetries106,107 as schematically illus-

trated in Fig. 5.2. More specifically, for a field propagating in the z-direction, the

transverse position in space is equivalent to the duration in time such that there is a

direct correspondence between spatial light distribution and temporal variations. In

the spectral domain, angular frequencies kx in space are the equivalent of the light

angular frequency ω − ω0 in the spectrum. The propagation distance z in the spatial

case corresponds in the time domain to the total amount of dispersion accumulated

β(2)ω0z. Because of such space-time duality, one can transfer many concepts from

light propagation in space into the time domain.

Figure 5.2: Symmetry between temporal and spatial propagation. The beam with
angular frequency kx changes position while propagating through space similar to the
frequency component ω changing its delay in time while propagating in a dispersive
medium.

5.2 Temporal Ghost Imaging with a Chaotic Laser

Temporal Ghost Imaging (TGI)108,109 is the analogue of spatial ghost imaging trans-

posed to the time domain. It is used to image temporal objects - a time-varying

transmission, absorption, reflection or phase. The concept of temporal ghost imaging

was originally proposed theoretically in Ref.110. A schematic illustration of TGI is

presented in Fig. 5.3. A temporally incoherent light source is used to produce random
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Figure 5.3: Basic temporal ghost imaging scheme. FC- fiber coupler, SMF - single-
mode fiber, The imaging condition requires that lengths of fibers in the reference arm
SMFR and the object arm SMFT are equal.

intensity fluctuations - the time domain equivalent of the speckle pattern. The light is

then divided between two identical fibers of the same length, which ensures that both

beams accumulate the same amount of dispersion. Light from the first fiber interacts

with a temporal object in the form of a time-varying transmission Tobj(t) generated by

a modulator which changes the light intensity. The transmitted light is then measured

with a slow photo-detector that only records the total (integrated) intensity Itest:

Itest =

∫

∆t

Iinc(t) · Tobj(t)dt, (5.1)

where ∆t is the window duration of a single measurement. This slow detector is the

analogue of the bucket detector in the spatial ghost imaging scheme.

The light intensity Iref(t) from the second fiber is recorded with a fast photo-detector

that provides a high temporal resolution measurement of the random intensity fluctu-

ations:

Iref(t) =

∫ +∞

−∞
Isrc(t+ τ) · TD(τ)dτ, (5.2)

where Isrc(t) is the source temporal intensity at the object and TD(t) is the fast diode

response function. The signal recorded by the fast detector is then the convolution of

the source fast varying intensity with the detector response function.

The measurement is repeated multiple times for different (random) light intensity

patterns transmitted through the object which is then simply reconstructed from the
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correlation function C(t) given by:

C(t) =
〈∆Iref(t) ·∆Itest〉N√
〈[∆Iref(t)]2〉N 〈[∆Itest]2〉N

, (5.3)

where 〈. . . 〉N represents the average over all realizations and ∆I = I−〈I〉N . Note that

the correlation function C(t) only retrieves the shape of the object and normalization

is required in order to find the value of Tobj(t) amplitude.

The fact that the correlation function C(t) is calculated from a finite number of re-

alizations leads to uncertainty in the object reconstruction. The uncertainty can be

estimated from the error function SE[C(t)] that can be approximated by111:

SE[C(t)] =
1− C2(t)√

N
. (5.4)

One can see that the error function is inversely proportional to the square root of the

number of realizations, but that it also depends on the correlation value itself. This

means that, in principle, if the correlation is close to 1 the error can be kept very

small even for a low number of realizations. However, this situation can only occur in

a specific case as described in the next section.

Estimation of the correlation function for an incoherent light source

The shape of the correlation function C(T ) can be estimated from the experimental

measurement parameters, assuming an infinite number of realizations. For simplic-

ity, we assume a discrete time grid divided into elementary time steps rather than

continuous functions.

We define a vector I which represents the light intensity as a function of time. This

means that the vector components Ii represent the light intensity at a specific time

ti. The Ii values are taken to be random and independent of each other. In order

to account for the spectral properties of the light source, I is convolved with the

function TS defined by the Fourier transform of the light spectrum and representing

the average source intensity fluctuation. The width of TS(t) is equal to the grid

temporal spacing and does not affect the Ii values substantially, but it enables to

account for the finite spectral width of the light source. The convolution limits the
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fluctuations period according to the spectral bandwidth while maintaining the random

nature of the source. Light irradiating the object Iinc is then defined as:

(Iinc)i =
∑

j

Ii+j · (TS)j . (5.5)

Figure 5.4: Relation between I (black) and Iinc (red) in single TGI measurement
realization. The inset shows the source characteristic fluctuation shape TS (blue)
defined by the light spectrum. The inset axes are in the same scale as the main plot
axes.

The light intensity recorded by the bucket detector is the total light intensity trans-

mitted through the object, which can be calculated as:

Itest =
∑

i

(Iinc)i · (Tobj)i =

(∑

i

Ii · (Tobj)i
)
·


∑

j

(Ts)j




=
∑

i

Ii · (Tobj)i · (TS)sum. (5.6)

An example of light intensity pattern that is transmitted through the object is shown

in Fig. 5.5(a).

The light recorded by the fast photodetector is given by the convolution of Iinc with
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the detector response function TD:

(Iref)i =
∑

k

((Iinc)i+k) (TD)k =
∑

k


∑

j

Ii+j+k · (TS)j


 · (TD)k

=
∑

j

Ii+j ·
(∑

k

(TS)j+k · (TD)k

)
. (5.7)

Thus, Iref corresponds to the random field emitted by the light source convolved with

the convolution TSD of the source fluctuation function and the detector response func-

tion:

(Iref)i =
∑

j

Ii+j · (TSD)j . (5.8)

An example of Iref is illustrated in Fig. 5.5(b).

(a) (b)

Figure 5.5: (a) (black) Light transmitted through the object T (inset, blue), light Ii
incident on the object is shown in red in the inset plot. The integrated signal of the
black curve corresponds to the bucket detector measurement. The inset axes present
the same time interval as the main plot axes. (b) Example of Iref (black) calculated
as the convolution of Iinc (red) with the detector response function TD (inset, blue).
The inset axes are in the same scale as the main plot axes.

The correlation function C(t) ≡ Ci can be rewritten as:

Ci = Cor [(Iref)i, Itest)] =
Cov [(Iref)i, Itest)]√

V ar [(Iref)i) · V ar(Itest)]
, (5.9)

where Cor, Cov and V ar stands for correlation, covariance and variance functions,

respectively. After substituting expressions from Eq. (5.6) and Eq. (5.8), one can use
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the linear properties of the covariance function applied to each of the elements of Eq.

(5.9):

Cov ((Iref)i, Itest)] = Cov


∑

j

Ii+j · (TSD)j ,
∑

k

Ik · (Tobj)k · (TS)sum


 =

=
∑

j

∑

k

Cov [Ii+j · (TSD)j , Ik · (Tobj)k · (TS)sum] =

=
∑

j

∑

k

(TSD)j · (Tobj)k · (TS)sum · Cov (Ii+j , Ik) . (5.10)

Due to the fact that Ii and Ik are independent random variables, their covariance is

equal to zero unless i = k. Other factors in the correlation equation can be calculated

as:

Cov [(Iref)i, Itest)] =
∑

j

∑

k

(TSD)j · (Tobj)k · (TS)sum · Cov (Ii+j , Ik) · δi+j,k =

=
∑

j

(TSD)j · (Tobj)i+j · (TS)sum · Cov (Ii+j , Ii+j) =

= (TS)sum ·
∑

j

(TSD)j · (Tobj)i+j · V ar (Ii+j) , (5.11)

V ar [((Iref)i)] = Cov


∑

j

Ii+j · (TSD)j ,
∑

k

Ii+k · (TSD)k


 =

=
∑

j

∑

k

Cov [Ii+j · (TSD)j , Ii+k · (TSD)k] =

=
∑

j

∑

k

(TSD)j · (TSD)k · Cov (Ii+j , Ii+k) =

=
∑

j

∑

k

(TSD)j · (TSD)k · Cov (Ii+j , Ii+k) · δi+j,i+k =

=
∑

j

(TSD)2
j · V ar(Ii+j), (5.12)
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V ar [(Itest)] = Cov

[∑

i

Ii · (Tobj)i · (TS)sum ,
∑

k

Ik · (Tobj)k · (TS)sum

]
=

=
∑

i

∑

k

(Tobj)i · (Tobj)k · (TS)2
sumCov (Ii , Ik) =

= (TS)2
sum ·

∑

i

(Tobj)
2
i · V ar (Ii) . (5.13)

Finally after substituting Eqs. (5.11-5.13) into Eq. (5.9) one obtains:

Ci =

∑
j(Tobj)i+j · (TSD)j · V ar(Ii+j)√(∑

j(TSD)2
j · V ar(Ii+j)

)
·
(∑

i(Tobj)
2
i · V ar(Ii)

) . (5.14)

Assuming that the intensity statistics are stationary (i.e. independent of time), one

can reduce V ar(Ii) to:

Ci =

∑
j(Tobj)i+j · (TSD)j√(∑
j(TSD)2

j

)
·
(∑

j(Tobj)
2
j

) . (5.15)

Taking the limit to a continuous function, one finally obtains:

C(t) =

∫
∆t
Tobj(t+ τ) · TSD(τ)dτ√∫

∆t
T 2
SD(τ)dτ ·

√∫
∆t
T 2
obj(τ)dτ

. (5.16)

The correlation function of Eq. (5.16) follows the shape of the object transmission

Tobj(t) convolved with the fast detector response and the light intensity fluctuations

TSD(t). This implies that the detector speed and the light spectrum affects the cor-

relation value. The influence of the object duration and detector response on the

correlation function value are illustrated in Figs. 5.6 and 5.7, respectively. According

to the Cauchy-Schwarz inequality, it is possible to obtain C(t) = 1 only if the object

transmission function is exactly equal to the convolution of the source temporal oscil-

lation and detector response T (t+τ) = TSD(t), as shown in Fig. 5.6(a). In cases where

TSD(t) differs from the object transmission function (in terms of profile or duration),

the correlation value is reduced. This means that TSD(t) also defines the temporal

resolution of the measurement, with a trade-off between high correlation signal value

and high temporal resolution.
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(a) (b)

(c) (d)

Figure 5.6: Simulated TGI images. The temporal object (blue) is normalized to
the height of the estimated correlation function (red) which can be compared with
the actual correlation function (black) calculated for N=3200 realizations. The total
object transmission time is increased by adding extra pulse fo each plot. All the
simulations are performed with the same TSD(t) function (shown in the inset). The
time scale of the inset is identical to that of the main plot. TSD(t) has been chosen to
correspond precisely to the object time-dependent transmission for a single pulse.
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To estimate the maximum C(t) value, one can assume that the temporal width of TSD

is shorter than the object duration. In this case, the integrals in Eq. (5.16) are easily

calculated, and the maximum of the correlation function Cmax is found to be:

Cmax ≈
∆TSD√

∆Tobj ·∆TSD
=

√
∆TSD
∆Tobj

, (5.17)

where ∆Tobj is the total duration of the object transmission and ∆TSD is the temporal

width of TSD function. Within this approximation, the maximum of the correlation

function is defined by the square root of the ratio of the resolution to the object

duration. Keeping in mind the result of Eq. (5.4), one can estimate the signal-to-

noise ratio (SNR) of the measurement as:

SNR =
Cmax
SE(C)

≈
√

∆TSD
∆Tobj

·
√
N. (5.18)

Therefore, in order to increase the temporal resolution by a factor of 2 while keeping

the SNR constant, the number N of realizations over which the correlation between

the two signals is calculated must be doubled. From the above, one can estimate that

imaging an object with a duration 100-times longer than the measurement resolution

will result in a correlation function with amplitude 0.1. In this case, in order to achieve

a SNR equal to 100, one needs to perform N = 1 000 000 distinct measurements with

randomly varying temporal fluctuations.

The result above is only exact for the binary-type function (i.e. taking discrete values

0 or 1), but it underestimates the correlation value for other types of Tobj and TSD

functions. Yet, when changing the duration of a function with a given shape, the

correlation variation is proportional to that obtained from the indicator-type function.

For example, if an object of any shape produces a correlation value X, an object with

duration twice as long (and identical shape) will result in a correlation value X/
√

2. A

similar relation holds for the TSD function temporal width which defines the resolution

of the measurement: increasing the resolution twice decreases the correlation function

by a factor of
√

2. This behaviour is illustrated in Fig. 5.7. Note that if the light source

fluctuations time ∆TS (defined as the temporal width of TS(t)) is much shorter than

the fast detector response time, TS should not affect the retrieved object quality. This

is because in that case the detector response time becomes equal to the convolution

function TSD(t). From a theoretical point of view, as was assumed in this section, it

67



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 90

Temporal Ghost Imaging

(a) (b)

(c) (d)

Figure 5.7: Simulated TGI images. Temporal object (green) is normalized to the
height of estimated correlation function (red) which can be compared with actual
correlation function (black) calculated for N=3200. The resolution is increased by
a factor of two between each plot. Each inset shows the TSD(t) function being the
effective resolution. The time scale of the inset is identical to that of the main plot.

does not mater how short ∆TS is. However in practice, if the source random intensity

fluctuations are much shorter than the fast detector response time, the fast intensity

fluctuations are partially averaged by the detector, the constant component of the

signal increases and the modulation amplitude decreases. From a purely computational

consideration this is not a problem in principle as the correlation function subtracts the

average value of the signal and normalizes the fluctuation amplitude. But in practice,

this might become an issue possibly causing the recorded fluctuations to be lost in the

detector noise. In order to avoid this, as a rule of thumb, one should then use light

sources with a characteristic fluctuations time on the order of (but still shorter than)

the fast detector response time.
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5.3 Experimental realization of Temporal Ghost Imag-

ing

The theory of ghost imaging in the time-domain was confirmed in publication P3 us-

ing the experimental set-up shown in Fig. 5.3112. The light source is a fiber coupled

multi-mode laser with a Gaussian spectrum centred at 1546-nm and 0.6-nm band-

width (FWHM). The corresponding source coherence time (estimated from the spec-

tral bandwidth) is ∆TS = 13 ps. The reference signal was recorded with a 25 GHz

bandwidth photodiode and a 20 GHz, 50 Gsamples/s real-time oscilloscope. The

light intensity produced by the source, convolved with the photodiode and oscillo-

scope response time produced effective source fluctuations with a characteristic time

∆TSD ≈ 50 ps. Examples of recorded intensity fluctuations are shown in Fig. 5.8.

A temporal object was created with an electro-optic intensity modulator driven by a

bit pattern generator resulting in the transmission function plotted in Fig. 5.9 with

features as short as 100 ps. The programmed pattern was repeated every 50 ns and the

first bit in the sequence was used to trigger (with a proper delay) the recording time

window of the oscilloscope. Note that synchronization of the object and measurement

time window is crucial for successful imaging, as otherwise the “ghost object” would

change position in time and the retrieved image would be significantly distorted. The

light transmitted through the object was recorded by 1.2 GHz diode and integrated

over 5 ns long measurement window duration, effectively resulting in 0.2 GHz band-

width for the test arm detector. For comparison purposes a direct measurement of

the object was performed with the fast detector placed in the object arm. The results

of the ghost measurement for N = 100, 000 distinct realizations are shown in Fig. 5.9

and we can see how the ghost imaging results are in excellent agreement with a direct

measurement of the temporal object. The influence of the number of measurements

and detector speed on the image quality is illustrated in Fig. 5.10, confirming the

theoretical predictions from the previous section.
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Figure 5.8: Recorded temporal fluctuations of a quasi-CW laser. Single trace (black)
is shown together with 50 other traces (gray). The average intensity of 1 000 traces is
shown in red.
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Figure 5.9: Experimental demonstration of TGI made with N=100 000 realizations.
The ghost image (black) is compared with the direct measurement of the object (red).
The bit pattern driving the optical modulator is schematically shown above the ghost
image (blue).
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Figure 5.10: Influence of experimental parameters on TGI image quality. (a-d) influ-
ence of the number of realizations on the image noise measured with the same detector
bandwidth of 18 GHz, (e-h) influence of detector speed on the temporal image resolu-
tion and correlation amplitude, measured for N = 5000 realizations.
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5.4 Magnified Temporal Hhost Imaging

In order to increase the resolution of time-domain ghost imaging, temporal magnifica-

tion can be used to stretch the temporal intensity fluctuations of the light source. The

magnification is only performed in the reference arm, as shown in Fig. 5.11(a), and

acts on the light source fluctuations in the ghost plane. Temporal stretching is realized

optically, before the signal is convolved with the fast detector response function TD(t),

such that the fast detector effectively measures slower fluctuations. This is equivalent

of using a detector with a faster response time TDM
(t) = TD(t/M) where M is the

magnification factor. The resolution is then given by a TSDM
(t):

TSDM
(t) =

∫ +∞

−∞
TS(t− τ)TDM

(τ)dτ =

∫ +∞

−∞
TS(t− τ)TD(τ/M)dτ. (5.19)

It is then clear that to increase the resolution, the fluctuations of the light source

should be sufficiently short so that they would not dominate the convolution term

∆TS < ∆TD/M . This can be ensured in practice by using a light source with a

sufficiently broad spectral bandwidth. Magnification can be achieved in different ways,

using e.g. a time lens113–115 or a time pinhole116. In the case of a time lens, the light

is first propagated in a dispersive fiber where it accumulates a total dispersion β(2)za,

then experiences a quadratic phase, followed by a second dispersive propagation step

β(2)zb. This arrangement is the analogue in the time domain of a spatial lens. In

a temporal pinhole set-up, light is propagated in a dispersive medium (for a total

dispersion β(2)za) after which a narrow temporal transmission gate is applied. A

magnified image is obtained after a second dispersive propagation step β(2)zb. In both

cases the magnification M is defined by the ratio of dispersive propagation lengths

before and after the lens/pinhole:

M =
β(2)zb
β(2)za

. (5.20)

The temporal pinhole, although relatively straightforward to implement experimen-

tally, has a drawback imposed by the inherent low overall light transmission. The

light intensity captured by the detector is proportional to the pinhole duration and

inversely proportional to the desired magnification factor, which results in very low

intensities level when large magnification is desired. A time lens on the other hand

does not suffer from this drawback, but it is much more difficult to implement experi-
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Figure 5.11: (a) Magnification setup (xM) is included into the TGI scheme just after
the ghost plane (GP) and before the fast detector (FD). Two magnification schemes:
(b) temporal lens (TL) and (c) time pinhole (TP) are presented. Blue, green and red
colors denote different frequency components of light originating from two selected
time-points of the light irradiating the ghost plane.

mentally. There is another alternative much less complex than a time lens to magnify

the intensity fluctuations in the form of a “temporal shadow” imaging set-up shown

in Fig. 5.12. This approach which is the analogue of shadow imaging in the spatial

domain is discussed and demonstrated in publication P4. It uses a broadband pulsed

light source with random fluctuations both within a single pulse and from pulse to

pulse. The fluctuations from a given pulse are stretched in time significantly through

dispersive propagation in a fiber with total dispersion β(2)za. As a result, the different

frequency components are spread in time and irradiate different parts of the temporal

object (or ghost plane). In the reference arm, the fluctuations are stretched further in

another dispersive fiber with total dispersion β(2)zb and detected with a fast photo-

detector. The light transmitted through the object in the object arm is recorded by a

slow detector as in the conventional time-domain ghost imaging configuration. With

this scheme, the intensity fluctuations at the ghost plane are magnified by a factor

M =
β(2)za + β(2)zb

β(2)za
. (5.21)
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Figure 5.12: (a) TGI set-up with temporal shadow magnification scheme. GP -
ghost plane, FC - fiber coupler, SMF- single mode fibers. (b) Schematic view of light
propagation in the reference arm of temporal shadow imaging measurements. The light
source (marked by the yellow star) is a supercontinuum emitting a broad spectrum,
The light passes through the ghost plane and is recorded by the fast detector (FD) .
Three particular frequencies of the supercontinuum spectrum are highlighted in blue,
green and red.

Because of the finite initial duration of the pulses, the spectral components at the

ghost plane are never perfectly separated in time. This causes a particular instant in

the ghost plane to be stretched at the detector plane and thus blurs the image. This

undesirable effect is similar in the spatial domain to the blur observed in the shadow of

an object illuminated by a light source of finite size. Assuming that all the frequency

components are distributed uniformly in the initial pulses, the size of the blur τb only

depends on the initial source pulse duration T0 and the magnification factor:

τb =
zb
za
T0 = (M − 1)T0. (5.22)

From Eq. (5.22) it can therefore be seen that sources emitting pulses of short durations

are preferable in order to limit the blur effect on the reconstructed temporal object.

A pre-requisite for ghost imaging in the time domain is the existence of fast temporal
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fluctuations in the light intensity that is transmitted (or reflected) by the object. In

the magnified configuration, these fluctuations actually arise from large shot-to-shot

spectral fluctuations present in the spectrum of the light source and which are then

converted into the time-domain through dispersive propagation. In general, for an

incoherent source, the spectral fluctuations period can be approximated by the inverse

of the initial pulse duration 1/T0 such that the temporal fluctuations τs at the ghost

plane can be evaluated as:

τs ≈
β(2)za
T0

. (5.23)

Taking into account the limitations imposed by the detector speed, image blur and

intensity fluctuation time, and assuming that these limitations are independent of each

other, it is possible to estimate the resolution τres of the magnified time-domain ghost

imaging scheme as:

τres ≈
√(

∆TD
M

)2

+
( τb
M

)2

+ (τs)
2

≈
√(

∆TD
M

)2

+

(
M − 1

M
T0

)2

+

(
β(2)za
T0

)2

. (5.24)

If the magnification is equal to 1 (i.e. no magnification) the resolution is mainly

limited by the detector response time as discussed in the previous section. But as the

magnification increases, the resolution is limited by the initial source pulse duration

time T0. Note that the first dispersive step β(2)za and the source spectral bandwidth

determines the total duration of the intensity fluctuations contained within a single

pulse at the ghost plane and one should ensure that it exceeds the duration of the

temporal object to be retrieved. The influence of the initial source duration on the

resolution is illustrated in Fig. 5.13 for a light source with an 80 nm bandwidth centered

at 1550 nm and assuming a 4-ns long temporal object.

Experimental realization of magnified ghost imaging

in the time-domain

The experimental realization of magnified TGI is presented in the publication P4. The

light source is an incoherent supercontinuum source, similar to the one used in Chapter

75



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 98

Temporal Ghost Imaging

Figure 5.13: Influence of the source pulse duration on magnified TGI resolution pre-
sented for different magnification factors. The dashed lines present the resolution
limits imposed by the detector resolution without magnification ∆TD, the shadow
blur τb for M → ∞, and the source fluctuation time at the ghost plane τs. The cal-
culations were performed for an 80-nm bandwidth light source operating at 1550 nm,
the initial dispersive propagation step was set in a way that a 4-ns long object would
be irradiated.

3. The source has a broad spectrum generated by noise-seeded modulation instabil-

ity117. Due to the incoherent nature of the noise, the spectrum is characterized by

random intensity fluctuations which, after dispersive stretching, provide large inten-

sity fluctuations in the time-domain. The spectrum of the source is filtered to match

the optical coupler and electro-optic modulator bandwidths, and the intensity is also

attenuated to suppress any nonlinear effects that might occur in the dispersive fibers.

The first dispersive step β(2)za is realized in a 2.5 km long SFM-28 fiber after which

it is split by a fiber coupler between the object and reference arms. In the reference

arm the intensity fluctuations are stretched further along a 10-km long SMF-28 fiber,

corresponding to a magnification scheme with magnification factor M = 5. The light

intensity in the reference arm is measured with a 12.5-GHz bandwidth InGaAs photo-

diode allowing to image in real time the fast intensity fluctuations of the light source.

Examples of recorded intensity fluctuations are shown in Fig. 5.14(a). Light transmit-

ted through the object on the other hand was measured with a 1.2 GHz diode and

integrated over a 5 ns time window duration, corresponding to an effective 200 MHz

bandwidth bucket detector. The temporal object in this case was composed of several

0.6-ns long pulses generated by an electro-optic modulator driven by the electrical
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signal of a programmable ns-pulse generator. A direct measurement of the tempo-

ral object was also conducted for comparison purposes. The ghost image retrieved for

N = 100000 realizations is plotted in 5.14(b). The temporal object is indeed magnified

by a factor of 5 as expected, and in excellent agreement with the direct measurement

of the object (stretched 5 times numerically to facilitate the comparison).
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Figure 5.14: (a) Selected examples of magnified intensity fluctuations measured in
the reference arm (note the vertical shift in the intensity axis). The average intensity
over 1000 measurements is also shown. (b) Magnified ghost image (black) compared
with the 5-times numerically stretched direct measurement of the object (red). For
completeness, the direct measurement of the temporal object, without magnification,
is shown in blue.

77



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 100

Temporal Ghost Imaging

78



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 101

Chapter 6

Summary

Optical imaging techniques are paramount to precisely characterize spatial objects

and temporal waveforms. Well-established in laboratories for some of the techniques,

commercialized and already used in practical medical procedures for some other, spa-

tial imaging techniques continue to be the subject of intense research and a field of

great development. Novel light sources, measurement regimes, and detection schemes

continue to improve performance and open new application areas. This work brings

novel contributions to the field of imaging both in the time and spatial domains. All

the concepts described in this work were validated experimentally, providing potential

alternatives to existing techniques.

In the spatial domain, we have proposed a scheme that allows to extend the ca-

pabilities for capturing the movement of rapidly oscillating objects. The approach

relies on pulsed supercontinuum based stroboscopic white-light interferometry. The

tunable repetition rate, broad bandwidth and short pulse duration combined with sub-

harmonic triggering allowed to measure objects oscillating at few-megahertz frequen-

cies - the limit of current mechanical structures. The source was based on off-the-shelf

components providing a robust and affordable solution for practical use.

We subsequently demonstrated the concept of Intensity Optical Tomography tech-

nique, which, unlike conventional optical coherence tomography approach, is based on

intensity correlations. With this technique, we have shown that the influence of even-

79



16.9.2016 — 13:08 — Ph.D. Thesis / Mikko J. Huttunen — Trim Size B5 — page 102

Summary

order dispersion is inherently cancelled and the point spread function of the system

has a reduced width allowing for better image sampling. What’s more, the scheme

uses classical light sources and off-the-shelf detectors. These results open up new,

relatively simple ways for dispersion-free imaging.

We also demonstrated a completely new imaging concept in the time domain in the

form of temporal ghost imaging that uses the correlation of the total amount of light

transmitted through a time-varying object and the fast intensity fluctuations of light

irradiating the object. Experimental measurements were performed with stationary

random light in a series of experiments that analysed the performance of the tech-

nique. We further demonstrated how to effectively increase the temporal resolution

with which temporal variations can be measured through temporal magnification of

the signal. These results open novel perspectives for dynamic imaging of ultra-fast

waveforms with potential applications in communications and spectroscopy.

In closing, this thesis has been a great journey where novel ideas have been imple-

mented in imaging techniques and experimentally tested. Feedback from the experi-

ments was of invaluable help in understanding the constraints and limits of the pro-

posed scheme often leading to modifications and improved performances. There is no

doubt that imaging will keep on playing a central role in the future development of

photonics science and everyday life, and we hope that this thesis will have brought

its own contribution to the field and stimulate further research based on the results

produced here.
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[13] J. M. Schmitt and A. Knüttel. Model of optical coherence tomography of heterogeneous
tissue. J. Opt. Soc. Am. A, 14, 1231 (1997).

[14] A. M. Sergeev, V. M. Gelikonov, G. V. Gelikonov, F. I. Feldchtein, R. V. Kuranov, N. D.
Gladkova, N. M. Shakhova, L. B. Snopova, A. V. Shakhov, I. A. Kuznetzova, A. N.
Denisenko, V. V. Pochinko, Y. P. Chumakov, and O. S. Streltzova. In vivo endoscopic
OCT imaging of precancer and cancer states of human mucosa. Opt. Express, 1, 432
(1997).

[15] N. A. Nassif, B. Cense, B. H. Park, M. C. Pierce, S. H. Yun, B. E. Bouma, G. J. Tearney,
T. C. Chen, and J. F. de Boer. In vivo high-resolution video-rate spectral-domain
optical coherence tomography of the human retina and optic nerve. Opt. Express, 12,
367 (2004).

[16] E. Hecht. Optics (Addison-Wesley, 2001).

[17] M. Born and E. Wolf, eds. Principles of Optics (sixth edition) (Pergamon Press, 1986).

[18] R. W. Boyd. Nonlinear Optics (third edition) (Academic Press, 2008).

[19] P. Kaiser and H. W. Astle. Low-Loss Single-Material Fibers Made From Pure Fused
Silica. Bell System Technical Journal, 53, 1021 (1974).

[20] Y. Kodama and A. Hasegawa. Nonlinear pulse propagation in a monomode dielectric
guide. IEEE Journal of Quantum Electronics, 23, 510 (1987).

[21] Nonlinear Fiber Optics (Fourth Edition) (Springer, 2007).

[22] R. H. Stolen, J. P. Gordon, W. J. Tomlinson, and H. A. Haus. Raman response function
of silica-core fibers. J. Opt. Soc. Am. B, 6, 1159 (1989).

[23] C.-S. Wang. Theory of Stimulated Raman Scattering. Phys. Rev., 182, 482 (1969).

[24] A. A. Voronin and A. M. Zheltikov. Soliton self-frequency shift decelerated by self-
steepening. Opt. Lett., 33, 1723 (2008).
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We present a supercontinuum (SC) light source designed for stroboscopic white light interferometry. The compact,
cost-effective SC source is built from off-the-shelf optical components and operates both in the visible and near-IR at
arbitrary repetition rates in the 10 kHz–1 MHz frequency range. We estimate that our source allows performing
dynamic white-light interferometric characterization of rapidly oscillating objects up to several tens of megahertz.
Its current potential is demonstrated by capturing the movement of a microelectromechanical system oscillating at
2.16 MHz with sub-100 nm accuracy. © 2013 Optical Society of America
OCIS codes: 120.3180, 320.6629.

Scanning white light interferometry (SWLI) is a high-
resolution, noncontact imaging technique that can be
used to characterize objects ranging from biological
tissues to novel materials and components [1–3]. Com-
pared to standard two-dimensional microscopy methods,
SWLI allows reconstructing three-dimensional (3D)
images from the interference pattern recorded between
a reference arm and another arm in which the object
being tested is placed. SWLI is not restricted to measur-
ing static samples; rapidly oscillating objects also can be
characterized with modulated light sources that illumi-
nate the sample motion. In this case a camera captures
interferograms—the combination of light from the refer-
ence and object arms—at select phases of the motion,
which permits stroboscopic imaging of the “frozen
sample”.
To obtain high-resolution SWLI images, the bandwidth

of the source should be broad. Light bulbs, halogen
lamps, white LEDs, and supercontinuum (SC) [4,5]
sources are typically used in white light interferometry.
All these sources possess a broad bandwidth and short
coherence length. Yet, halogen lamps and LEDs typically
suffer from low output power that is further decreased by
the small duty cycle necessary in the measurement, and
they can only be modulated with restrictions. In practice,
it is hard to produce pulses shorter than 10 ns duration,
which limits the maximum oscillation frequency that can
be imaged. Since SC sources are bright and broadband,
they are ideal candidates for a SWLI source. The down-
side with SC sources is that they usually require coupling
expensive pump lasers into highly nonlinear photonic
crystal fibers (PCFs), which can make their long-term op-
eration unstable in the case of free-space coupling or
make them sensitive to power damage when tapered fi-
ber adaptors are spliced between the pump laser and the
PCF. Most importantly, for mode-locked or Q-switched
pump lasers, SC pulses are produced at a fixed repetition
rate (or harmonic of it). On the other hand, amplified
pump diodes offer cost-effective solutions with more
flexibility in the repetition rate but at the expense of
the pulse duration [6].
Microelectromechanical systems (MEMS) are cost-

effective sensors and actuators that are increasingly used

in cars, display technology, inkjet printing, and biomedi-
cine. Consequently, it is important to develop accurate
characterization techniques for these devices. Common
methods for MEMS characterization are atomic force mi-
croscopy (AFM) and scanning electron microscopy.
Although AFM may reach nanometer precision, it re-
quires physical contact with the MEMS device and is
slow. In contrast, SWLI can acquire full 3D images in a
few seconds.

SWLI using SC sources can record 3D images of static
objects with 30 nm accuracy [5] or of MEMS structures
oscillating at a few hertz [7]. Here, we extend the poten-
tial of SC sources for rapid dynamic SWLI 3D imaging
by demonstrating a cost-effective, broadband SC source
with a small footprint, operating both in the visible and
near-IR spectral regions. This source provides a continu-
ously tunable repetition rate up to 1 MHz for strobo-
scopic white light interferometry. The SC source is
based on off-the-shelf optical components and we prove
that it allows capturing the 3D profile of a MEMS oscil-
lating at 2.16 MHz with sub-100 nm precision. Impor-
tantly, the oscillating frequency of the movement that
can be imaged is not restricted by the source but rather
by the MEMS performance. Our test result is close to the
2.4 MHz maximum imaging frequency provided by the
Bruker device [8], which solidifies the position of SWLI
as a powerful technology for dynamic 3D imaging.

A schematic of the SC source is shown in Fig. 1(a). The
source consists of a gain-switched fiber laser operating at
1547 nm (Keopsys KPS-KULT2-1550) producing 1 ns
pulses with a peak power of 10 kW. The repetition rate
of the pump laser can be tuned arbitrarily from 10 kHz to
1 MHz. The laser output is connected to a 6 m dispersion-
shifted fiber (Corning LEAF, G.655) with 1510 nm zero-
dispersion wavelength. The fiber length was optimized
using numerical simulations [9] to generate an SC from
1200 to 2000 nm. The experimental SC spectrum mea-
sured at the output of the fiber is shown in Fig. 1(c),
where it can be seen that the bandwidth covers the wa-
velength range predicted by the simulations. To extend
the operating wavelength range of the SC source into
the visible region, we exploited the relative insensitivity
to the incident angle of the phase-matching curve of beta
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barium borate (BBO) crystals to frequency-double the
near-IR SC. Besides increasing the operating wavelength
range, the advantage of frequency-doubling is twofold:
(i) it allows operating within the silicon absorption band,
the core material of MEMS, and (ii) it allows altering the
SC spectral shape by fine tuning the angle of the BBO
crystal to favor or reduce the conversion efficiency at
specific wavelengths.
Frequency-doubling was realized by focusing with a

3 cm focal achromatic lens the SC onto an 8 mm thick
periodically poled BBO crystal. We strongly focused
the beam to fulfill the phase-matching condition for
nearly all the SC wavelengths. In this way, most of the
SC spectrum can be frequency-doubled simultaneously.
In addition, by carefully adjusting the BBO crystal angle
with respect to the output of the fiber, it is possible to
compensate for the asymmetric spectral shape of the
near-IR SC spectrum that results from the detuning
between the fiber zero-dispersion and the pump
wavelength.
We also take advantage of the crystal orientation to

induce a phase-mismatch in the spectral component at
1547 nm, which removes the strong pump peak residue
apparent in the near-IR SC. The final result is a SC
spectrum spanning from 680 nm to beyond 1000 nm with
a quasi-Gaussian spectral envelope. The repetition rate
of the SC can be simply tuned by changing the frequency
of the pump laser driving signal. The overall efficiency of
the frequency-doubling process was estimated to be less
than 1%, corresponding to a total power of 0.5 mW.
Even though the conversion efficiency is low because

of the short interaction length in the crystal and the fact
that the phase-matching condition for each spectral com-
ponent is not fulfilled across the whole beam area due to
the strong focusing configuration, the average power of
the SC source in the 680–1000 nm wavelength range is
sufficient for our dynamic imaging experiment. Because
the SC dynamics are initially seeded by noise, the near-IR
SC is quasi-incoherent with large shot-to-shot fluctua-
tions. Similar fluctuations also are observed after the
BBO crystal. One drawback of the experimental arrange-
ment is that the SC spectrum after the BBO crystal is

nonuniform across the beam since different wavelengths
are phase-matched for different angles in the crystal
[Fig. 1(b)]. This spatial dependence is detrimental
because it can cause artifacts in the white light interfer-
ograms. It was suppressed by coupling the beam into
a multimode fiber that directs the light to the
interferometer.

The SC source was used to perform stroboscopic 3D
imaging of a rapidly oscillating MEMS device. The SWLI
set up (see Fig. 2) consists of a microscope objective
(Nikon CF Plan DI Mirau 10×) and a monochrome
progressive scan CCD-camera (Pulnix TM-6740GE).
The interferometric objective is placed on a piezoelectric
translator (PI P-725.1CD) that allows scanning in the di-
rection perpendicular to the sample with a shortest step
size of 100 nm (mean wavelength of the interferogram is
830 nm divided by eight). At each step, the light intensity
corresponding to the different object areas is detected by
each camera pixel. The information is stored and ana-
lyzed by a computer. These data are corrected for camera
frame rate and piezo position, and then processed to ex-
tract the image profile of the object. The extraction is
done by a five-point Larkin algorithm [5,7].

The MEMS device consists of several capacitive micro-
machined ultrasonic transducer array (CMUT) elements
[10]. Each element comprises several active cells and
each cell features a several hundred nm thick, partly me-
tallized silicon membrane supported by silicon-oxide
posts. The membranes are some tens of microns in dia-
meter. A DC bias deflects the membrane. Driven by AC
excitation, the membrane oscillates into a vacuum-filled
cavity that is few hundreds of nanometre deep. The os-
cillation of the membrane is driven by a sine-wave func-
tion generator (Tektronix AFG-3252) whilst the second
channel of the generator triggers the pulses of the SC
pump laser. The resonance frequency of the CMUT is
2.16 MHz and this particular drive frequency was used.
To perform dynamic measurement of the oscillating
MEMS, we used the 32nd harmonic of the waveform gen-
erator to set the pump laser repetition rate. Both frequen-
cies were set manually with a ratio of 32 between them,
which means that the SC pulses illuminated the MEMS
with 67.5 kHz repetition rate. The pump laser peak power
depends on the repletion rate and triggering the pump
laser from the 32nd harmonic of the MEMS driving fre-
quency allows to operate in a regime of sufficient power
to generate a broad SC as seen in Fig. 1. The relative

Fig. 1. (Color online) (a) SC source setup. L1, L2: achromatic
lens sets, NC: nonlinear crystal, MF: multimode fiber. (b) Photo-
graph showing the spatial dependence of the visible SC spec-
trum across the beam (the crystal was oriented to highlight
this dependence). Normalized SC spectrum before (c) and after
(d) the crystal.

Fig. 2. (Color online) SWLI setup. B, beam splitter; L1, colli-
mating lenses; L2, Mirau interferometer objective; L3, camera
objective; GEN, signal generator; AMP, driving signal amplifier.
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phase Δϕ between the harmonic signal and the funda-
mental waveform could be fine-tuned and the image at
different phases of the MEMS oscillation cycle could
then be acquired by varying the phase difference
(see Fig. 3).
To image a full oscillation cycle of the CMUT,

sequences of measurements were taken with a phase
difference of π∕8. Figure 4 shows the reconstructed
3D moving profile of the CMUT along with a profile of
the cross section measured at selected oscillation
phases. In principle, the z-axis resolution in the image
is determined by the accuracy with which the peak of
the interferogram envelope can be detected (i.e., the re-
solution of the piezo-stage) [10]. However, in practice,
the precision is limited by environmental conditions
(e.g., mechanical vibrations, precision in phase shifting,
light source stability), and duty cycle length in strobo-
scopy [11]. With our experimental setup, we estimate
the resolution to be less than 100 nm, as seen from
the profile cross section shown in Fig. 4(c).
Note that it is crucial to be able to operate the SC

source at an arbitrary repetition rate. The limitation in
terms of oscillation frequency arises from the SC pulse
duration (here 1 ns), which must be much shorter than
the period of the oscillating MEMS. The pump laser jitter
is approximately 1 ns, which does not affect the strobo-
scopic measurements averaged over multiple oscillation
cycles. Yet, for high oscillation frequency in excess of
several tens of megahertz, the jitter would be a clear lim-
itation in addition to the pulse duration. We estimate that
the SC source developed in this work should permit per-
forming stroboscopic imaging of structures oscillating at
frequencies as high as several tens of megahertz.
In conclusion, we demonstrated stroboscopic white

light interferometry using a specially designed SC source
that can operate at an arbitrary selected repetition rate

from 10 kHz to 1 MHz. As a proof of concept, we captured
the 3D image of a MEMS oscillating at 2.16 MHz with sub-
100 nm resolution. We anticipate that our experimental
setup may be able to image objects performing identical
oscillating cycles at high frequencies, potentially up to
several tens of megahertz, far beyond the capability of
current light sources employed for SWLI. Finally, we
point out that the system presented here also can operate
in near-IR if the nonlinear crystal is removed, which
could allow penetrating into silicon samples transparent
in this wavelength range.
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Fig. 3. (Color online) Illustration of the relation between the
CMUT and pump laser driving signals.

Fig. 4. (Color online) (a) Reconstructed 3D image for a
specific phase of the MEMS oscillation, (b) microscope image
of the MEMS, and (c) profile cross section obtained at selected
oscillation phases and measured along the direction of the
dotted line indicated in (a).
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Experimental Demonstration 
of Spectral Intensity Optical 
Coherence Tomography
Piotr Ryczkowski1, Jari Turunen2, Ari T. Friberg2 & Goëry Genty1

We demonstrate experimentally spectral-domain intensity optical coherence tomography using a 
Mach-Zehnder interferometer with balanced detection. We show that the technique allows for a point 
spread function with reduced full-width at half maximum compared to conventional optical coherence 
tomography. The method further provides benefits similar to those of chirped-pulse interferometry 
in terms of dispersion cancellation but only requires a broadband incoherent source and standard 
detectors. The measurements are in excellent agreement with the theoretical predictions. Finally, we 
propose an approach that enables the elimination of potential artefacts arising from multiple interfaces.

Optical coherence tomography (OCT) is a powerful, three-dimensional (3D) imaging technique which may be 
operated in both the spectral and the temporal domain1,2, and it is widely employed for biological in vitro and 
in vivo imaging3. The axial resolution of conventional OCT is limited by the spectral bandwidth of the light 
source and by the dispersion of the optical components and/or the sample under the test. Because of disper-
sion, especially in fiber-based setups, increasing the spectral bandwidth of the light source may not necessarily 
lead to resolution improvement4. To circumvent this problem several approaches have been proposed, including 
both numerical5,6 and experimental techniques7–13. In particular, methods such as quantum-optical coherence 
tomography (QOCT) or chirped pulse interferometry have been shown to possess built-in dispersion cancela-
tion and resolution enhancement; however, these techniques generally require sophisticated light sources such as 
single-photon sources or chirped ultrashort pulses and advanced detection techniques9–13. They also operate in 
the time domain requiring in-depth scanning, which results in slow measurement times.

Intensity-based optical coherence tomography, based on higher-order correlations compared to standard 
OCT, using a classical broadband light source and a Mach-Zehnder interferometer with balanced detection 
was recently put forward in the time domain14,15. The method produces improved resolution but is hampered 
by the lack of ultrafast detectors capable of recording rapid intensity variations characteristic of incoherent 
sources. Spectral intensity optical coherence tomography (SIOCT) on the other hand provides a much simpler 
and cost-effective alternative that operates, without moving parts, in the spectral domain and can use a classi-
cal broadband light source of any state of temporal coherence and standard detectors16,17. Furthermore, SIOCT 
requires only a minor modification of conventional spectral-domain OCT imaging setup, exhibits a point spread 
function (PSF) with reduced full-width at half maximum compared to standard OCT, and, significantly, possesses 
built-in even-order dispersion cancellation. Yet, no experimental demonstration of SIOCT has been reported. 
Numerical techniques based on higher-order correlations that yields the frequency-depth distribution18 have 
been suggested and demonstrated19 to provide useful information when the spectrum of backscattered light are 
depth-varying along the imaging axis. These techniques require the use of multiple windows to maintain high 
resolution in frequency and depth simultaneously. Here, we demonstrate experimentally SIOCT with a classical 
incoherent source, confirming both the reduced PSF and the dispersion cancellation in the case of a single inter-
face. We also measure a sample with two interfaces and show how simple numerical post-processing similar to 
that used to obtain the Wigner distribution of time-varying frequency fields18 allows to discriminate artefacts 
arising from cross talk in the higher-order correlation signal. The measurements are in excellent agreement with 
the theoretical predictions. Our results open up new perspectives for high-resolution imaging using classical light 
sources.
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Theory
The difference between the principles of the operation of conventional spectral-domain OCT and SIOCT is illus-
trated in Fig. 1. Light from an incoherent broadband source is divided between the two arms of an interferometer. 
One arm serves as the reference while the other contains the sample to be characterized. In traditional OCT, the 
spectral intensity recorded at the output of the beam splitter and resulting from the interference of the light in the 
two arms is of the form

ω ω ω( ) ( ) + ( ) , ( )~I E Ei 1OCTa S R
2

ω ω ω( ) ( ) + ( ) , ( )~I E Ei 2OCTb S R
2

where ω is the angular frequency, ES and ER are the complex spectral amplitudes of the electric fields emerging 
from the sample and reference arms, respectively, and the subscripts a and b denote at which output of the beam 
splitter the spectral OCT measurement is recorded. The phase difference between the reference and sample arm 
fields is caused by the difference Δ z in distance that the light propagates in air and the propagation through the 
dispersive sample of path length L. Both distances mark the total path, including wave transits before and after 
reflection. The intensity of the recorded interferogram can then be written as

ω ω( ) = ( ) + , ( )ω β ω− ∆ / + ( )I S re i 3z c L
OCTa

i[ ] 2

where S(ω) represents the spectrum of the light source, φ= ( )r r exp i s  is the (complex) amplitude reflection 
coefficient of the sample, and c is the speed of light in vacuum. The coefficient β(ω) denotes the 
frequency-dependent propagation constant within the sample. Using a Taylor-series expansion around the cen-
tral frequency ω0 of the source spectrum up to second order, one obtains

ω ω ω( ) = ( + ′) × + , ( )ω β τω β ω− (∆ / ) + + ′+( / ) ′I S re i 4z c L L
OCTa 0

i[ 2 ] 2
0 0 2

2

where ω ω ω′ = − 0 and τ β= ∆ / +z c L1 , with β0, β1, and β2 being the propagation constant, the group delay, 
and the group-velocity dispersion at frequency ω0, respectively. The envelope of the spectral interference pattern 
represents the source spectrum whilst the frequency, phase, and amplitude of the modulation underneath depend 
on the sample position and reflectance, which can then be obtained through a Fourier transform of the recorded 
interferogram. The full width at half maximum (FWHM) of the PSF is given by the Fourier transform of the term 
corresponding to the optical path difference between the reference and sample arms. In the absence of dispersion, 
the PSF is inversely proportional to the source bandwidth. With dispersion present in the system, the resolution 
decreases by a factor β ω+ ( ) (∆ / ) /L[1 2 2ln2 ]2

2 4 1 2, where Δ ω is the FWHM spectral bandwidth of the light 
source.

In SIOCT, the spectral interference patterns of the fields in the two arms are recorded simultaneously by two 
separate detectors at the two output ports of the beam splitter. The location and reflectance of the sample are 
obtained from the Fourier transform of the cross product of the individual spectral intensities 
ω ω ω ω ω( ′) = ( + ′) ( − ′)C I IOCTa 0 OCTb 0 . It is straightforward to show that the interference pattern of the SIOCT 

signal is then given by

Figure 1. OCT and SIOCT concepts. BS – 50:50 non-polarizing beam splitter. OCT corresponds to a 
single spectral interference measurement at Spectrometer 1 (or 2). SIOCT corresponds to a simultaneous 
measurement of spectral interferences at Spectrometers 1 and 2.
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ω ω ω ω ω ω ω ω( ′) = ( + ′) ( − ′) ( ′) + ( ′) + ( ′) , ( )C S S c c c[ ] 50 0 0 1 2

where

ω( ′) = (| | + ) + , ( )ω β β ω− (∆ / )+ ( −( / ) ′ )Rc r r e1 2 { } 6z c L
0

2 2 2 i[2 2 2 ]0 0 2
2

ω( ′) = − (| | + ) × , ( )τω ω β β ω− ′ − (∆ / )+ ( +( / ) ′ )I Rc r e e4 1 { } { } 7z c L
1

2 i i[ 2 ]0 0 2
2

ω( ′) = − , ( )τω− ′Rc r e2 { } 82
2 i2

with ℜ and ℑ denoting the real and the imaginary parts, respectively. One can see that the Fourier transform of 
the SIOCT signal produces a PSF with a width reduced by a factor of 2  compared to that of conventional OCT. 
The Fourier spectrum of the function C(ω′ ) gives access to the sample information and consists of three separated 
peaks corresponding to the Fourier transforms of ω( ′)c0 , c1(ω′ ), and c2(ω′ ) convolved by the Fourier transform of 
ω ω ω ω( + ′) ( − ′)S S0 0 .
Several observations can be made. We first remark that the product ω ω ω ω( + ′) ( − ′)S S0 0  is always an even 

function, even if the spectrum of the light source is not symmetrical with respect to ω0. The term ω( ′)c0  is an even 
function whose Fourier transform produces a real-valued peak centered at the zero delay (equal path lengths). 
The term ω( ′)c1 , on the other hand, is an odd function that depends on the optical path length and its Fourier 
transform corresponds to an imaginary-valued peak centered at the optical path difference between the two arms. 
Finally, the Fourier transform of ω( ′)c2  gives rise to a real, negative-valued peak at twice the optical path differ-
ence. It is precisely this peak in the Fourier spectrum that gives information about the sample position and, after 
correcting for the distance, one obtains an overall PSF reduced by a factor of 2  compared to standard OCT. 
However, it should be noted that this decrease in the PSF width comes with a price: the imaging depth is only half 
of that obtained by the standard OCT. We further note that the number of data points is identical in both OCT 
and SIOCT but their density is doubled in SIOCT, allowing for better accuracy in locating interfaces. Note further 
that in practice the terms arising from ω( ′)c1  and ω( ′)c2  can be distinguished as one is real and the other imagi-
nary. Besides the point density increase in the measurement, another benefit of SIOCT is the inherent dispersion 
cancellation of all even-order terms in the Taylor-series expansion. This is because in SIOCT intensities of oppo-
site frequencies relative to central frequency ω0 are multiplied, cancelling the even-order phase terms that arise 
from dispersion.

In the case of multiple interfaces, artefacts which have generally complex values appear in the Fourier signal 
due to cross-talk between the terms corresponding to the multiple interferences. This means that they can not be 
discriminated from the real interfaces by solely considering the real part of the Fourier transform of the SIOCT 
interferogram. Yet, in this case, one can take advantage of the fact that the amplitude of the artefacts correspond-
ing to the ω( ′)c1  term in Eq. (7) depends on the center frequency ω0 of the source spectrum. Indeed, for a station-
ary light source the spectrum does not need to be symmetrical with respect to ω0, so that one can choose 

Figure 2. Modified Mach-Zehnder interferometer, experimental setup: BS – 50:50 non-polarizing beam 
splitter. S1, S2 – spectrograph input and output slits. D1, D2 – photodiodes.
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arbitrarily the center frequency as long as the detected signal significantly exceeds the measurement noise. 
Because the phase of the ω( ′)c1  term oscillates with ω0, the amplitude of the peak in the Fourier domain corre-
sponding to artefacts oscillates when spectra of different center frequencies are measured. This is illustrated in 
Fig. 3 where we show numerical simulations of the Fourier signal recorded for two interfaces separated by 95 μm 
(optical thickness) as a function of the light source center wavelength λ π ω= /c20 0. We show results both without 
[Fig. 3(a,b)] and with dispersion [Fig. 3(c,d)] present in the system. We can see how in both cases the peaks cor-
responding to the interface positions always remain negative with a change in amplitude that follows the spectral 
amplitude of the source vs wavelength. On the contrary, the amplitude of the peak corresponding to the artefact 
arising from cross-talk oscillates dramatically between negative and positive values. We also note that when dis-
persion is present, it is cancelled independently of the center wavelength with a constant width for the PSF. 
Interestingly, multiple measurements with a different center frequency can be numerically performed by 
post-selection of a smaller number of points from the measured interferogram, which in turn shifts the spectral 
window together with the central frequency. In this way, one can produce an ensemble of data sets corresponding 
to spectra with different central frequencies. Therefore, in principle, only a simple post-processing operation of 
the recorded interferograms is required to discriminate possible artefacts when multiple interfaces are probed.

Figure 3. False color representation of the numerically simulated real part of the Fourier signal recorded by the 
IOCT system vs. center wavelength λ0 of the light source for two interfaces: (a) without dispersion and (c) with 
dispersion. Fourier signal for selected center wavelengths indicated by the arrows: (b) without dispersion and 
(d) with dispersion. For clarity, the position of the two interfaces (I1 and I2) and artefact A are marked.
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Experimental Results
We confirmed experimentally the narrowing of the PSF and dispersion cancellation in SIOCT as compared 
to standard OCT using a modified Mach-Zehnder interferometer with balanced detection. The experimental 
setup is shown in Fig. 2 (see also Methods). The signal recorded at either detector independently is identical to a 
conventional OCT system, while measuring simultaneously the signal at both detectors allows to construct the 
SIOCT interferogram.

In order to characterize the PSF, we first performed measurements in the absence of dispersion in the sample 
arm. The results are shown in Fig. 4 where both the real and the imaginary part of the Fourier transform of the 
cross-product function ω( ′)S  are presented. For comparison, the theoretical results obtained on the basis of Eqs. 
(4) and (5) are superimposed as circles. The optical path delay was converted into physical distance as light would 
travel in vacuum and thereby the 0 point represents equal path lengths. For ease of comparison with the conven-
tional OCT result, the distance was divided by 2 for the SIOCT measurement so that the image peak would cor-
respond to the actual sample position. In general, we observe excellent agreement between the experimental and 
theoretically predicted results. Specifically, we see that the measured imaginary part of the Fourier spectrum is an 
odd function and corresponds precisely to the Fourier transform of the term ω( ′)c1 , while the measured real part 
is even and matches closely the Fourier transforms of the terms ω( ′)c0  and ω( ′)c2  of the SIOCT interferogram. 
Significantly, we also observe how the width of PSF is reduced in comparison to that of standard OCT (see inset 
in Fig. 4). The FWHMs of the OCT and SIOCT PSFs corresponding to the sample position are respectively equal 
to 23.5 μm and 17.3 μm, giving a ratio of 0.736 close to the 2  theoretical PSF width reduction predicted for a 
light source with a Gaussian spectrum.

We next proceeded to confirm experimentally the built-in dispersion cancellation of the SIOCT scheme. For 
this purpose, an 8 cm thick bulk piece of SF10 glass was inserted into the sample arm. In order to increase the 
effect of dispersion the beam was propagated eight times through the glass cube, effectively corresponding to a 
64 cm glass piece. The group-velocity dispersion coefficient of SF10 at 1610 nm is β = . /− m1 63410 s2

26 2 , which 
should lead to a PSF width increase by a factor of about 2.4 in the case of conventional OCT. The measurement 
results for conventional OCT and SIOCT are illustrated in Fig. 5. As for the dispersionless case, the theoretical 
results computed from Eqs. (4) and (5) are also superimposed as circles. It can readily be seen that the experimen-
tal results in both cases follow the theoretical predictions with great accuracy. More specifically, we observe how 
in the case of conventional OCT the FWHM of the PSF corresponding to the sample location has broadened 

Figure 4. Comparison of OCT and intensity-based SIOCT in the absence of dispersion in the system. The 
solid lines show the experimental results and the circles correspond to theoretical predictions. (a) OCT result. 
(b,c) Real and imaginary part of the Fourier transform of the SIOCT interferogram, respectively. The inset in 
(b) displays a direct comparison of the PSF of both techniques: black OCT, blue SIOCT.
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Figure 5. Comparison of OCT and intensity-based SIOCT when dispersion is present in the system. The 
solid lines show the experimental results and the circles give the theoretical predictions that are based on Eqs. 
(4) and (5). (a) OCT result. (b,c) Real and imaginary part of the Fourier transform of the SIOCT interferogram, 
respectively. The inset in (b) illustrates the direct comparison of the PSF in the two techniques: black OCT, blue 
SIOCT.

Figure 6. Experimental results for two interfaces. (a) False color representation of the numerically post-
processed real part of the Fourier signal recorded by the IOCT system vs. center wavelength λ0 of the spectral 
window. (b) Fourier signal for selected center wavelengths as indicated by the arrows.
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nearly 2.5 times to 58.0 μm due to the dispersion of the SF10 glass, a value very close to that expected from the 
theoretical calculations. Most remarkably, the width of the SIOCT PSF at the sample position is unaffected by the 
presence of the bulk piece of glass, clearly demonstrating that dispersion is inherently canceled in SIOCT. In fact, 
the width of the PSF was found to be 16.2 μm, which is even slightly reduced compared to the case when disper-
sion. This slight change in the resolution is caused by third-order dispersion, which is not canceled in SIOCT 
(only even order are). Finally, we also see how the artefact peak corresponding to the term ω( ′)c1  is generally 
affected by dispersion, which provides an additional means of discrimination.

We also performed experiments with a dual-interface sample. for this purpose, we inserted a thin microscope 
cover slip consisting of two air-glass interfaces in the sample arm. Note that no dispersion was added in this case. 
The results are illustrated in Fig. 6. In order to discriminate the actual interfaces from the artefacts we processed 
the experimental data by post-selecting a smaller number of points from the measured interferograms which 
allows to shift numerically the spectral window and center frequency (or wavelength). A false color representa-
tion of the real part of the Fourier signal is shown in Fig. 6 as a function of the center wavelength. The amplitude 
of the artefacts oscillates between positive and negative values as the central wavelength is changed in perfect 
agreement with the numerical simulations of Fig. 3. In marked contrast, the amplitude of the peaks corresponding 
to the actual interfaces remains negative independently of the center wavelength of the source and their amplitude 
follow the spectral intensity of the source vs wavelength. The optical distance between the two interfaces can then 
be readily inferred to be c.a. 270 μm, resulting in a measured physical thickness of 185 μm for the cover slip in 
very good agreement with the manufacturer specified value of < 200 μm. This experimental result demonstrates a 
convenient approach to effectively eliminate artefacts in the case of samples with multiple interfaces.

Conclusions
In summary, we have experimentally demonstrated spectral intensity optical coherence tomography and proved 
the associated reduced point spread function and dispersion cancellation. The imaging depth for SIOCT is only 
half of the one obtained by the standard OCT but the density of measurement points is doubled in SIOCT allow-
ing for better accuracy in locating interfaces. We further suggested a possible approach to eliminate artefacts 
that might be present in the case of samples with multiple distinct interfaces. No fast detectors are needed in 
our technique as only mean spectral intensities are measured. The method works with classical light sources and 
standard photodiodes, illustrating the simplicity of the technique and showing its potential application to high 
resolution imaging.

Methods
The light source used in the experiments was a fiber-coupled superluminescent diode (Exalos ESL 1620) 
with a center wavelength of 1604 nm. The source spectrum is close to Gaussian with a spectral bandwidth of 
55 nm (FWHM). The light emitted by the source was collimated with a parabolic mirror and three identical 
non-polarizing beam-splitter cubes were used to divide the light among the sample and reference arms. A single, 
partially reflecting mirror placed on a manual translation stage to adjust the optical path length was used as the 
sample. The reference wave transmitted through beam splitter BS1 was reflected from an additional beam splitter 
BS2 in order to equalize the dispersion and phase shifts experienced by both beams due to the various optical 
elements. As a result, any difference between the complex amplitudes of the electric fields in the sample and ref-
erence arms before interfering on beam splitter BS3 is caused only by the path difference between the two arms 
and sample presence. Light at the two output ports of BS3 was coupled to a single-mode fiber using achromatic 
lenses. The fiber outputs were then placed on top of each other in the object plane of a monochromator (Horiba 
iHR 550) allowing to measure simultaneously the spectral intensities at the two detectors. On passing through 
the output slit of the monochromator, light was collected by multimode fibers and intensities were measured by 
InGaAs amplified diodes (Thorlabs PDA10CS). Lock-in detection was used to improve the signal-to-noise ratio. 
Wavelength scanning and data acquisition were controlled by a PC.
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Ghost Imaging in the Time Domain
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Ghost imaging is a novel technique that produces the image of an object by correlating the

intensity of two light beams, neither of which independently carries information about the

shape of the object1,2. Ghost imaging has opened up new perspectives to obtain highly-

resolved images3, even in the presence of noise and turbulence4. Here, exploiting duality

between light propagation in space and time5, we demonstrate the temporal analogue of

ghost imaging. We use a conventional fast detector that does not see the temporal ‘object’

to be characterised, and a slow integrating ‘bucket’ detector that does see the object but

without resolving its temporal structure. Our experiments achieve temporal resolution at

the picosecond level and is insensitive to temporal distortion that may occur after the object.

The approach is scalable, can be integrated on-chip, and offers great promise for dynamic

imaging of ultrafast waveforms.

Ghost imaging is based on the correlation between light transmitted through (or reflected by)

an object and the spatially-resolved intensity pattern of the incident light and allows the reconstruc-

tion of a ghost image of the original object1. The principle of spatial ghost imaging is illustrated in

Fig. 1(a). The beam from a light source with spatially random intensity pattern is divided between

two paths. In one arm (test), the random incident light directly illuminates the object with the scat-

tered light collected by a single-pixel bucket detector which produces only a spatially-integrated

signal. In the second arm (reference), the incident light does not see the object at all, but the ran-
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dom fluctuations in the beam are measured as a function of spatial position with a high-resolution

CCD (Charge-Coupled Device) camera. Neither of the detectors alone can produce an image of

the object – yet by correlating the two measurements from the bucket and high-resolution detectors

over multiple intensity patterns produced by the source, the object appears like a ghost in the focus

plane of the camera. The essential nature of ghost imaging lies in the mutual spatial correlation of

the two beams, which may be quantum or classical. Various light sources can be used including

spatially-entangled photon sources2,6–9, classical light sources2,10–15, or structured light fields pro-

grammed by a spatial light modulator to minimise the number of measurements in the time series

to obtain an accurate representation of the object16.

Laser 

Beam 
splitter Spatial 

object 

Camera 
Rotating 

diffusive plate  

“Bucket” 
detector 

High-resolution 
image 

Spatially 
incoherent source 

Temporally 
incoherent source 

Fiber 
beam splitter 

Temporal 
object Slow detector 

Fast detector 

13

Fig.1. Comparison between spatial (left) and temporal (right) ghost imaging experimental setups.

Many propagation effects in optics first seen in the spatial domain have subsequently been

observed in time, exploiting space-time duality - the correspondence between the diffraction of a

light beam and the dispersive propagation of a short optical pulse17–19. Recently, this duality has

successfully enabled major advances in the processing of time-varying signals including all-optical

magnification of ultrafast data rates by a thousand fold20,21, all-optical correlation5, real-time de-

tection of single-shot spectra at hundreds of MHz speed22, or temporal cloaking23. It has also been

suggested theoretically24 and numerically25 that this duality may allow the transposition of the

concept of ghost imaging to the temporal domain. Here, we confirm this proposal experimentally,

demonstrating how intensity correlation measurements from a temporally fluctuating light source

allows retrieval of a structure of a rapidly varying temporal object that modulates the amplitude of

2
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the transmitted or reflected light.

We implement temporal ghost imaging using an optical fibre-based system shown in Fig. 1(b).

The random intensity fluctuations of a laser diode replace a random spatial beam, and the tem-

poral intensity modulation of the incident light field imposed by an ultrafast optical modulator

replaces the scattering from a spatial object. In this sense, the ’structured illumination’ used in

the ghost imaging arises from the intrinsic randomness in the temporal fluctuations of the light

emitted by the laser diode, a quasi-continuous multimode laser operating at λ = 1547 nm. The

bandwidth is ∆λ = 0.6 nm, resulting in random intensity fluctuations with a characteristic time

τc = λ2/(c ∆λ) ≈ 13 ps where c is the speed of light in vacuum. At the output of the source, the

intensity is equally divided between the test and reference arms with a 50/50 fibre coupler which

replaces the beam splitter in the spatial setup. In the reference arm, the temporal fluctuations of

the source are measured with a 25-GHz photodiode and a 20-GHz real-time oscilloscope, which

results in an effective fluctuation time τ eff
c = 50 ps. Multiple series of intensity fluctuations mea-

sured from the reference arm and recorded over a 2-ns time window are plotted in Fig. 2. One

can clearly observe the random fluctuations of the intensity with an effective characteristic time of

approximately 50 ps. We can also see that the intensity of the source averaged over a large series

of consecutive 2-ns segments is constant, which ensures that the retrieved ghost image is directly

proportional to the object24 (see also Methods). In the test arm, the temporal object is an ultra-

fast electro-optic modulator (EOM) driven by a 10 Gb/s pulse pattern generator which temporally

modulates (‘scatters’) the chaotic light (see Methods). The light transmitted through the object

is detected by a slow photodiode with 5-ns response time, which is too slow to resolve the fast

variations of the bit sequence.
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Fig.2. Measured intensity fluctuations of the chaotic laser source. A single realisation (black) is

shown together with 50 other realisations (grey). The average intensity of 5 000 realisations is

shown as the red line.

The normalised intensity correlation function C(t) (i.e. the ghost image) calculated over a

series of time signals measured simultaneously from both arms is defined by:

C(t) =
〈∆Iref(t) ·∆Itest〉N√
〈[∆Iref(t)]2〉N 〈[∆Itest]2〉N

. (1)

Here, Iref(t) represents the time-resolved intensity measurement from the reference arm at time t

and Itest is the integrated intensity from the test arm. 〈 〉N denotes ensemble average over a series

of N realisations, and ∆I = I − 〈I〉N . Figure 3 shows the ghost image obtained from a series

of N = 80 000 realisations where the temporal intensity fluctuations of the light source follow

a random pattern in each of the realisations. The agreement with the direct image of the object

measured with the fast detector is remarkable. Specifically, the temporal object (the transmission

of the EOM driven by the bit sequence) is precisely reproduced both in terms of duration and

amplitude.
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Fig.3. Comparison between the ghost image (black) and direct image measured with the fast

detector (red). The bandwidth of the detection is equal to 20 GHz, corresponding to an effective

fluctuation time of 50 ps. The number of realisations in the measurement series for the ghost image

is equal to N = 80 000.

The performance of the ghost imaging system can be characterised by (i) the temporal reso-

lution and (ii) the signal-to-noise ratio (SNR). The temporal resolution directly corresponds to the

effective fluctuation time (i.e. the maximum value between the coherence time of the source and

the response time of the fast detector/oscilloscope – see Methods), which must then be shorter than

the object variations that one wants to resolve. The SNR is given by26:

SNR(t) =
C(t)

√
N

1− C2(t)
, (2)

assuming that the noise from the detectors is negligible. The SNR is therefore expected to increase

with the number of realisations and this is shown in Fig. 4(a-d) (see also the movie in the Supple-

mentary Material for a full evolution of the ghost image as a function of the number of realisations).

Note that the amplitude of the ghost image should be independent of the number of measurements,

which can be readily observed in the figure. For a fixed number of realisations, the SNR can be
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improved by increasing the effective fluctuation time of the source. In practice, this can be done

in two different ways, depending on which parameter limits the value of τ eff
c : either by increasing

the coherence time of the source or by decreasing the fast detector bandwidth. As a rule of thumb,

in order to obtain a ghost image at fast acquisition rates, yet with a high temporal resolution and

optimum SNR, the effective fluctuation time should be equal to half of the fastest time variations

that one wants to resolve in the object (Nyquist criterion). For the 100-ps bits that constitute the

object here, the effective fluctuation time for optimum SNR and acquisition time is then 50 ps.

Lower values may improve the temporal resolution at the expense of the SNR whilst higher values

will result in the opposite. Ghost images recorded for a fixed number of measurements (N = 5

000) with the detection bandwidth in the reference arm decreasing from 20 to 3 GHz (and thus the

effective fluctuation time increasing from 50 to 300 ps) are shown in Fig. 4(e-h).
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Fig.4. Ghost image as a function of the number of realisations and the effective fluctuation time.

In figures (a-d) the number of realisations N increases from 1 000 to 80 000, and in figures (e-h)

the effective fluctuation time τ eff
c increases from 50 to 300 ps, as indicated. The temporal object is

identical to that in Fig.3.
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One can clearly see how the SNR is improved as the effective fluctuation time is increased but that

this improvement occurs at the expense of temporal resolution in the ghost image.

Ghost imaging is insensitive to distortion that may occur between the object and the bucket

detector. This remarkable particularity has attracted considerable attention in the spatial domain

with the possibility of performing high resolution imaging even in the presence of a strong scatter-

ing medium or atmospheric turbulence when any direct measurement would result in a poor-quality

image. This particularity also applies in the time domain and we demonstrate that the technique

allows overcoming the distortion experienced by the modulated light field after the temporal ob-

ject. For this purpose, a 20-m multimode fibre is inserted after the EOM, which strongly distorts

the bit pattern. The results in Fig. 5 clearly show how the intermodal dispersion accumulated in

the multimode fibre severely distorts a direct measurement of the temporal object performed with

a fast detector. But when the ghost imaging is used, the distortion is washed out and it has no

influence on the quality of the ghost image. More generally, ghost imaging in the time domain

allows compensating for arbitrary distortion experienced by a temporal object.

These experiments represent the first demonstration of ghost imaging in the time domain.

Using an all-fibre setup and a chaotic laser source, our results illustrate how an ultrafast temporal

object with structure on a scale of 10 Gb/s can be measured with∼ 50 ps temporal resolution with-

out directly detecting the object. The technique can be adapted to the detection of all-optical data

streams by modulating the temporal fluctuations of the light source through e.g. four-wave mixing

in a nonlinear fibre. The system is scalable to any data rate and shape by adapting the coherence

time of the source. Adjusting the fast detector bandwidth and number of distinct measurements

allows for optimising the measurement speed and SNR. We also emphasise that a quantum version

of the temporal ghost imaging system can be implemented using entangled photon pairs. The setup

can also be modified to include a time lens27 in the reference arm and thereby magnify the ghost
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image24. Our results open novel perspectives for dynamic imaging of ultrafast waveforms when

the waveform has been severely distorted by the transmission medium, in the presence of high

noise or low signal strength and we anticipate applications in communications, remote sensing and

ultrafast spectroscopy.
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Fig.5. Comparison between the ghost image (in black) and the direct image (in green) in the

presence of strong dispersion experienced by the object in a multimode fibre added between the

EOM and the detector. For comparison, the direct image obtained without the multimode fibre is

also shown in red. Both direct measurements are performed with the fast detector. The bandwidth

of the detection is equal to 20 GHz, corresponding to an effective fluctuation time of 50 ps. The

number of realisations in the measurement series for the ghost image is equal to N = 100 000.
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Methods

In our experiments, the object is created by a zero-chirp 10-GHz bandwidth electro-optic modu-

lator (Thorlabs LN81S-FC) driven by a pulse pattern generator (Advantest D3186). The 10-GHz

clock signal was generated by a microwave signal generator (Rohde & Schwarz SMR20) resulting

in bits of 100-ps duration. The detector in the test arm is a 1.2-GHz InGaAs photodiode (Thorlabs

DET01CFC). Its response is integrated over 5 ns, such that the effective bandwidth is equal to

0.2 GHz only. The detector in the reference arm measuring the intensity fluctuations of the source

is a 25-GHz UPD-15-IR2-FC InGaAs photodiode (ALPHALAS). The oscilloscope is a 20-GHz,

50-Gsamples/s real-time oscilloscope (DSA72004 Tektronix). The object was repeated periodi-

cally with a period of 50 ns. As a result, the data acquisition time required for 100 000 realisations

is of the order of 5 ms only.

The coherence time τc of the source is the characteristic time of its intensity fluctuations. If

the response time τdet of the fast detection device (detector + oscilloscope) in the reference arm

is shorter than τc (i.e. if the detection device can resolve the fluctuations of the source), then the

temporal resolution of the ghost imaging process is equal to τc: object details that are faster that

τc cannot be resolved. However, if τdet is longer than τc (as it is the case in our experiments, with

τc ∼ 13 ps and τdet ∼ 50 ps), then the characteristic time of the intensity fluctuations that are

effectively recorded by the detection device is τ eff
c ∼ τdet (> τc), and the temporal resolution of

the ghost imaging process is thus increased to τdet. As a rule of thumb, one can remember that the

temporal resolution is given by τ eff
c , which is the maximum value between τc and τdet.

In order to have a direct correspondence between the correlation and the original object it

is important that the intensity fluctuations averaged over the number of realisations is constant

over the measurement time window of a single realisation. This condition is generally fulfilled in

the case of a quasi-CW light source but does not hold if one uses a pulsed light source. In this
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latter case, the temporal object would be distorted by the time variation of the average intensity (or

average pulse shape)24.

All the fibres are SMF-28 patch cords of 1-m length with dispersion parameter of 18 ps/(nm.km)

at 1550 nm, except the multimode fibre used to add distortion, which is a 29-m FG105LCA fibre.

Due to the fact that the SMF-28 fibres are short, the dispersion accumulated during the propaga-

tion from the source to the fast detector on the one hand, and from the source to the object (EOM)

on the other hand, is negligible. That is why no temporal lens is needed to perform the imaging

process – and the magnification factor between the object and the ghost image is simply equal to 1.

This situation is equivalent in the spatial case to the near-field regime as described in Ref. 11.
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Ghost imaging allows to image an object without directly seeing this object. Originally demon-
strated in the spatial domain using classical or entangled-photon sources, it was recently shown
that ghost imaging can be transposed into the time domain to detect ultrafast signals with high
temporal resolution. Here, using an incoherent supercontinuum light source whose spectral
fluctuations are imaged using spectrum-to-time transformation in a dispersive fiber, we exper-
imentally demonstrate magnified ghost imaging in the time domain. Our approach is scalable
and allows to overcome the resolution limitation of time-domain ghost imaging. © 2016 Optical
Society of America

OCIS codes: (110.1758) Imaging systems, computational imaging; (110.6915) Imaging systems, time imaging; (320.6629)
Ultrafast optics, supercontinuum generation.

http://dx.doi.org/10.1364/optica.XX.XXXXXX

1. INTRODUCTION

Ghost imaging allows the indirect retrieval of the image of an
object illuminated by a spatially-structured pattern. The image
is obtained from the correlation between the spatially-resolved
structured illumination pattern and the total intensity transmit-
ted through (or reflected by) the object [1, 2]. Ghost imaging has
been extensively studied in the spatial domain since the mid-
1990s, using various types of light sources ranging from spatially-
entangled photons sources [2–6] to spatially incoherent classical
light sources [2, 7–11] and, more recently, pre-programmed il-
lumination by a spatial light modulator [12]. More advanced
schemes based on multiplexing have also been demonstrated
to reduce the acquisition time [13] or to image objects which
vary slowly with time[14]. Compared to standard imaging tech-
niques, a unique property of ghost imaging is its insensitivity
to distortions that may occur between the object and the single-
pixel detector that only measures the total transmitted (or re-
flected) intensity [15, 16]. This inherent insensitivity to external
perturbations makes ghost imaging particularly appealing for
long range applications such as e.g. LIDAR or atmospheric sens-
ing. Recently, exploiting space-time duality in optics [17–20],
ghost imaging was transposed into the time domain to pro-
duce the image of an ultrafast signal by correlating in time the

intensity of two light beams, neither of which independently car-
ried information about the signal [21]. Significantly, it was also
demonstrated that the technique is insensitive to distortion that
the signal may experience between the object and the detector
e.g. due to dispersion, nonlinearity, or attenuation. A poten-
tial important limitation of ghost imaging in the time-domain
is the finite resolution determined by the fluctuation time of
the random light source and/or the speed of the detection sys-
tem that measures the random intensity fluctuations. Here, we
improve significantly the resolution of ghost imaging in the time-
domain by reporting a new proof-of-concept experimental setup
that allows to generate a magnified ghost image of an ultrafast
waveform. Our approach is inspired by shadow imaging in the
spatial domain and builds on the dispersive Fourier transform
of the fast flucutuations of an incoherent supercontinuum (SC).
Dispersive Fourier transform uses the group-velocity dispersion
of optical fibers to convert into the time domain spectral fluc-
tuations [22], and it has been successfully applied in the past
to single-shot spectral studies of nonlinear instabilities in fiber
optics [23], or to perform analog-to-digital conversion and dy-
namic imaging [22]. By improving significantly the resolution of
time-domain ghost imaging, our results open a new avenue to
blindly detect and magnified ultrafast signals.
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Fig. 1. Operation principle of (a) standard time-domain ghost
imaging, and (b) magnified time- domain ghost imaging. The
ghost plane is defined in the reference arm as the equivalent
of the object plane (which is, by definition, located in the test
arm), such that the dispersion accumulated by the light be-
tween the source and the ghost plane is equal to the disper-
sion accumulated between the source and the temporal object.
I = light intensity. T = transmission of an intensity modula-
tor (= object). C = correlation function (see Materials and Meth-
ods section).

2. MAGNIFIED TIME-DOMAIN GHOST IMAGING USING
DISPERSIVE FOURIER TRANSFORM

In time-domain ghost imaging, the fast temporal fluctuations
of an incoherent light source are divided between a test arm
where a temporal object modulates the intensity fluctuations
of the source, and a reference arm where the fluctuations are
resolved in real time in the image plane [21] (i.e. the plane
of the detector, see Fig. 1). By correlating the time-resolved
fluctuations from the reference arm with the total (integrated)
power transmitted in the test arm, a perfect copy of the temporal
object can be retrieved (see Fig. 1a). The temporally incoherent
light source may be a quasi-continuous wave source with a
fluctuation time inversely proportional to the source bandwidth,
or a pulsed source with large intensity variations within a single
pulse and from pulse to pulse [24]. The correlation is calculated
from multiple measurement synchronized with the temporal
object. Note that the average intensity profile of the source over
the measurement time window does not affect the ghost image.
However, if the magnitude of the source intensity fluctuations
varies over the duration of the temporal object (which can be the
case especially for a pulsed source), the ghost image is distorted
and requires post-processing correction [24].

In order to obtain a magnified ghost image, the temporal fluc-
tuations of the source in the reference arm must be magnified
[24] whilst in the test arm one only needs to measure the total
(integrated) intensity with no modification compared to stan-
dard time-domain ghost imaging (see Fig. 1b). Magnification
of the source fluctuations can be, in principle, obtained using a
time lens system [25–27]. However, time lens systems generally
require complicated schemes to impose the necessary quadratic
chirp onto the signal to be magnified and typically operate only

at a fixed repetition rate with limited numerical apertures.
A more straightforward approach consists in using spectrum-

to-time transformation of the random shot-to-shot spectral fluc-
tuations of a pulsed incoherent light source as illustrated in Fig.
2. Because the SC is incoherent, the characteristic frequency of
the spectral fluctuations is well-approximated by ∆ωc ≈ 1/∆T0
where ∆T0 is the average duration of the SC pulse. These spec-
tral fluctuations are first converted into the time domain using a
dispersive fiber with total dispersion β2La, resulting in pulses
with (intra-pulse) temporal fluctuations τGP

c ≈ |β2|La/∆T0 at
the ghost plane (defined as the equivalent of the object plane
in the reference arm, see Fig. 1). These fluctuations are then
divided between the test arm where the temporal object is lo-
cated and the reference arm where they are stretched further in
another dispersive fiber with total dispersion β2Lb. The fluctua-
tion time at the image plane (i.e. after propagation in the second
dispersive fiber of length LB) is τ IP

c ≈ |β2|(La + Lb)/∆T0 , such
that the temporal fluctuations in the image plane are magnified
by a factor M = (β2La + β2Lb)/β2La = 1 + Lb/La compared to
the fluctuations in the ghost plane (see Fig. 2a).

By correlating the magnified random fluctuations measured
in the reference arm with the total transmitted intensity through
the object in the test arm, one then directly obtains an M-time
magnified image of the temporal object. The initial duration
∆T0 of the SC pulses is finite such that each time instant in the
ghost plane (and, equivalently in the test arm, each time instant
of the temporal object) actually includes the contribution from
several spectral components. These spectral components propa-
gate to the image plane with different group-velocities due to
dispersion (see Fig. 2b), which results in a "temporal blur effect"
that limits the resolution of the imaging system. The temporal
blur is defined as the delay τs, in the image plane, between the
frequencies corresponding to the temporal edges of the initial
SC pulses and contributing to the same time instant in the ghost
plane (see Supplement 1). Basic geometric considerations in Fig.
2b) show that:

τs =
Lb
La

∆T0 = (M− 1)∆T0 (1)

For each SC pulse i, the oscilloscope records a pair of measure-

ments: the magnified fluctuations I(i)ref(t), and the total intensity

transmitted through the electro-optic modulator I(i)test. This pair
is recorded N times, and the normalized correlation function
which produces the ghost image is then calculated according to:

C(t) =

〈
∆I(i)ref(t) · ∆I(i)test

〉

√√√√
〈[

∆I(i)ref(t)
]2
〉〈[

∆I(i)test

]2
〉 (2)

where 〈〉 represents the ensemble average over the N realizations
(i = 1 . . . N), and ∆I(i) = I(i) −

〈
I(i)
〉
.

3. EXPERIMENTAL SETUP

The experimental setup is illustrated in Fig. 3a). The light
source is a spectrally filtered incoherent SC with large shot-
to-shot spectral fluctuations. It is generated by injecting 0.5-
ns pulses produced by an Erbium-doped fiber laser (Keopsys
PEFL-KULT) operating at 1547 nm with 100-kHz repetition rate
into the anomalous dispersion regime of a 6-m long dispersion-
shifted fiber (Corning ITU-T G.655) with zero-dispersion at 1510
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and bandwidth of the SC pulses, respectively. ∆TGP, and ∆T IP represent the duration of the SC pulses at the ghost and image
planes, respectively. τGP
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edges of the initial SC pulses and temporally overap in the ghost plane.
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nm. The spectral components of the resulting SC below 1550 nm
are filtered out with a long-pass filter to obtain a relatively flat
specturm. The average power of the SC is then reduced with
an attenuator (Thorlabs VOA50-FC) to avoid any nonlinear pro-
cesses that may occur during further propagation in an optical
fiber.

The spectral fluctuations are converted into the time domain
using an SMF-28 fiber of length La = 2.5 km and dispersion
parameter β2 = −20 ps2/km at 1550 nm. They are then split be-
tween the test and reference arm with a 50/50 coupler. In the test
arm, the temporal object is the transmission of a zero-chirp 10-
GHz-bandwidth electro-optic modulator (Thorlabs LN81S-FC)
driven by a programmable nanosecond pulse generator (iC-
Haus iC149). It consists of two 0.75-ns pulses with different
amplitudes, spanning a total duration of 3.5 ns. In the reference
arm, the temporal fluctuations are magnified with an additional
SMF-28 fiber of length Lb = 10 km.

The detector in the test arm is a 5-GHz InGaAs photodiode
(Thorlabs DET08CFC/M) whose response is integrated over
5 ns, such that the effective bandwidth is equal to 0.2 GHz only
and the temporal profile of the object cannot be resolved in the
test arm. The detector in the reference arm is a 1.2-GHz InGaAs
photodiode (Thorlabs DET01CFC). The intensities measured by
the two detectors are recorded by a real-time oscilloscope (Tek-
tronix DSA72004). The detection bandwidth was intentionally
limited to 625 MHz (with a sampling rate of 6.25 GS/s). Thus,
the effective response time of the detection system that measures
the fluctuations in real time in the reference arm is τd = 1.6 ns.

4. RESULTS AND DISCUSSION

Initially (i.e. immediately after the spectral filtering stage), the
SC has a bandwidth of 80 nm and the average duration of the
SC pulses ∆T0 was measured to be less than 200 ps. Note that
the duration of the SC after filtering is shorter than the original
pump pulses. At the ghost and object planes (i.e. after the first
2.5-km dispersive stage), the average duration of the SC pulses
∆TGP was measured to be c.a. 4 ns. The standard deviation of
the magnitude of the fluctuations is nearly constant over this
time span (see the dotted black curve in the inset of Fig. 3b),
such that the ghost image will not be distorted. At the image
plane (i.e. after the second 10-km dispersive stage), the average
duration of the SC pulses ∆TIP was measured to be c.a. 20 ns, a
5 times increase compared to the original duration, as expected.

The correlation C(t) calculated over N = 100 000 SC pulses
allows us to construct a ghost image magnified by a factor of
M = 5, as shown in Fig. 4. In this figure, we compare the
ghost image with the original temporal object measured directly
with a continuous-wave laser and 5-GHz photodiode (Thorlabs
DET08CFC/M) and magnified 5 times through post-processing.
We can see excellent agreement, both in terms of duration and
amplitudes ratio of the object pulses, confirming the 5-time mag-
nification factor of the object duration in the ghost imaging
configuration.

There are some constraints which needs to be considered for
optimum resolution of the temporal object. Firstly, the time span
of the fluctuations in the ghost plane (i.e. the duration of the SC
pulses after the first dispersive fiber ∆TGP) needs to be longer or
equal to that of the temporal object to be retrieved. This criterion
is actually satisfied in our experiment, since ∆TGP ≈ 4 ns and
the total duration of the object is only 3.5 ns. Secondly, the
characteristic fluctuation time within each SC pulse at the ghost
plane τGP

c needs to be shorter than the shortest object detail that

one wishes to resolve. The temporal resolution τR of the imaging
scheme is then determined by the combination of (i) the time
response τd of the detection system, (ii) the characteristic time
τGP

c of the random intensity fluctuations in each SC pulse at the
ghost plane, and (iii) the initial duration∆T0 of each SC pulse (i.e.
before the spectrum-to-time transformation) which induces a
temporal blur τs = (M− 1)∆T0 in the image plane, as discussed
in the previous section (see Fig. 2b). The overall resolution can
then be approximated as

τR =

√( τd
M

)2
+
(
τGP

c
)2

+
( τs

M

)2
(3)

The resolution of the magnified ghost imaging system is illus-
trated in Fig. 5 as a function of the initial SC pulse duration ∆T0
and for different values of the magnification factor. We can see
that, for short initial durations (≤ 1 ps), it is the fluctuation time
at the ghost plane τGP

c that determines the overall resolution of
the imaging system. In contrast, for long SC pulse durations
(≥ 100 ps), it is the time delay τs between the SC frequencies at
the image plane that sets the temporal resolution. The response
time of the detection system τd only has an effect for small mag-
nification factors. The temporal resolution τR in the results of Fig.
4 is estimated to be 360 ps, determined both by the resolution
of the detection system in the reference arm τd = 1.6 ns and by
the temporal spreading of the SC frequencies in the image plane
τs ≈ 0.8 ns, the fluctuation time of the SC pulses at the ghost
plane τGP

c ≈ 0.3 ps having a negligible influence. The resolution
of the imaging system is therefore improved by a factor τd/τR
approximately equal to the magnification factor M compared to
the standard ghost imaging setup.

5. CONCLUSIONS

Using dispersive spectrum-to-time transformation of the fluctu-
ations of an incoherent supercontinuum we have demonstrated
ghost imaging with magnification in the time domain. This ap-
proach can pave the way for overcoming the limited resolution
of the standard time-domain ghost imaging whilst requiring
only simple modifications of the experimental setup. We em-
phasize that the magnified approach demonstrated here is also
insensitive to any distortion that would affect the light field after
the object. Our results open novel perspectives for dynamic
imaging of ultrafast waveforms with potential applications in
communications and spectroscopy.
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