
MEERI MÄKINEN

Functionality of Brain in a Dish
Methods and study 

of electrophysiological phenomena 
in human pluripotent stem 

cell-derived neural networks

Acta Universitatis Tamperensis 2391

M
EER

I M
ÄKIN

EN
       Functionality of Brain in a D

ish 
AU

T 2391



MEERI MÄKINEN

Functionality of Brain in a Dish 

Methods and study 
of electrophysiological phenomena 

in human pluripotent stem 
cell-derived neural networks

ACADEMIC DISSERTATION
To be presented, with the permission of

the Faculty Council of  the Faculty of  Medicine and Life Sciences 
of  the University of  Tampere,

for public discussion in the Jarmo Visakorpi auditorium 
of  the Arvo building, Arvo Ylpön katu 34, Tampere, 

on 20 July 2018, at 12 o’clock.

UNIVERSITY OF TAMPERE



MEERI MÄKINEN

Functionality of Brain in a Dish 

Methods and study 
of electrophysiological phenomena 

in human pluripotent stem 
cell-derived neural networks

Acta Universi tati s  Tamperensi s  2391
Tampere Universi ty  Pres s

Tampere 2018



Reviewed by 
Assistant Professor Joost le Feber
University of Twente
The Netherlands
Docent Sari Lauri
University of Helsinki
Finland

Supervised by 
Supervised by
Docent Susanna Narkilahti
University of Tampere
Finland
PhD Laura Ylä-Outinen
University of Tampere
Finland

Acta Universitatis Tamperensis 2391 Acta Electronica Universitatis Tamperensis 1900
ISBN 978-952-03-0776-9 (print) ISBN 978-952-03-0777-6 (pdf )
ISSN-L 1455-1616 ISSN 1456-954X
ISSN 1455-1616 http://tampub.uta.fi

Suomen Yliopistopaino Oy – Juvenes Print
Tampere 2018

441   729
Painotuote

The originality of this thesis has been checked using the Turnitin OriginalityCheck service 
in accordance with the quality management system of the University of Tampere.

ACADEMIC  DISSERTATION
University of Tampere, Faculty of Medicine and Life Sciences 
Finland

Copyright ©2018 Tampere University Press and the author

Cover design by
Mikko Reinikka



 
 

  

 

 

 

 

 

 

 

 

 

“… (as any youthful study, it was poor and inclomplete, but 
demonstrated good intentions and a love of research) …” 

~ Santiago Ramón y Cajal 
  



 
 

 
  



 
 

ABSTRACT 

The brain consists of electrically active circuits that carry out the functions of 

human cognition. These circuits are formed during development via structural and 

functional brain development. Our understanding of how the functional aspect 

arises from the cellular components remains incomplete. In vitro neuronal networks 

derived from human pluripotent stem cells (hPSCs) can be harnessed to repeat 

several key steps of structural brain development. Furthermore, hPSC-derived 

neurons are able to capture the development of functionality on an individual level 

and have been shown to display features of network activity.  

The aim of this thesis was to aid the understanding of human specific cellular 

physiology underlaying network activity formation during neural development and 

generation of abnormal brain functions by studying the spontaneous emergence of 

network activity patterns in hPSC-derived neural networks. For studying the 

immature physiological properties of hPSC-derived neurons in the context the 

emerging network activity patterns, new experimental and analytical tools were 

developed. 

In this thesis, hPSC-derived neural networks were characterized on 

morphological and molecular levels to ensure the generation of neural cells. 

Furthermore, the emergence of network activity patterns and the underlaying single 

neuron activity was investigated with microelectrode arrays (MEAs), calcium 

imaging and patch-clamp technique. To enhance the recordings of neural activity 

the effects of area and volume restriction by microfluidic devices were investigated. 

To asses the physiological properties of single neurons in the context the emerging 

network activity patterns, calcium imaging was combined with MEA measurements 

while performing pharmacological manipulations. Furthermore, new analytical 

tools for improving activity detection on MEAs and for collecting large scale single 

cell activity data from calcium imaging were developed and tested.  

The activity measurements of hPSC-derived neural networks were found to be 

improved by restricting the growth area and volume. The developed analysis 

methods allowed two powerful measurement methods to be combined, providing 

improved temporal and spatial resolution. Furthermore, the hPSC-derived 



 
 

networks were found to recapitulate general as well as species-specific features and 

mechanisms of network activity pattern development. 

In conclusion, hPSC-derived networks in combination with the developed tools 

will be a valuable system for unraveling the detailed mechanisms of the formation 

of abnormal brain functions in the future studies. 
  



 
 

TIIVISTELMÄ 

Ihmisaivot koostuvat sähköisesti aktiivisista verkostoista. Nämä verkostot ovat 

aivotoimintamme perusta ja ne saavat alkunsa jo ennen syntymää. Aivojen 

kehityksen aikana ensimmäiset verkostot muodostuvat yksittäisistä hermosoluista. 

Samaan aikaan aivojen rakenne ja sähköinen toiminta muuttuvat vaiheittain. Emme 

kuitenkaan täysin ymmärrä kuinka yksittäisten hermosolujen toiminta johtaa 

aivotoimintaan. Tätä voidaan tutkia laboratoriossa, kasvattamalla hermosoluja 

ihmisperäisistä kantasoluista. Näin kasvatetut hermosolut muistuttavat ominai-

suuksiltaan hermosoluja, joita voidaan löytää kehittyvistä aivoista eri vaihessa. 

Tämän lisäksi ihmisperäisistä kantasoluista tuotetut hermosolut kykenevät 

tuottamaan sekä yksittäin, että verkostona sähköistä aktiivisuutta.  

Tämän väitöskirjan tavoitteena oli tutkia tarkemmin miten ja millaista sähköistä 

aktiivisuutta ihmisperäisistä kantasoluista kasvatetuissa hermoverkoissa muodostuu 

ja näin auttaa meitä tulevaisuudessa ymmärtämään kuinka aivotoiminta muodostuu 

terveissä ja sairaissa aivoissa. Tavoitteena oli myös selvittää eroja ihmisen ja eläinten 

aivotoiminnan kehittymisen välillä. Jotta hermosolujen kehittyviä sähköisiä 

ominaisuuksia voitiin seurata samaan aikaan kun mitattiin laajemman verkoston 

ominaisuuksia, kehitettiin väitöskirjassa uusia koe- ja analyysityökaluja.  

Tässä väitöskirjatyössä varmistettiin ensin, että ihmisperäisistä kantasoluista 

kasvatetut solut todellakin olivat hermosoluja. Tämä suoritettiin tarkastelemalla 

solujen muotoa, sekä niissä esiintyviä proteiineja. Tämän lisäksi hermosolujen ja 

hermoverkkojen sähköistä aktiivisuutta ja sen kehittymistä seurattiin. Seuraaminen 

toteutettiin mittaamalla sähköistä aktiivisuutta useasta hermosolusta samaan aikaan 

mikroelektrodihilalla (MEA) tai kuvaamalla tiheään kalsiumionipitoisuusherkällä 

väriaineella värjätyä hermoverkkoa (kalsiumkuvannus). Yksittäisten hermosolujen 

solukalvon sähkönjohtavuuden muutoksia mittattiin solun sisään asetettavalla 

elektrodilla (patch clamp). Hermosolujen aktiivisuusmittausten tehostamiseksi, 

selvitettiin kasvattaako hermosolujen kasvupinta-alan ja nestetilavuuden rajoitus 

mittausherkkyyttä. Sähköisen toiminnan muodostumista tarkisteltiin yhdistämällä 

MEA-mittaukset ja kalsium-kuvannukseen, jotta voitaisiin selvittää kuinka 

yksittäisten hermosolut toimivat suhteessa verkoston toimintaan. Lisäksi verkostoja 

altistettiin erilaisille toimintaa häiritseville aineille, jotta saataisiin tarkempaa tietoa 



 
 

siitä mitkä hermosolujen ominaisuudet ovat kriittisiä koko verkoston toiminnan 

kannalta. Väitöskirjatyön aikana kehitettiin ja testatiin uusia analyysiohjelmistoja, 

jotta voitaisiin tarkemmin erotella sähköistä aktiivisuutta MEA elektrodien 

mittaamasta signaalista, ja jotta voitaisiin automaattisesti tunnistaa ja päätellä 

kalsiumkuvannuksen tuottamista kuvasarjoista yksittäisten hermosolujen ja verkos-

ton aktiivisuutta. 

Hermosolujen kasvupinta-alan ja nestetilavuuden rajoituksen havaittiin lisäävän 

mittauksissa näkyvää aktiivisuutta. Avuksi kehitetyt analyysiohjelmistot mahdol-

listivat toisiaan täydentävän datan tuottamisen yhtäaikaisista MEA- ja kalsium-

kuvannusmittauksista. Lisäksi sähköisen aktiivisuuden ja häiritsevien aineiden 

vaikutuksien tarkastelu paljasti  ihmisperäisille hermoverkoille ominaisia piirteitä, 

mutta myös piirteitä, joita on havaittu muiden eliöiden aivojen kehityksen aikana. 

Loppupäätelmänä voidaan sanoa, että ihmisperäististä kantasoluista kasvatetut 

hermoverkot ja kehitetyt mittaus- ja analyysityökalut muodostavat kokonaisuuden, 

joka tulevaisuudessa mahdollistaa aivoaktiivisuuden ja siihen vaikuttavien tekijöiden 

takana olevien yksityiskohtien selvittämisen.  
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1 INTRODUCTION 

The brain consists of electrically active circuits that carry out the functions of human 

cognition. These circuits are formed during development via a series of interacting, 

and partially overlapping, iterative biological processes of structural and functional 

brain development. Our understanding of how the functional aspect arises from the 

structural components remains incomplete. Understanding the functional aspect of 

normal human brain development can potentially provide insight into understanding 

the genesis of human neuropathologies. 

The cellular and functional brain development has been excessively studied in 

rodents. However, the replication of human disease phenotypes in animal models has 

been questioned. The difficulty of replicating the functional changes can arise from 

the differences in the underlying cellular components, which has been observed 

recently. Thus, to understand the generation of clinical phenotypes manifesting as 

changes in functionality, it is essential to develop human cell models. 

In vitro neuronal networks derived from human pluripotent stem cells (hPSCs) can 

be harnessed to model the developmental phases of structural brain development and 

should be investigated as an in vitro human model for replicating the functional 

changes. Furthermore, hPSC-derived neurons are able to capture the development of 

functionality on an individual level and have been shown to display features of 

network activity. Thus, studying the emergence of network activity patterns in hPSC-

derived neural networks can improve the understanding of the human specific cellular 

mechanisms underlaying the network activity formation during neural development 

and generation of abnormal brain functions. However, current experimental and 

analytical tools for studying the immature physiological properties of hPSC-derived 

neurons in the context the emerging network activity patterns have been unable to 

provide answers. 
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2 LITERATURE REVIEW 

The human brain is arguably the most complex functional structure among all living 

organisms. However, the mechanisms leading to this complexity and the reasons 

behind brain malfunctions remain incompletely understood. One of the main 

contributors to this lack of knowledge is the poor experimental accessibility of the 

embryonic human brain. Another reason is the lack of technologies to study all of the 

temporal and spatial scales of its activity. 

2.1 Brain development 

Brain development can be divided into the intertwined processes of structural and 

functional brain development. During structural brain development the 

cytoarchitechture of the brain is generated by cell differentiation, division and 

migration. This process consists of specification of the neuroectoderm, formation of 

the neural tube and ventricles, production of neuronal precursors, sequential 

generation of different populations of neurons and glia as well as their migration. 

Simultaneously, the functional brain development takes place and gives rise to the the 

circuits of the brain.  The formation of functional neuronal circuits relies on neurite 

outgrowth, electrophysiological maturation and synaptogenesis. Structural and 

functional brain development are jointly regulated by genetic programs and 

surrounding gradients of signaling molecules, each with inhibitory or activating roles.  

2.1.1 Structural brain development 

The formation of the nervous system begins with the specification of the 

neuroectoderm. During this process, ectodermal cells are induced to neural lineage 

cells. These cells are known as neuroepithelial progenitors and they give rise to neural 

cells via differentiation (Muñoz-Sanjuán and Brivanlou, 2002; Weinstein and 

Hemmatibrivanlou, 1999).   
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Next, the neuroectoderm folds into the neural tube. The neural tube results from 

the self-organization of neuroepithelial progenitor cells (Zhang and Jiao, 2015). 

Following the formation of the neural tube, the rostral part of the neural tube bulges 

into three vesicles that will develop into the forebrain, midbrain, and hindbrain (Jessell 

and Sanes, 2000; Rash and Grove, 2006; Rhinn et al, 2006; Stern, 2001). These vesicles 

are delineated by neural precursors that arise from the neuroepithelial progenitor cells 

(Jessell and Sanes, 2000; Kornack and Rakic, 1995). 

Finally, the neuronal precursors generate different populations of neurons and glia, 

in neurogenesis and gliogenesis, respectively. During this final differentiation step, the 

neural precursors undergo a sequential shift in their differentiation potency, generating 

the birthdate-linked neuronal populations of the various layers (Eckler et al., 2015; 

Frantz and McConnell, 1996; Gao et al., 2014; Guo et al., 2013). Furthermore, some 

neurons, such as inhibitory GABAergic neurons, are generated in specific locations of 

the developing brain tissue (McManus et al, 2004; Monk et al, 2001). Simultaneously 

to neurogenesis, the astrocytes are created in gliogenesis (Shen et al., 2006). This 

process intensifies as the neural precursors shift in their differentiation capacity.  

Postmitotic neurons migrate outwards and form the layered structure of the brain 

in an inside-out manner, from the deeper layers to the more superficial ones in several 

different brain areas (Kornack and Rakic, 1995). Following the final cell division, 

neuronal cells mature and obtain their functional properties.  

2.1.2 Functional brain development  

Simultaneously to the generation of cytoarhitechture, the functionality of the brain 

emerges as patterns of electrical and calcium level activity (Allene and Cossart, 2010; 

Owens and Kriegstein, 1998). On the individual neuron level, the electrophysiological 

properties required for action potential firing mature. Action potential firing is 

required in the nervous system for carrying signals from one end of the neuron, the 

dendrite, to the other, the axon. The action potential is generated by voltage-gated ion 

channels on the neuronal cell membrane. Furthermore, for carrying signals across the 

nervous system, the neurons need to communicate with each other, carrying the signal 

from one neuron to another. The signal between neurons is transferred via synapses. 

Synapses can be electrical, connecting the insides of two neurons, or chemical. In 

chemical synapses, the presynaptic neuron releases neurotransmitters to the synaptic 

cleff and the postsynaptic receiving neuron reacts to the released neurotransmitters via 

neurotransmitter receptors also known as ligand-gated ion channels. 
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Neurotransmitters can encourage or discourage the postsynaptic neuron to fire action 

potentials and are called excitatory or inhibitory, respectively. On the individual 

neuron level, newborn neurons extend processes to form synaptic connections and 

express synaptic receptors. Synaptogenesis begins earlier in the deeper layers than in 

the more superficial ones. Thus, the earliest synaptic connections are formed by the 

earliest born neurons and are modiefied by the constant arrival of younger neurons 

(Bystron et al, 2008; Supèr et al, 1998). 

As the maturation of both neuronal cell membrane properties and synapses 

proceeds during development, synchronous activity is generated as electrical and 

calcium level patterns. The properties of network activity pattern depend on the 

degree of network maturation (Kamioka et al., 1996) arising from the the maturity and 

connectivity of the neurons (Arnold et al., 2005; Ivenshitz and Segal, 2010; Latham et 

al., 2000), the excitatory/inhibitory neurotransmitter balance (Brunel and Wang, 2003), 

and the pacemakers within a neuronal network (Bazhenov et al., 2008; Latham et al., 

2000). However, for the most part, the detailed mechanisms behind network activity 

patterns remain unclear (Barrnet et al., 2014). 

2.1.2.1 Initial asynchronous activity 

The earliest functionality emerges as uncorrelated activity. Initial asynchronous 

activity is generated by the earliest born neurons in the proliferative ventricular zone 

(VZ) and post-migratory marginal zone (MZ). The asynchronously active newborn 

neurons have immature membrane physiology and are thus unable to produce sodium 

conductances required for action potentials (Crépel et al., 2007). The uncorrelated 

activity is generated by asynchronous calcium transients and requires calcium release 

from intracellular stores (Owens et al., 2000).  

2.1.2.2 Emergence of correlation 

Next, a pattern of synchronous plateau assemblies (SPAs) emerges as the amount 

of neurons with uncorrelated activity decreases. SPAs are synchronous activity 

between a fraction of neurons (~20%, Crépel et al., 2007; Garaschuk et al., 1998; 

2000; Allene et al., 2008; 2012; Corlew et al., 2004; Sun and Luhmann, 2007). SPAs are 

formed by synchronously occurring long-lasting calcium plateaus (duration: 9s, 

occurrence: 0.02 Hz) (Crépel et al., 2007). These correlated calcium elevations arise 

from synchronous membrane depolarizations and single-neuron bursting (Crépel et 

al., 2007; Alléne et al., 2008; 2012). Correlated activity emerges as the neural 

membrane physiology matures and neurons extent neurites.  
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SPAs depend on gap junctions and action potential generation (Crépel et al., 2007; 

Alléne and Cossart, 2010; Blankenship and Feller, 2010; Dupont et al., 2006; Kilb et 

al., 2011; Sun and Luhmann, 2007). The emergence of SPAs occurs parallel to the 

emergence of neurons with mature sodium conductance required for action potentials. 

These neurons initially fire action potentials asynchronously. Eventually gap junction 

formation between action potential firing and less mature neurons synchronizes 

activity into SPAs (Crépel et al., 2007). Electrical coupling by gap junctions mediates 

synchrony by passing changes in membrane potential directly from one cell to another 

via connexin formed electrical synapses (Schuchmann et al., 2006). SPAs occur 

independently of chemical synapses but, SPA participating neurons are exhibiting 

functional GABA receptors.  However, despite the excitatory GABA response, 

GABA inhibits the generation of SPAs (Crépel et al., 2007). In adult tissue GABA is 

inhibitory neurotransmitter produced by GABAergic interneurons, and the 

developmental excitatory effects are due to reversed chloride gradient (Ben-Ari et al., 

1989, 2002, 2007).  

2.1.2.3 Network oscillations 

Along the decrease of neurons participating in SPAs, a larger amount of neurons 

begins to participate in large-scale synchronized calcium transient waves and early 

network oscillations (ENOs) (Garaschuk et al., 1998; Weissman et al., 2004; Alléne 

and Cossart, 2010; Owens and Kriegstein, 1998). The activity pattern generated by SP 

neurons in the proliferating and neurogenic VZ (Dupont et al., 2006; Hanganu et al., 

2009), and by Cajal-Retzius neurons in the post-migratory MZ (Schwartz et al., 1998; 

Aguiló et al., 1999; Allene and Cossart, 2010; Owens and Kriegstein, 1998). ENOs 

occur at low frequency (< 0.01 Hz) and consist of shorter burst of activity than SPAs, 

but are more regular and include more neurons (Khazipov et al., 2004; Kilb et al., 

2011; Yang et al., 2010; Alléne et al., 2008; Garaschuk et al., 2000). ENOs are 

correlated to electrical changes in the field potential and increase of multiunit activity 

(Allené et al., 2008).  

Similar to SPAs ENOs rely on action potentials and voltage-gated calcium 

channels (Corlew et al., 2004). In addition, ENOs are the first activity pattern relying 

on chemical synapses. ENOs emerge simultaneously with chemical synaptic 

mechanisms that are suppressing the expression of of SPAs (Crépel et al., 2007). The 

SP and MZ neurons, however, express different receptors, with SP neurons 

expressing functional nicotinic, muscarinic, glycine receptors (Hanganu and Luhmann, 

2004; Kilb et al., 2008; Hanganu et al., 2009) and Cajal-Retzius neurons expressing 

AMPA and NMDA receptors (Garaschuk et al., 2000; Corlew et al., 2004; McCabe et 
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al., 2006). The synchrony in MZ is driven mostly by NMDA receptors with minor 

participation from AMPA receptors (Garaschuk et al., 2000; Corlew et al., 2004; 

McCabe et al., 2006). Both populations of neurons are expressing functional GABAA 

receptors (Hanganu et al., 2001; 2002; Aguiló et al., 1999) with excitatory response 

triggering action potentials (Kilb et al., 2002; Rheims et al., 2008; Cosgrove and 

Maccaferri, 2012; Sava et al., 2014). 

2.1.2.4 Giant depolarizing potentials 

 

ENOs gradually decrease in their occurrence and occurrence of giant depolarizing 

potentials (GDPs) increases (Allene et al., 2008). GDPs involve even larger numbers 

of neurons (up to 80%) and occur at much higher rates (0.1 Hz) (Ben-Ari et al., 1989; 

Allene et al., 2008; Allene and Cossart, 2010). GDPs are associated with synchronous 

calcium transient oscillations of faster kinetics (Allène et al., 2008; Ben-Ari et al., 1989, 

Khazipov et al., 2001; Garaschuk et al., 1998; Crépel et al., 2007). Neurons 

participating in GDPs generate the calcium transients with bursts of action potentials 

superimposed on strong membrane depolarizations (~1 s) (Allene and Cossart, 2010). 

Similar to ENOs GDPs are associated to field potential changes and even further 

increase in multiunit activity (Allene et al., 2008).  

As the network activity pattern transition from SPAs to GDPs, GABAergic 

interneurons mature in their morphological and physiological properties (Allene et al., 

2012). GDPs are strongly dependent on depolarizing GABAA receptor-mediated 

transmission and partially on glutamatergic transmission via AMPA/NMDA receptor 

(Allene et al., 2008). GDPs eventually disappear as GABAergic transmission matures 

and GABA changes from excitatory to inhibitory (Ben-Ari et al., 1989; Garaschuk et 

al., 1998; Tyzio et al., 2007). The change in the action of GABA arises from reversal 

of chloride gradient via increased expression of chloride transporter KCC2 (Rivera et 

al., 1999; Khazipov et al., 2004; Blaesse et al., 2009). 

2.1.2.5 Role of synchronous activity 

 

In clinical neuroscience, a range of disorders associated with early network 

dysfunction occur as developmental “oscillopathies” (Inta et al., 2011; Lisman et al., 

2008; Uhlhaas and Singer, 2011). During development, synchronous activity appears 

spontaneously before the availability of external stimulus inputs from sensory organs 

(Moody and Bosma, 2005). Synchronous activity has been shown to affect neuronal 
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survival, migration, and differentiation (Allene and Cossart, 2010; Owens and 

Kriegstein, 1998). Furthermore, synchronous network activity has a critical role in 

development (reviewed in Moody and Bosma 2005). Synchronous activity has been 

shown to be important for the formation of synaptic connections which are the 

underlaying mechanim of functional networks (Maeda et al., 1995; Mayer et al. 2018). 

In addition, experimental and clinical evidence indicates that the early electrical activity 

measured by electroencephalography (EEG) is an important indicator of 

pathophysiological alterations at the earliest developmental stages (Vanhatalo and 

Kaila, 2006).  

2.2 Modeling the human brain development 

The series of developmental processes that lead to the formation of brain circuitries 

has been excessively studied in rodents. These studies have been carried out in vivo in 

living organisms, ex vivo in brain slices and in vitro in primary cell cultures. Each of 

these systems has their own advantages and limitations. In vivo studies are problematic 

because of their limited timeframe and requirement for anesthesia or other drug 

applications. However, the in vivo environment offers the possibility to preserve the 

cytoarchitecture of the brain as well as sensory inputs. The complex cytoarchitecture is 

also partially preserved in slice cultures (Humpel, 2015; Gähwiler et al., 1997; De Paola 

et al., 2003; Galimberti et al., 2006). As an advantage over in vivo model systems, brain 

slices allow a larger time window of observation, enabling the study of developmental 

changes in neural circuits over time (Henze et al., 2000). Furthermore, in vitro and ex 

vivo systems allow more precise pharmacological (Stoppini et al., 1997; Cho et al., 

2007; Baraban et al., 2009) and genetic experimentation Ridoux et al., 1995; Thomas et 

al., 1998; Murphy and Messer, 2001; Jansen et al., 2011). However, animal models do 

not allow for the study of human-specific development.  

2.2.1 Human-specific features of brain development 

The human brain and its development display several species-specific features. On a 

crude scale, these features can be observed in the generation of neuroanatomical 

structures and in the pace of brain development. For example, the cerebral cortex 

which performs the human-specific cognitive functions has enlarged surface, thickness 

and specific gyration patterns (DeFelipe, 2011; Lui et al., 2011). These species-specific 
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structural features are thought to arise during development from differences in the 

employed mechanisms (Bystron et al., 2008; Fish et al., 2008; Lui et al., 2011; Taverna 

et al., 2014). These mechanisms include the presence of primate-specific stem and 

progenitor cells as well as the primate-specific neuronal cell types that are generated 

during neurogenesis.   

The early progenitors cells, neuroepithelial progenitors, differ from their rodent 

counterparts (Lui et al., 2011; Taverna et al., 2014; Dehay et al., 2015) in having a 

longer period of amplification (Rakic, 1995) and greater diversity. This diversity has 

been linked to the generation of human specific structural features in the brain 

(Kriegstein et al., 2006; Fish et al., 2008; Fietz et al., 2010; Hansen et al., 2010; Lui et 

al., 2011; Taverna et al., 2014). 

The generation of neurons from neural precursors, neurogenesis, takes also longer 

(Rakic, 1995) and produces an increased number and diversity of neurons (Rakic, 

1995; Nimchinsky et al., 1999; Hill and Walsh, 2005; Roth and Dicke, 2005; Bystron et 

al., 2006; Lui et al., 2011). Some of the neurons generated from these precursors are 

primate-specific and not found in rodents (Clowry et al., 2010).  

Human neurons also display prolonged morphological and electrophysiological 

maturation (Muguruma et al., 2010; 2015; Kriks et al., 2011; Muguruma and Sasai, 

2012; Shi et al., 2012; Takazawa et al., 2012; Espuny-Camacho et al., 2013; Maroof et 

al., 2013; Nicholas et al., 2013; Studer et al., 2015). During morphological and 

electrophysiological maturation, neurite outgrowth, dendritic spine maturation and 

synaptogenesis occur (DeFelipe, 2011; Petanjek et al., 2011).  

Thus, human models are needed to understand the full complexity of development 

underlying the function of the human brain. In vitro neuronal networks derived from 

human pluripotent stem cells (hPSCs) could be used to model the various 

developmental phases (Cavanaugh et al., 2014; Hunsberger et al., 2015; Pei et al., 

2016).  

2.3 Stem cell-based in vitro models  

Stem cells can be used to derive neurons and neuronal networks in an in vitro 

environment. The derivation repeats the phases of in vivo brain development, 

producing a diversity that is equivalent to that of in vivo diversity and ending in 

functional maturation of the networks. 
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2.3.1 Stem cells  

Stem cells are an unspecified cell type that has the capacity to proliferate indefinitely 

and differentiate into multiple cell types. There are two widely used types of PSCs: 

embryonic stem cells (ESCs), derived from the inner cell mass of blastocysts, and 

induced pluripotent stem cells (iPSCs), derived from differentiated adult somatic 

tissues via reprogramming. Somatic tissue reprogramming can be achieved via nuclear 

transfer, cell fusion or direct reprogramming (Hochedlinger and Jaenisch, 2006). 

Direct reprogramming is achieved by activating the expression of four pluripotency-

associated transcription factors, Oct3/4, Sox2, c-Myc, and Klf4 (Takahashi and 

Yamanaka, 2006). Pluripotent stem cells can be differentiated into the cells of any of 

the three germ layers: ectoderm, mesoderm and endoderm (Martin, 1981). 

Differenatiation into neural cells, which are of ectodermal orgin, recapitulates the 

steps of in vivo brain development, which has led to their use in various applications. 

2.3.2 Applications of hPSC-derived neurons 

PSC differentiated in vitro into neural cells have been used to study human brain 

development, neurotoxicity, human-specific effects of different biomolecules, 

neuropathology and transplantation treatments. 

PSCs can be used to study the basic mechanisms of brain development, specifically 

human brain development and its evolutionary background. PSC-derived neural 

models have revealed that the cell diversity and patterning can be recapitulated in vitro 

(Wunderlich et al., 2014). Furthermore, the intrinsic self-organization allows for the 

generation of structures that strikingly resemble human brain subregions (Muruguma 

and Sasai et al., 2012; Lancaster and Knoblich, 2014). 

hPSC-derived neural cells can also be used for drug and teratologic agent 

screenings in vitro (Dolmetsch and Geschwind, 2011; Brennand and Cage, 2012; Tabar 

and Studer 2014). Moreover, some biomolecules, such as steroids, that are effective in 

the human CNS are not as effective in rodents, and differ in their signaling 

mechanisms or expression during development (Azcoitia et al., 2011). Additionally, 

hPSC-derived neurons could be used for transplantation treatment (Oki et al., 2012; 

Lindvall, 2015). Such treatments have been shown to have functional benefits in 

animal models (Wernig et al., 2008; Hallett et al., 2015).  

hPSC-derived neural cells have been used to model neurological diseases 

(Mungenast et al., 2016). IPSCs generated from a patient carrying a mutation that is 

strongly linked to a particular phenotype allow for the study of underlying disease 
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mechanisms (Egashira et al., 2011). Several diseases depend on synaptic function and 

thus on network function, making the proper formation of networks important in 

vitro. Synaptogenesis and synaptic activity have been assessed in patient iPSC-derived 

neural cultures (Dolmetsch and Geschwind, 2011; Sandoe and Eggan, 2013). 

Additionally, in vitro, genes associated with different neuropathologies can be 

inactivated via molecular biology tools (Rubio et al., 2016). Diseases belonging to the 

neurodegenerative, neurodevelopmental and psychopathological classes have been 

modeled (Heman-Ackah et al., 2016). The studied neurodegenerative diseases include 

Parkinson’s disease (Byers et al., 2012), Huntington’s disease (Nekrasov et al., 2016), 

amyotrophic lateral sclerosis (Chestkov et al., 2014), and Alzheimer’s disease 

(Mungenast et al., 2016). Neuropsychiatric conditions include Rett syndrome 

(Marchetto et al., 2010), Timothy syndrome (Pas ̧ca et al., 2011), sporadic 

schizophrenia (Brennand et al., 2011) and Phelan–McDermid syndrome 

(Shcheglovitov et al., 2013). These studies demonstrate the possibility of using PSC-

based in vitro models to study synaptic development in the humans. However, a 

desirable in vitro model would require being able to distinguish the normal versus 

disease features in vitro. Table 1 summarizes the differences in functionality in patient 

hPSC-derived neural cultures. 

 

Table 1.  Manifestation of functionality in hPSC-based in vitro models. The table describes original 
works where functional phenotype of patient derived hPSC-derived neural cells was studied with network 
activity measurements. Studies with calcium imaging and MEA were included. The in vitro phenotype of 
the disease is listed together with functional differences observed. Functional differences in spike firing 
frequency, synchronous bursting or synchronous calcium transients, number of spikes in bursts or size of 
calcium transients and network connectivity were reported between healthy and patient derived cell lines.  

Reference 
Disease type 

(disease) 
Method Phenotype 

Functional differences 

Firing 
frequency 

Bursting 
frequency 

Spikes 
in bursts 

Connectivity 

Canals et 
al., 2015 

degenerative 
(Sanfilippo C) 

calcium 
imaging 

- - decreased decreased altered 

Vessoni et 
al., 2016 

developmental 
(Cockayne 

Syndrome B) 
MEA 

reduced 
synapse density 

decreased 
less 

synchronized 
- - 

Flaherty et 
al., 2017 

psychiatric   
(Schizophrenia) 

MEA 
altered synaptic 

gene 
expression  

increased - - - 

Nageshappa 
et al., 2016 

developmental 
(MECP2dup) 

MEA 

increased 
number of  

glutamatergic 
synapses 

increased increased - - 
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2.3.3 PSC-derived neurons recapitulate in vivo neurogenesis 

ESCs and iPSC can differentiate into ectodermal cells, including neural cells. The 

process of producing neural cells in vitro from PSCs recapitulates in vivo brain 

development described in Chapter 2.1.1 Structural brain development. Similar to in 

vivo, neural induction in vitro is a default pathway for stem cells and depends on the 

deprivation of external signals, growth factors and morphogens, and the in vitro 

differentiation of stem cells to neurons begins with the deprivation of external signals 

(Chambers et al., 2009). Additionally, the self-organization capabilities are conserved in 

vitro as neuroepithelial progenitor cells organize into structures called neural rosettes 

(Elkabetz et al., 2008; Germain et al., 2010). Neural rosettes then give rise to neural 

stem cells and precursors (Malchenko et al., 2014), which are specific to humans 

(Lancaster et al., 2013; Shi et al., 2012). The ability of neural progenitors to 

sequentially generate neurons in neurogenesis is also recapitulated during in vitro 

differentiation (Eiraku et al., 2008; Gaspard et al., 2008). Furthermore, despite the 

specific generation of inhibitory interneurons, the generation of inhibitory neurons is 

repeated in vitro (Watanabe et al., 2005; Danjo et al., 2011; Maroof et al., 2010, 2013; 

Germain et al., 2013; Hansen et al., 2013;). Also, the gliogenesis is preserved as the in 

vitro differentiated neural precursors generate astrocytes in a similar sequential manner 

(Itsykson et al., 2005; Johnson et al., 2007; Hu et al., 2010; Lappalainen et al., 2010). In 

conclusion, PSC-derived neural cultures capture several components of the in vivo 

structure. Thus, it could be expected that the functional aspects arise as well.  

2.3.4 Generation of electrical functionality in PSC-derived neural cultures 

As the neurons are generated in vivo, they begin to mature electrophysiologically as 

described in Chapter 2.1.2 Functional brain development. Initially electrophysiological 

maturation consists of the expression of voltage-gated ion channels, which allow 

neurons to fire action potentials. The in vitro differentiated PSC-derived neurons 

develop mature firing properties similar to in vivo, starting from the ablitity to produce 

abortive action potentials, then full action potentials, and finally to bursts of action 

potentials (Telezhkin et al., 2016; Gunhanlar et al., 2017; Lam et al., 2017). The 

temporal aspects of brain development are also captured, as longer culture periods 

increase the proportion of electrophysiologically mature active neurons (Shi et al., 

2012; Cornelissen et al., 2013; Nicholas et al., 2013; Rushton et al., 2013; Hartfiel et al., 

2014). Furthermore, astrocytes, from the ongoing gliogenesis or as externally supplied,   
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Table 2.  Maturation of spontaneous activity in hPSC-derived neural networks derived from different cell sources with varying differentiation methods and 
follow up times (network age). During network maturation (age), the number of active electrodes is generally observed to increase, but remain low. Similarly 
the frequency of spikes measured from the networks increases and bursts of action potentials emerge or their occurrence increases. As the networks 
mature (age), the number of spikes in bursts and the duration of bursts increases. Absolute values are listed when available.  

Reference Source Differentiation 
Network age 

(weeks) 

Active 
electrodes 

 

Firing 
frequency 

 

Bursting 
frequency 

 

Spikes in 
bursts 

 

Burst 
duration 

 

Odawara et al., 2014 hiPSC Odawara et al., 2014 1, 2, 3, 4 
increased 
< 10% 

increased - increased - 

Odawara et al., 2016 hNPC predifferentiated 2–10 
increased 

 
increased 

 
increased 

 
- - 

Kayama et al., 2018 hNPC predifferentiated - - - 6.6 / min - - 
Matsuda et al., 2018 hNPC predifferentiated 8 - 6 kHz 2 / min 12 000 8 s 

Ishii et al., 2017 hNPC predifferentiated 4 & 8 increased 
increased 

from 1 Hz to 3 
Hz 

emerged - - 

Fukushima et al., 2016 hPSC Fukushima et al., 2016 2, 5, 6, 8 
increased 
< 20% 

increased increased - - 

Vessoni et al., 2016 hiPSC Vessoni et al., 2016 5 - - emerged - - 
Heikkilä et al., 2009 hESC Nat et al., 2007 1-5 - - emerged > 5w - - 

Odawara et al., 2016 hNPC predifferentiated 10-36 - 
increased 
to 5 Hz 

increased 
1/min to 3/min 

increased 
increased 
400 ms 

Nageshappa et al., 2016 hiPSC 
Espuny-Camacho et al., 

2013 
- - - 1/min - - 

Napoli and Obeid, 2016 
human 
primary 

- up to 5 - - none - - 

Yamazaki et al., 2016 hiPSC Falk et al., 2012 7 
increased 
< 20% 

increased 
 

increased 
 

- - 

Tukker et al., 2016 hPSC Tukker et al., 2016  2 6-17% 0.083-0.33 Hz - - - 
Telezhkin et al., 2016 hiPSC Telezhkin et al., 2016 - - 2–3 Hz - - - 
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have been shown to promote functional maturation (Pfrieger and Barres, 1997; 

Johnson et al., 2007; Eroglu et al., 2009; Allen et al., 2012; Paşca et al., 2015).  

Electrophysiological maturation occurs in parallel to synaptogenesis, which is 

upregulated as the neurogenesis proceeds and proliferation decreases in hPSC-derived 

neural cultures (Odawara et al., 2016). Synaptogenesis allows individual neurons to 

connect and generate network activity patterns. The formation of synapses correlates 

with the amount of electrical activity, both of which initially increase, followed by a 

plateau in both synapse density and activity in hPSC-derived neural cultures (Ito et al., 

2013). Studies of the emergence of spontaneous activity in hPSC-derived neural 

cultures are listed in Table 2. The hPSC-derived cultures are able to form both 

GABAergic (Table 3 and Table 4) and glutamatergic (Table 5 and Table 6) synapses. 

Currently, there are no studies assessing the gap junctions in hPSC-derived neural 

networks. Thus, the framework and functional capacities of the major 

neurotransmitter systems established early in development are, for the most part, 

successfully captured in the PSC-derived neural networks. However, proper 

synaptogenesis and network formation remains debatable and requires further 

assessment. 

Similar to in vivo differentiated neurons, PSC-derived neuronal networks self-

organize to display activities that resemble those observed in the brain (Nimmrich et 

al., 2005; Illes et al., 2007; 2009; Heikkilä et al., 2009; Gullo et al., 2010). One of these 

activities is spontaneous synchronous bursting (Illes et al., 2007; 2009; Eiraku et al., 

2008; Heikkilä et al., 2009). Due to the recurrent emergence of bursting observed in 

these networks, PSC-derived neuronal networks are a good model to study the basic 

mechanisms of network activity development, such as how synchronization is 

achieved and what its underlying connectivity is. However, the in vivo parallel of 

synchronous activity observed in PSC-derived neural cultures is not known. 

Furthermore, it has not been shown if the synchronous activity transitions from one 

pattern to another in vivo are also observed in vitro. 

Uncovering the undelaying mechanisms of synchrony in hPSC-derived neural 

netoworks would contribute to the understanding of network functions and help 

elucidate the genesis of physiological and pathological activity. Thus, studying the 

mechanisms of early network function and dysfunction is of importance for both 

basic and clinical neurosciences. Furthermore, determining the mechanisms that 

mediate the network activity in hPSC-derived networks would allow us to draw 

conclusions about which in vivo activity is its parallel. 
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Table 3.  Studies of stimulation of GABAergic signaling in hPSC-derived neural networks generally 
report decreased action potential firing. The effect on bursting frequency, spikes in bursts and burst 
duration are also decreased but not frequently reported. The effect on or the number of active electrodes 
is commonly not reported. 

Reference 
Firing 

frequency 
Bursting 
frequency 

Spikes in 
bursts 

Burst 
duration 

Active 
electrodes 

Fukushima et al., 2016 decreased - - - - 

Heikkilä et al., 2009 decreased - - - - 

Yamazaki et al., 2016 decreased decreased decreased decreased - 

Tukker et al., 2016 decreased - - - - 

 

 

Table 4.  Studies of blockade of GABAergic signaling in hPSC-derived neural networks generally report 
increased firing and bursting frequency as well as increased burst durations. The reports on the effect of 
number of spikes in bursts differ. The effect on or the number of active electrodes is commonly not 
reported. 

Reference 
Pharmacological 
target receptor 

Firing 
frequency 

Bursting 
frequency 

Spikes in 
bursts 

Burst 
duration 

Active 
electrodes 

Odawara et al., 2014 GABAA increased - - - - 

Ishii et al., 2017 GABAA increased increased increased increased  

Fukushima et al., 2016 GABAA increased increased - - - 

Heikkilä et al., 2009 GABAA increased increased - - - 

Odawara et al., 2016 GABAA increased increased increased increased - 

Tukker et al., 2016 GABAA increased - - - - 

Telezhkin et al., 2016 GABAA increased - - - - 
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Table 5.  Studies of stimulation of glutamatergic signaling in hPSC-derived neural networks generally 
report increased firing frequency. The effect on bursting frequency, number of spikes in bursts, burst 
duration or the number of active electrodes is commonly not reported. 

Reference 
Firing 

frequency 
Bursting 
frequency 

Spikes in 
bursts 

Burst duration 
Active 

electrodes 

Fukushima et al., 2016 increased - - - - 

Odawara et al., 2016 increased - - - - 

Tukker et al., 2016 decreased - - - - 

Telezhkin et al., 2016 increased - - - - 

 

Table 6.  Studies of blockade of glutamatergic signaling in hPSC-derived neural networks generally 
report decreased action potential firing and decreased occurrence of bursts of action potentials. The effect 
on number of spikes in bursts, burst duration or the number of active electrodes is commonly not reported. 

Reference 
Pharmacological 
target receptor 

Firing 
frequency 

Bursting 
frequency 

Spikes in 
bursts 

Burst 
duration 

Active 
electrodes 

Odawara et al., 2014 
AMPA/kainate + 

NMDA 
silenced - - - - 

Ishii et al., 2017 
AMPA/kainate + 

NMDA 
decreased decreased - - - 

Fukushima et al., 2016 
AMPA/kainate + 

NMDA 
decreased decreased - - - 

Heikkilä et al., 2009 
AMPA/kainate + 

NMDA 
decreased silenced - - - 

Odawara et al., 2016  
AMPA/kainate + 

NMDA 
decreased silenced - - - 

2.4 Measurement of functionality in neural network cultures  

Studying early network function and dysfunction has the potential to be of major 

importance for clinical, basic and developmental neurosciences. Thus, studying the 

emergence of spatial and temporal network activity in these networks can lead to a 

better understanding of the functioning of the brain (Penn and Shatz 1999; Bi and 

Poo 2001; Zhang and Poo 2001; Hua and Smith 2004; Chiappalone et al. 2006; Göbel 

and Helmchen, 2007; Blankenship and Feller 2010; Kerschensteiner 2014). 

Synchronous network activity that produces network oscillations is of interest in 

neuroscience, as it has a role in both the development and function of adult neural 

circuits. Synchronized network activity has also been observed in vitro (Cohen et al., 

2008; Ivenshitz and Segal, 2010). Synchronized network bursts are considered an 

important parameter to assess the physiology and pathophysiology of neurons in vitro 

(Martinoia et al., 2005). 
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Studying the patterns of neuronal activity in a large population is required to 

understand the operating principles of neural circuits. The two most widely used 

methods for measuring the activity of many neurons simultaneously are multichannel 

electrophysiology and population calcium imaging.  

2.4.1 Measurement of functionality with MEA  

Recording from multiple sites across a large area simultaneously is required to resolve 

the spatiotemporal patterns of synchronous firing. This can be achieved with MEA 

measurements. In MEA measurements, the electrophysiological activity of a neural 

culture is measured via electrodes in an array. Each of the electrodes measures neural 

activity simultaneously from many neurons at high (kHz) temporal resolution 

(Buzsaki, 2004). Furthermore, due to their noninvasive nature, MEA measurements 

can be utilized to record electrophysiological activity recordings over several weeks or 

months (Illes et al., 2009). MEAs have been used to the study spontaneous activity 

patterns of both developing (Wagenaar et al., 2006; Charlesworth et al., 2015) and 

mature neuronal networks (Ito et al., 2014). MEA recordings have been utilized to 

understand basic brain functions such as functional connectivity (Ito et al., 2014) and 

structure-function relationship (Buzsaki, 2004; Nicolelis and Lebedev, 2009).  

2.4.1.1 Biological basis of MEA signals 

The MEA-recorded extracellular electrophysiological activity contains extracellular 

voltage changes that are produced by the neural cell culture growing on top of the 

electrodes. When the neurons of the population are electrically active they produce 

voltage changes across their cell membrane. These voltage changes are mediated by 

ion flow across the cellular membrane and will generate sharp changes in the voltage 

of the extracellular field. (Buzsáki et al., 2012; Anastassiou et al., 2013) The 

extracellular voltage changes are recorded by the undelaying electrodes, which are able 

to record even from distant sources (Bakkum et al., 2013). Thus, the electrodes are 

thought to record the average voltage of the area at each recording site (Nelson et al., 

2008).  

The voltage signals recorded by the electrodes contain three types of signals: single-

unit activity, multiunit activity and local field potentials (LFPs). The single-unit 

activities represent extracellular action potentials (EAPs). EAPS are generated by 

initial and rapid Na+ ion influx, followed by slow K+ efflux. These ion flows produce 

a large negative deflection, followed by a small positive deflection in the extracellular 
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field. The EAPs are usually tens to hundreds of microvolts in amplitude and are <2 

ms in duration (Buzsáki et al., 2012). In contrast to EAPS, the multiunit activity 

originates from several simultaneously active neurons generating action potentials 

nearby the electrode (Einevoll et al., 2012). The third component of the signal, the 

LFP, is recorded from large neuronal population as the synchronous net activity of 

several hundreds to thousands of neurons (Giacomello et al., 2011; Mahmud et al., 

2012; Khodagholy et al., 2015). Due to this complex nature, the desired component is 

isolated from the rest of the signal and background noise.  

2.4.1.2 Neuronal spike activity detection and noise 

The success of EAP detection depends on the amplitudes of the extracellular 

spikes relative to background noise. The sources of noise that affect the final signal-

to-noise ratio (SNR) arise from biological background noise, the properties of the 

MEA electrodes, analog signal processing and digital signal processing.  

Biological noise, also known as background noise, arises from the electrical activity 

of large numbers of neurons too far from the electrode to produce detectable spikes. 

Signals from sources that are closer than 200 µm are still detectable (Egert et al., 2002; 

Frey et al., 2009). Thus, increase in general action potential firing leads to the smaller 

ratio of the amplitudes of the nearby neurons compared to the distant cells, lowering 

the SNR (Martinez et al., 2009; Harris et al., 2016). 

MEA electrode noise is affected by the electrode geometry, impedance and thermal 

noise (Gesteland et al., 1959; Liu et al., 2007). Furthermore, when the voltage signal is 

transferred from the microelectrode to the amplifier, it is subject to the 50-60 Hz hum 

from power lines. This arises from the high impedance in the electrode-to-amplifier-

connection at these frequencies. The distance between the electrode and the amplifier 

is minimized to reduce this so called mains noise. (Kim et al., 2008) 

Finally, analog signal processing in the amplifier itself (gain, bandwidth, systems 

behavior outside the cut-off frequencies), quantization noise during analog to digital 

conversion (sampling rate, digital processing) and any lossy compression during signal 

transfers will add additional sources of noise.   

2.4.1.3 Extracellular space and the recording 

The electrode array on the bottom of the MEA dish covers a varying proportion of 

the surface available for cell growth. Due to this setup, the seeded neurons form a 

network randomly and the network might be too distant from electrodes to be 

measured effectively. This results in a low percentage (often <20%) of activity-
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detecting electrodes (Ylä-Outinen et al., 2010; Shein-Idelson et al., 2011; Tukker et al., 

2016; Mayer et al., 2018). However, simply plating more neurons to increase cell 

density has a decreasing effect on the activity (Biffi et al., 2013). Thus, measurements 

could be improved by restricting the growth area (Erickson et al., 2008; Ylä-Outinen 

et al., 2010). The restricted growth area shortens the distance between the signal 

source and the measuring electrode (Obien et al., 2015). Cell growth has been 

previously restricted successfully with microscale structures made from 

polydimethylsiloxane (PDMS) (Berdichevsky et al., 2009; Cimetta et al., 2009; Korin et 

al., 2009; Teixeira et al., 2009). 

MEA measurements can also be improved by restricting the extracellular space, or 

medium volume, around the neurons (FitzGerald et al., 2009; Wieringa et al., 2010; 

Wang et al., 2012). The limited medium volume improves the measurements by 

Ohmic amplification. Ohmic amplification increases the extracellular electrical signals 

due to increased resistance of the volume conductor (medium) (FitzGerald et al., 

2008; 2009; Wieringa et al., 2010; Wang et al., 2012). Restriction of the volume was 

suggested in 1968 by Robinson. He argued that since the resistance of the paths 

around the glial cells are lower (for signals at 1 kHz) than the paths through them (due 

to the membranes), the extracellular signals would flow between the cells, not through 

them. Thus, the tissue or the culture itself can cause directional differences in the 

conduction of signals (Rice et al., 1993; Okada et al., 1994). However, due to fluidic 

isolation (Taylor et al., 2005), the restrictive structures can prevent the observation of 

neural parts, such as the soma or neurites, via immunocytochemistry. This can be 

overcome by utilizing small dye molecules (Taylor et al., 2005; Narula et al., 2017). 

In conclusions, there exist options to improve the current setup for performing 

MEA measurements, both by guiding the neurons and by amplifying the signal.  

2.4.1.4 Spike waveforms  

Each of the detected EAPs has a waveform. This waveform consists of the 

subsequent voltage values produced by the action potential. Typical spike waveforms 

(EAP waveforms) are 1-2 ms in duration. (Somogyvári et al., 2005, 2012; Frey et al., 

2009; Delgado Ruz and Schultz, 2014) The size and shape of the detected spike 

waveform on a microelectrode depends on the properties of the neuronal signal 

source, the properties of the medium conductor and the properties of the electrode.  

The magnitude, sign, and distance of the current flow source from the measuring 

electrode are known to affect the recorded waveform. The shape of the waveform is 

produced by linear distance dependent summation of sources of different magnitudes 

and signs. The sources are created by currents through ion channels. (Nunez and 
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Srinivasan, 2006) Thus, spike waveforms differ depending on the relative locations of 

specific neural parts to the electrode (Henze et al., 2000; Gold et al., 2006).  

As a result, the differences in the waveform shapes and amplitudes have been used 

to classify the activity recorded by a single electrode into the activity of individual 

neurons. This classification is called spike sorting. The distance between the electrode 

and the spike source (neuron) has a large impact on the peak amplitude and the 

stability of the waveform (Egert et al., 2002; Frey et al., 2009). Additionally, changes in 

individual neurons during the measurement can result in changes in the recorded 

waveform (McCormick et al., 1985; Henze et al., 2000; Delescluse and Pouzat, 2006; 

Stratton et al., 2012). Changes to waveforms are directly produced by complex-spike 

bursts (Harris et al., 2001) or prolonged firing (Quirk and Wilson, 1999), and indirectly 

by firing history, intrinsic inhibition and neuromodulation (Spruston et al., 1995). 

Thus, changes in spike waveforms can potentially reflect changes in individual 

neurons or the firing of the network and are an interesting aspect to study.  

2.4.1.5 Bursting 

The EAPS detected from MEA recordings can be used to investigate changes in 

the firing patterns in networks of dissociated neurons. The development of firing 

patterns is hallmarked by the transition from asynchronous EAPs to a synchronous 

series of EAPs called bursts (Van Pelt et al., 2004; Wagenaar et al., 2006). Several 

parameters such as burst frequency and duration are generally used to characterize 

burst activity (Bal-Price et al., 2010; Lappalainen et al., 2010; Defranchi et al., 2011; 

Hogberg et al., 2011). The emergence of bursts reflects the development of neural 

network connections in vitro. Furthermore, several preparations, including hPSC-

derived neuronal cells, show dynamically varying changes in their bursting patterns 

during the maturation of cells and networks (Illes et al., 2014; Kapucu et al., 2012), 

and can be studied to understand the development and functioning of neuronal 

networks. 

2.4.2 Calcium imaging  

Similar to MEA, calcium imaging can be used to record patterns of neuronal activity 

across large populations of neurons simultaneously (Stosiek et al., 2003; Ohki et al., 

2005). Calcium imaging is based on monitoring calcium fluxes resulting from series of 

action potentials (Smetters et al., 1999). To monitor the calcium fluxes, the cells are 

loaded with a calcium sensitive dye. The dye changes its light emitting properties upon 
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binding and unbinding from calcium. The binding is weak, and thus the fluctuations 

of calcium concentration are reflected by the properties of light emitted by the dye. In 

neurons, action potentials can cause the opening of a group of voltage-sensitive 

calcium channels. The opening of channels produces a fast and transient flow of 

calcium into the neuron and this is reflected as a change in the light emitted by the 

calcium indicator dye (Clapham, 2007). Thus, the dye measured by imaging functions 

as an indirect indicator of neuronal action potentials (Yaksi and Friedrich, 2006; 

Vogelstein et al., 2010). 

 The kinetics of the obtained calcium signal, however, are slower than the currents 

inside and outside of the neuron. The fastest phase of the calcium signal is the rising 

phase (~10 ms) (Yaksi and Friedrich, 2006; Vogelstein et al., 2010), but even that is 

several times slower than the whole duration of the MEA recorded action potential 

(~2 ms). The kinetics of dissociation are even slower, producing a slow decay phase 

after the peak (Yaksi and Friedrich, 2006; Vogelstein et al., 2010). Furthermore, the 

precise relationship between calcium signaling and neuronal spiking is variable (Theis 

et al., 2016). The variability of this relationship can be observed during bursts of 

spikes where the size of the calcium signal depends on the inter-spike interval 

(Pnevmatikakis et al., 2016). Despite this, calcium indicators are able to relatively 

reliably report the occurrence of spiking or spike burst (Smith and Hausser, 2010; 

Chen et al., 2013) and they can be treated as somewhat linear reflectors of activity 

(Rose et al., 2014). 

2.4.3 Simultaneous recordings 

A complete understanding of how brain circuits function will require measurements 

that monitor large scale network activity simultaneously with the activity of local 

neural populations (Shew et al., 2010). Due to the lack of spatial resolution, standard 

MEAs cannot reveal inactive neurons or the exact locations of active neurons (Cossart 

et al., 2005; Akerboom et al., 2012). In contrast, calcium imaging is able to provide 

information on both of these parameters (Tian et al., 2009; Akerboom et al., 2012; 

Zariwala et al., 2012). However, calcium imaging is not capable of monitoring a neural 

population in a very large area and it suffers from poor temporal resolution compared 

to MEA recordings, revealing individual spikes. Furthermore, downstream signals of 

electrical activity are often mediated by intracellular calcium concentration changes. 

Thus, combining these two measurement methods might provide valuable insight into 

the function of the neural network. 
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2.5 Analysis of neural network activity measurements 

2.5.1 MEA analysis 

The complexity of data collected by MEA recordings requires sophisticated analysis 

approaches. Several software tools have been developed by individual laboratories, 

while several analysis scripts are kept private, reducing the transparency and 

reproducibility of the analyses (Schofield et al., 2009). MEA analysis is usually 

performed by subsequent steps of filtering, spike detection, optional spike sorting and 

spike train analysis. In the end of the analysis pipeline the data can reflect either 

general activity levels or very specific features of the neurons and network. Many of 

the methods that are now used for a wide variety of preparations have been initially 

optimized for primary cultures.  

2.5.1.1 Filtering and spike detection 

Raw MEAsignals are recorded with a wide-band filter to avoid phase distortion. 

This signal can then be refined by further filtering. In MEA analyses that focus on the 

EAP and multiunit activity, the fast EAPs are separated from LFPs with a bandpass 

filter (Quiroga, 2007). Filtering is used to increase the signal-to-noise-ratio (SNR) for 

detecting spikes. The SNR dictates how well spikes from neurons can be detected.  

In spike detection the voltage traces corresponding to extracellular action 

potentials are detected from the filtered voltage signal. Amplitude thresholding is the 

most commonly used method. In amplitude thresholding a spike is detected when the 

recorded voltage crosses a set value. However, there are also other spike detection-

methods such as the two-point procedure (Borghi et al., 2007; Maccione et al., 2009) 

and template matching (Kim and McNames, 2007). The threshold amplitude is usually 

set as a multiple of 5 of the background noise level. This noise can be calculated as the 

root mean square of the voltage signal. However, the threshold can also be estimated 

using a root median square. The median is less sensitive to outliers, such as the spikes 

themselves, and is thus more robust with changing spike rates. (Quiroga et al., 2004). 

The quality of the spike detection determines the quality of the following steps and is 

thus critical for the whole analysis (Rey et al., 2015). It is also the most time 

consuming phase as the data will undergo significant reductions. 
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2.5.1.2 Spike waveform sorting 

The timestamps of detected spikes can be used to extract the corresponding 

waveform of voltage values from the raw signal. In spike sorting, these waveforms 

recorded by single electrodes are separated into clusters that represent the activity 

from an individual neuron. This new hidden level arises from sparse coding of single 

neurons. It became evident in experiments by Quiroga and colleagues (2007) that 

while the total number of spikes showed no difference in response to stimuli, there 

was a response masked by the sparse coding of single neurons. This response was only 

visible after sorting the mixed activity into clusters representing single neurons.  

Spike sorting consists of three analysis phases. First, a set of features from each 

waveform is gathered. These features can be the peak amplitude or width, or can be 

more complex features evaluated by the principal component analysis (Quiroga et al., 

2007) and wavelet transform (Mallat, 1989). Next, the clusters are separated based on 

grouping of the features to classify similar waveforms representing the activity of an 

individual neuron (unit). This can be done manually or automatically. Finally, auto- 

and cross-correlograms are manually used to evaluate the clustering. Fully automatic 

algorithms, however, have been known to suffer from a lack of sufficient robustness. 

(reviewed in Harris et al. 2016)  

2.5.1.3 Spike train analysis 

Extracted time stamps from the MEA data can be used to reconstruct a spike train 

representing the activity produced by the recorded network. This spike train can then 

be quantified to make comparisons between networks. The simplest spike train 

analysis is the summing of total spikes or the calculation of the total spike rate for the 

recording. A more sophisticated analysis exists and is focused on analyzing clusters of 

spikes called bursts. Bursting is typically described as periods of intense spiking 

separated by quiescent periods. Bursts are thought to be the in vitro manifestation of 

network activity and connectivity. However, the definition of a burst lacks consensus 

(Gourévitch and Eggermont 2007), and several different methods and criteria are used 

to quantify burst-related parameters from spike trains.  

Bursts can be detected based on the threshold between the subsequent spikes in 

the spike train or sudden changes in the underlying firing rate (Legéndy and Salcman, 

1985; Gourévitch and Eggermont, 2007; Ko et al., 2012). Threshold-based methods 

are most commonly used and they define the minimum firing rate or maximum 

interspike interval (ISI) allowed for spikes in burst. The methods for determining 

thresholds vary from fixed values (Chiappalone et al., 2005) to values derived from the 

properties of the spike trains. The derived values can be based on the total spiking rate 
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(Pimashkin et al., 2011) or the distribution of ISIs (Kaneoke and Vitek, 1996; 

Wagenaar et al., 2006; Mazzoni et al., 2007; Selinger et al., 2007; Pasquale et al., 2010; 

Kapucu et al., 2012; Bakkum et al., 2014). 

Furthermore, spike trains can be analyzed for a single channel or for the whole 

network. A simple visualization of network activity is a raster plot, which contais a 

single tic for each recorded spike. Another option is to form network-wide spike 

trains, which have enhanced SNR compared to single-channel spike trains (Bakkum et 

al., 2014). Burst detection for network-wide spike trains is performed by either 

detecting the bursts separately for each channel or by calculating the network bursts 

based on simultaneous bursting (Wagenaar et al. 2006; Pasquale et al., 2010). 

However, the evaluation of bursting as a network behavior may give further insight 

into the function of the network as a whole. 

2.5.1.4 Analysis of MEA data from hPSC stem cell-derived networks  

The neurons derived from human stem cells have been analyzed with previously 

published methods (Table 7). The analysis methods currently used for a wide variety 

of preparations were initially optimized for primary neuronal cultures (Cotterill et al., 

2016), which contain fully mature neurons. However, newborn neurons have been 

shown to greatly differ in their spike generation properties compared to fully mature 

neurons.  

Compared to mature neurons with mature spiking properties, young neurons 

acquire their spiking properties gradually (Lam et al., 2017), and the obtained spikes 

from hPSC-derived neural cultures have been observed to differ in size from those 

from primary cultures (Bakkum et al., 2014; Heikkila et al., 2009). Due to low SNR in 

hPSC-derived networks, a high number of neuronal signals with small amplitudes are 

not detected (Mayer et al. 2018). Furthermore, there is lack of studies of extracellular 

spike waveform behavior in cultures with hPSC derived neurons. Furthermore, hPSC-

derived neural networks exhibit more variable bursting behavior than rodent neuronal 

networks (Kapucu et al. 2012). This places an additional burden on accurately 

choosing parameters for burst detection in recordings spanning a large range of 

developmental ages (Bakkum et al., 2014). Several research groups have added their 

own criteria on existing burst detection to cope with these variations (Table 7, last  
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Table 7.  Analyses used for hPSC-derived neural networks with MEA generally involve similar filtering and static threshold based spike detection. 
Waveform analysis and burst detection are more rarely carried out. Burst detection is most commonly based on inter spike intervals.  

 Filtering Spike detection Waveform analysis Burst detection 

Heikkilä et al, 2009 200 Hz high-pass Threshold 5.5 * SD none none 

Saito et al., 2009 100 Hz-20 kHz LabView software (National Instruments) none none 

Ylä-Outinen et al., 2010 nd Threshold -5 * SD none none 

Odawara et al., 2014 Mobius software (Alpha Med Scientific Inc.) 

Ylä-Outinen et al., 2014 200 Hz high-pass MC Datatool (MCS) and MATLAB none none 

Amin et al., 2016 nd Threshold  9 * SD Shoham et al., 2003 none 

Fukushima et al., 2016 nd Threshold 5.5 * SD none Li et al., 2007 

Nageshappa et al., 2016 nd none none none 

Odawara et al., 2016a nd Threshold ±5 * SD none ISI threshold with additional criteria 

Odawara et al., 2016b nd Threshold ±5 * SD none none 

Tukker et al., 2016 200-5000 Hz Threshold  6 * SD none none 

Vessoni et al., 2016 10–5000 Hz Adaptive threshold 5.5 * SD none Poisson surprise algorithm 

Yamazaki et al., 2016 
MED64 Mobius 

software 
Threshold 5.5 * SD none Fukushima et al., 2016 

Frega et al., 2017 custom software package (Bologna et al., 2010) 

Hyysalo et al., 2017 nd Threshold ±5 * SD none ISI threshold with additional criteria 

Ishii et al., 2017 nd Threshold 5.5 * SD none ISI threshold with additional criteria 

Kasteel and Westerink, 2017 nd Threshold 6 * SD none none 

Kayama et al., 2018 1 kHz low-pass Threshold 10 µV none none 

Matsuda et al., 2018 nd Threshold ±5 * SD none ISI threshold 

Paavilainen et al., 2018 200 Hz high-pass Threshold -5 * SD none ISI threshold with additional criteria 

nd = not defined, SD = standard deviation, none = not performed 
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column). Thus, the current analysis scheme might not be the most optimal analysis for 

recordings from hPSC-derived neural cultures. MEA can be improved by refining 

both the measurements and analysis.  

2.5.2 Calcium imaging analysis 

Similar to MEA data analysis, the calcium imaging recordings require further 

processing. In calcium imaging analysis, a time stack of fluorescence images are 

analyzed to produce activity data for each region of interest (ROI). The ROIs usually 

correspond to individual neuronal somata, but parts of neurons can also be used. 

Calcium imaging requires extensive processing to obtain final numbers that reflect 

activity. The processing can consist of image alignment and motion correction, 

segmentation, time course extraction of intensities, spike or event detection, and 

population synchronization analysis.  

Image alignment and motion correction are performed to correct for the 

movement of the whole sample or tissue during the experiment. However, for the 

movement of individual neurons, more complex tools such as tracking are required. 

Such tools are needed especially for very migratory neurons, such as young neurons 

(Paredes et al., 2016). Segmentation is performed to find the pixels that correspond to 

each ROI. Segmentation can be done manually by drawing each ROI, automatically, 

or semiautomatically (Ohki et al., 2005). Automatic segmentation such as 

watershedding or the active contour method can be used to delineate the boundaris of 

ROIs (Caselles et al., 1997; Chan and Vese, 2001). Additionally, activity-dependent 

detection algorithms, such as independent component analysis can be used (Mukamel 

et al., 2009). However, activity-dependent detection and manual detection are biased 

towards active neurons (Patel et al., 2015; Peron et al., 2015). This can be overcome by 

labeling cell nuclei with static fluorescence (Peron et al., 2015) or by detecting the 

resting fluorescence of inactive cells (Reynolds et al., 2017). Similar to spike detection 

for MEA analysis, segmentation is the most time consuming step in calcium imaging 

analysis.  

Segmentation is followed by time course extraction of the intensity values from 

pixels defined by ROI from each frame for each cell. The obtained values are summed 

or averaged to obtain a single value per frame to create a trace for each cell. The time 

trace is then often normalized due to uneven loading of cells with calcium indicator 

dye (Paredes et al., 2008). Normalization can be performed relative to known calcium 

levels or to the baseline level of each cell (Paredes et al., 2008). In vitro automated 
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analysis tools are usully limited to segmentation and normalized fluorescence time 

course extraction (Ozden et al., 2008; Mukamel et al., 2009; Tomek et al., 2013). 

The normalized or nonnormalized intensity traces are analyzed to estimate the 

underlying neuronal activity. Each transient event in the trace is associated with one or 

more action potentials within the neuron (Kerr et al., 2005; Dombeck et al., 2007; 

Greenberget al., 2008; Akerboom et al., 2009). In action potential train estimation, the 

transient events are extrapolated into numbers representing action potentials. 

However, automated event detection is problematic due to high variety of events 

occurring in a neuron as the transient events differ in amplitude and duration and 

occur at irregular intervals (Patel et al., 2015). The intensity traces can also be used to 

distinguish between neuronal and nonneuronal cells. Neurons can be distinguished 

based on their steady-state response to glutamate as opposed to the transient response 

in other cell types (Pickering et al., 2008).  

Spike train estimates can be further used to compute the synchronization and 

functional connectivity of the network. However, automated analysis tools lack 

quantitative representations of neural activity patterns. Furthermore, the few tools that 

exist are focused on the analysis of network connectivity and not on the overall level 

of network activity (Jee Jang and Nam, 2015; Patel et al., 2015).  

The acquisition of neural activity data via calcium imaging has advanced both in vivo 

and in vitro. These advances have led to massive image sets, the analysis of which is 

challenging with current methods (Jee Jang and Nam, 2015). Therefore, tools to 

automate the whole analysis flow from the single-neuron to the network level are 

needed. 
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3 AIMS 

The broad aim of this thesis was to explore the topic of modeling brain functionality 

in vitro in hPSC-derived neural networks. This aim was further divided into two more 

specific aims as follows.  

1) To investigate the emergence of electrical activity of single neurons and 

networks derived from hPSCs (Studies I-IV).   

 

2) To investigate the synaptic connections mediating the patterns of electrical 

network activity in hPSC-derived neural networks (Studies II and IV). 

 

 

To fulfill these aims, three supporting aims were set as follows. 

3) To evaluate if restricting growth and medium volume available for neural 

cultures increases the electrical activity measured from the cultures (Study III). 

4) To develop and optimize MEA and calcium imaging data analysis for more 

accurate detection of electrical activity from the networks (Studies II and IV). 

5) To develop and evaluate MEA and calcium imaging analysis methods for 

investigating network level electrical activity (Study IV).  
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4 MATERIALS AND METHODS 

4.1 Deriving neural networks 

To obtain neural network cultures, previously established hPSC lines were 

differentiated into neurons. The lines were derived, characterized, and maintained in 

house. Both, hESC and hIPSC lines were differentiated into neural precursor cells in 

suspension. The neural precursor cells were seeded for adherent cell culture. During 

the adherent culturing, neural precursors matured into neural cells and formed neural 

networks. 

4.1.1 Pluripotent stem cells 

4.1.1.1 Derivation and characterization 

Three different hESC lines (Regea 08/056, 06/040, 08/023) and one hIPSC line 

(04311.WT) were used in the studies (Table 8). The derivation and pluripotency 

characterization of these hPSC lines has been described earlier (Rajala et al., 2010; 

Skottman, 2010). The hESC lines can be found in the European Human Embryonic 

Stem Cell Registry (http://www.hescreg.eu/; 09.01.2012). The studies were conducted 

at tBioMediTech, University of Tampere, Finland. BioMediTech holds an approval 

from the Ethics Committee of Pirkanmaa Hospital District for derivation, 

characterization, and differentiation of hESC and hIPSC lines (R05051, R05116, 

R08070) as well as permission from Valvira, the National Authority for Medicolegal 

Affairs in Finland, to conduct research on human embryos (1426/32/300/05). 
 

Table 8.  hEPSC and hIPSC lines used in the studies carried out in this thesis. The references to the 
original work characterizing each line is provided when excisting. 

Line Type Study Characterized 

Regea 08/056 hESC I Skottman, 2010 
Regea 06/040 hESC I Rajala et al., 2010 
Regea 08/023 hESC I, II, III, IV Skottman, 2010 

UTA.04311.WT hIPSC III - 
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4.1.1.2 Maintenance 

The maintenance of the hPSC lines was performed as described by Rajala and 

colleagues, 2007. The undifferentiated hESC lines were grown as colonies over a 

mitotically inactivated human foreskin fibroblast (CRL-2429, ATTC, Manassas, VA) 

feeder cell layer. The hPSC culture medium is described in Table 9. The colonies were 

enzymatically or mechanically passaged and reseeded on top of a fresh fibroblast cell 

layer 1-2 times per week. The maintenance of the undifferentiated hESC lines, as 

described here, was performed by lab technicians. The quality of the hESC lines was 

determined by frequent gene and protein expression analyses (OCT-3/4, NANOG, 

Tra-1-81, Tra-1-60), and embryonic body formation, karyotype, and mycoplasma 

assays. All used cultures maintained normal karyotypes and were mycoplasma free. 

This study was conducted in accordance with the Ethics Committee of Pirkanmaa 

Hospital District to establish, culture, and differentiate hiPSC lines (R08070). 

 

Table 9.  Compositions of culture mediums used during cell culture as undifferentiated hPSC-colonies, 
aggregate culture of neural differentiation and adherent culture of neural maturation.  

Reagent 
hPSC-
culture 

medium 

Neural 
differentiation 

medium 

Neural 
maturation 

medium 

Enhanced neural 
maturation 

medium 
Manufacturer 

Dulbecco’s modified Eagle’s 
medium (DMEM) 

75% (v/v) 48% (v/v) 48% (v/v) 48% (v/v) Gibco 

Neurobasal - 48% (v/v) 48% (v/v) 48% (v/v) Gibco 

knockout serum 
replacement 

20% (v/v) - - - Gibco 

B27 - 0.02% (v/v) 0.02 % (v/v) 0.02 % (v/v) Gibco 

N2 - 0.01% (v/v) 0.01% (v/v) 0.01% (v/v) Gibco 

GlutaMAX 2 mM 2 mM 2 mM 2 mM Gibco 

nonessential amino acids 1% (v/v) - - - Lonza 

penicillin/streptomycin 50 U/ml 25 U/ml 25 U/ml 25 U/ml Lonza 

2-mercaptoethanol 0.1 mM - - - Gibco 

bFGF 8 ng/ml 20 ng/ml - 4 ng/ml R&D 

BNDF - - - 5 ng/ml Gibco 

Manufacturer references: Gibco = Gibco, Thermo Fisher Scientific, Waltham, MA, USA; Lonza = Lonza Group Ltd., Basel, 
Switzerland; R&D = R&D Systems Inc., Minneapolis, MN, USA 
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4.1.2 Derivation of neural networks 

4.1.2.1 Differentiation 

Neural precursor cells were derived as described by Lappalainen and colleagues 

(2010). Briefly, neural differentiation was initiated by mechanically cutting adherent 

undifferentiated hESC and hIPSC colonies. The cut pieces were transferred onto 

plastic cell culture dishes (low attachment 6-well plates, Nunc, Thermo Fisher 

Scientific, Rochester, NY) for suspension culture in neural differentiation medium (see 

Table 9 for components). During differentiation, the cut pieces rounded up and 

formed spherical floating neural aggregates, called neurospheres. The neurospheres 

were kept in the neural differentiation medium for 8-33 weeks (Table 10). Half of the 

medium was replaced three times per week and the neurospheres were mechanically 

cut 1-2 times per week.  

For adherent culturing, the neurospheres were manually dissected into small cell 

aggregates (Ø ∼50 - 200 µm). Approximately 5-20 small aggregates were seeded to the 

coated cell culturing dish (Table 12). Each aggregate contained approximately 3000 

cells (Lappalainen et al., 2010). For coculturing (Study I), the adherent fluorescence 

labeled cultures were dissected enzymatically (TrypLe SelectTM, Gibco). After the 

seeded cells were attached, the culture medium was changed to neural maturation 

medium (see Table 9 for components). In Studies II and III, the neural maturation 

medium was supplemented with BDNF and bFGF (enhanced neural maturation 

medium) after 1 week of adherent culturing.  
 

Table 10.  Differentiation and maturation times for each of the studies described in this thesis. During 
suspension differentiation, the hPSC-derived neurospeheres were kept in the neural differentiation 
medium. During adherent culture the neurospheres were grown in the neural maturation medium which 
was changed to the enhanced neural maturation medium in two studies.  

Study Suspension differentiation (weeks) 
Adherent culturing 

(weeks) 
Enhanced medium  

I 9-33 2-8 - 

II 9 7 after 7 days 

III 8-10 7 after 7 days 

IV 8 5 - 
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4.1.2.2 PDMS structures  

Three different kinds of PDMS devices were utilized in the cell culturing (Table 11) 

to enhance (Studies I, II and IV) and investigate the enhancement of spiking during 

MEA recordings (Study III). The PDMS devices were used in combination with MEA 

dishes. 1-well PDMS devices were manufactured as described by Kreutzer and 

colleagues (2012). 6 well-devices (SpikeBoosters) were obtained from BioMediTech, 

Tampere, Finland. PDMS tunnel devices were manufactured at Tampere University of 

Technology.  

A rapid prototyping method described by Park and colleagues (2006) was utilized 

to manufacture the PDMS tunnel devices. Briefly, a mold was made from SU (SU-8 

3050, Micro Resist Technology GmbH) on top of a silicon wafer. The mold was used 

to produce a PDMS replica. This PDMS replica of the mold was in turn used to 

produce the final PDMS tunnel device. Both PDMS structures were made using a soft 

lithography process. For further processing, individual structures were punched out of 

the PDMS sheets with a 15-mm-diameter punching tool and cell plating areas were 

punched with 3-mm-diameter manual punching tool. 

  

Table 11.  Different PDMS cell culture devices were used during adherent culture in the studies. The 
devices differed in medium volume and culture area available for cell growth and dimensions of restriction 
of cell growth between cell culture areas. Devices with no restriction had separate cell culture areas. 

 1-well PDMS 6-well device PDMS tunnel 

Medium volume 1 ml 200 µl 1 ml 

Cell culture area 
(electrode grid) 

4 mm (8 x 8) 3 mm (3 x 3) 3 mm (partial 8 x 8) 

Restriction (w x h 
x l µm) 

- - 

100 x 43 x 
1000 

500 x 43 x 
1000 

750 x 43 x 
1000 

1500 x 43 x 
1000 

100 x 105 x 
1000 

500 x 105 x 
1000 

750 x 105 x 
1000 

1500 x 105 
x 1000 

Study I, III, IV II, III III 

4.1.2.3 Coating for seeding 

To enhance the attachment of cells, the culture devices were treated prior to cell 

seeding (4.1.2.1 Differentiation). The preparation and coating was performed 

differently depending on the initial sterility and hydrophilicity culture platform 

(compared in Table 12). Plastic culture dishes were used as such and coated with 

laminin. Glass cover slips were cleaned with ethanol, dried and coated with laminin. 

MEA dishes were cleaned with ethanol, dried and then sterilized with UV light inside 

laminar flow for at least 30 min at room temperature. MEAs were double coated, first 
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with polyethyleneimine (PEI, Sigma-Aldrich), which was rinsed with sterile water, and 

next with laminin. PDMS 1 and 6-well devices were attached before PEI coating and 

PDMS tunnel devices were attached after PEI coating. PDMS devices were 

hydrophilized with oxygen plasma in a PICO plasma system (Diener electronic) for 3 

min at 50 W and finally combined with MEA dishes. The combined device was then 

coated with laminin. 

Laminin was either from mouse or human (both purchased from Sigma–Aldrich, 

St. Louis, MO). All coatings were performed overnight at +4°C or for two hours at 

+37°C in a 5% CO2 humidified atmosphere. After the final laminin coating, the excess 

laminin was removed from all culture platforms. 

 

Table 12.  Preparation of the cell culture platforms for culturing. hPSC-derived neural networks were 
cultured in several culture formats. The culture dishes were obtained as sterile or were cleaned by ethanol 
or plasma. To support cell adhesion the hydrophobic cell culture areas were hydrofilized and hydrophilic 
cell culture areas were coated with laminin. The cells were seeded as pieces of aggregates to an area that 
was smaller than the culture area available for cell growth.  

Culture format Ethanol wash (%) Hydrofilization 
Laminin 
(μg/ml) 

Seeding density 
(103/cm2) 

Study 

Plastic - - 10 15-53 I, II, III 

Glass cover slip 90 - 20 19-53 I, III, IV 

MEA 70 0.1% or 0.05% PEI 20 7-53 I, II, III, IV 

1-well and 6-
well PDMS 

devices 
70 - 20 30-212 I, II, III, IV 

PDMS tunnels - oxygen plasma 20 160-212 III 

4.2 Functionality measurements 

To investigate the functional maturation of neurons and neural networks, the activity 

was studied with MEA measurements, calcium imaging and patch-clamp technique.   

4.2.1 MEA measurements 

MEA measurements were made to obtain noninvasive long-term measurements of 

network activity. During MEA measurements, the cell cultures growing on top of an 

electrode array were sealed for sterility and placed into a recording system. The 
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recording system amplifies, filters, digitizes and stores the recorded voltage values 

from the cell culture on top.  

For the recording, the cells were cultured on a dish with electrodes. Three types of 

MEA dishes with different electrode configurations and cell culture areas were utilized 

(see Table 13, all purchased from Multi Channel Systems, MCS, Reutlingen, 

Germany). The microelectrodes had 30 μm diameter and 200 μm inter-electrode 

distances on all MEA dishes. After the experiments, the MEA dishes were washed 

with distilled water and placed into Tergazyme solution (4 g/200 ml, Z273287, Sigma-

Aldrich) for at least overnight. Tergazyme was washed off with distilled water and the 

MEA dishes were air dried and stored for reuse. 

 

Table 13.  A variety of MEA dishes were used for cell culturing in the studies. The dishes had similar 
electrode spacing, while the size of the electrode grid and the amount of electrodes per network varied. 

MEA property Study I Study II Study III Study IV 

Spacing (µm) 200  200  200 200 

Grid 8x8 3x3  8x8 3x3  8x8 8x8 

Electrodes 59 9 59 9 59 59 

 

For the MEA measurements, the dishes were sealed during the recordings to avoid 

contamination. Sealing was performed within a laminar flow hood with 70% ethanol 

cleaned semipermeable membrane (ALA MEA-MEM, ALA Scientific Instruments 

Inc., Westbury, NY), glass circles or PDMS circles. After the measurements, the seals 

were removed, cleaned with 70% ethanol and reused, while the MEA dishes 

containing the cell cultures were returned to incubator. For the Study IV end-point 

experiments, the MEA measurements were performed in open culture dishes on 

gravity fed perfusion. After placing the MEA dish into the amplifier, the system was 

allowed to settle for one minute before the recording was started. 

The MEA measurements were made with two filter amplifiers; with or without a 

preamplifier. The temperature of the measurement system was controlled during the 

experiments. Details of the recording systems are listed in Table 14. 
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Table 14.  Two different MEA measurement systems were used in the studies. One of the systems had a 
separate preamplifier and the extracellular voltages were recorded with different filter amplifiers and at 
different sampling rates. The temperature during measurements was controlled with same controller but 
different settings. 

MEA system Preamplifier Filter amplifier Temperature controller Study 

I 
MEA1060-Inv-

BC 
FA60S-BC, 

sampling rate 20 kHz 
TC02 (+ 38°C) I, II 

II - 
MEA2100,  

sampling rate  
25 kHz (III), 50 kHz (IV) 

TC02 (+ 37-38°C ) III, IV 

4.2.2 Calcium imaging 

Calcium imaging was perfomed to provide higher spatial resolution while recording 

from multiple neurons. Cultures grown on top of MEA dishes or on top of cover slips 

were used. The calcium indicator-labeled (4.3.1 Live-labeling) neural cultures on MEA 

dishes were attached to the MEA amplifier, and coverslips were placed into an 

imaging chamber. The neural cultures were then imaged under perfusion (Table 15). 

Ringer’s solution was prepared by dissolving all the reagents (Sigma-Aldrich) in dH2O, 

adjusting pH to 7.4 with NaOH. 

 

Table 15.  Different salt concentrations were present in solutions used during different measurements 
and can potentially affect the neural function. The extracellular solutions, Ringer’s solution and neural 
maturation medium, differed in the concentration of several key ions and glucose. The intracellular 
solution was used only during patch clamp experiments.  

Salt Ringer’s solution Neural maturation medium Intracellular solution 

NaCl 140 mM 93 mM 5 mM 

HEPES 10 mM 5 mM 10 mM 

D-glucose 10 mM 21 mM - 

KCl 3.5 mM 4.7 mM - 

NaH2PO4 1.25 mM 1.3 mM - 

CaCl2 2 mM 1.4 mM 0.1 mM 

MgCl2 1 mM 0.8 mM - 

KMeSO4 - - 140 mM 

EGTA - - 1 mM 

Mg-ATP - - 2 mM 

Na-GTP - - 0.5 mM 
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4.2.2.1 Preparation 

The coverslips were labeled with the calcium indicator (Fluo-4) and placed into a 

recording chamber (RC-25, Warner Instruments, Hamden, CT) with a preglued glass 

bottom. The chamber was filled with Ringer’s solution and attached to a holder (P3, 

Luigs and Neumann, Ratingen, Germany). The holder was mounted with a stage 

adapter to the micromanipulator-controlled stage (SM 5-9, Luigs and Neumann, 

Ratingen, Germany) of the imaging microscope (10x objective, NA = 0.5, Olympus 

IX51 microscope). The MEA amplifier was similarly attached to the stage. The 

fluorescence was confirmed via microscope oculars. After confirming the presence of 

fluorescence and cells, the perfusion chamber was connected to a gravity fed 

perfusion system with a peristaltic suction pump (Minipuls 3, Gilson, Limburg, 

Germany). 

4.2.2.2 Collecting image series 

During calcium imaging, neural network activity was imaged every 0.5 s (2 Hz). 

The excitation wavelength was produced with a software-controlled monochromator 

(Polychrome V, TILL Photonics, Gräfelfing, Germany) and emission was filtered with 

a filter cube. The emitted fluorescence signal was imaged with a cooled charge-

coupled device (CCD) camera (iXion+ 885, Andor Technology, Belfast, Ireland), 

which was controlled by software (TILLvisON v.4.5.65, TILL Photonics or TILL 

Photonics Live Acquisition software). Images were exported into TIFF-stacks from 

TILL Photonics Offline Analysis software and loaded into MATLAB. 

4.2.3 Patch-clamp  

To study the electrophysiological maturation of individual neurons whole-cell patch-

clamp recordings were performed to measure the currents and voltages occurring at a 

single cell membrane. The coverslips containing neurons were placed into a recording 

chamber (RC-25) with a preglued glass bottom. The chamber was filled with Ringer’s 

solution (Table 15) and attached to the platform (P3). The platform was mounted with 

a stage adapter to micromanipulator-controlled stage (SM 5-9) of the imaging 

microscope (10x objective, NA = 0.5, Olympus IX51 microscope). The perfusion 

chamber was connected to a gravity fed perfusion system with a peristaltic suction 

pump (Minipuls 3). 

Glass capillaries were pulled with a flaming micropipetter puller (MODEL P1000, 

Sutter Instruments) from glass stoves (Harvard Apparatus Ltd., 1.5 mm O.D x 1.16 
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mm I. D). Capillaries were filled with intracellular solution (Table 15). The filled 

capillary was attached to a pipette holder. The pipette resistances were 3-8 MΩ and 

only cells that had a seal resistance >1 GΩ were measured. Whole cell voltage clamp 

measurements were made with 500 ms voltage steps from -80 mV to +50 mV in 10 

mV of increments. Whole cell current clamp measurements were made sequentially 

from unclamped membrane potential (45-55 mV), -70, -80 and -90 mV holding 

potential with 200 ms current injection from 0 to 160 pA with 20 pA increments. All 

measurements were made at room temperature. The pipette holder was attached to a 

preamplifier, and the combination was attached to a micromanipulator (SM 5-9). A 

chlorinated silver wire electrode was used as a measuring electrode inside the glass 

capillary. A silver peller was used as a ground and placed in the recording chamber. 

Signals were amplified with an Axopatch 200B amplifer with 5-10 kHz filtering (Axon 

CNS, Molecular Devices) and digitized with DigiData 1440A (Axon CNS, Molecular 

Devices). The whole system resided inside a faraday cage. The system was controlled 

and the recordings were made with Axon PClamp (Molecular Devices) at 20 kHz 

sampling rate. Analysis was performed in Clampfir 10.2 (Molecular devices).  

4.2.4 Pharmacological studies 

Pharmacological substances were applied to block the function of specific channels or 

receptors, or to study the cell physiology. To obtain a point of comparison, baseline 

was measured after replacing the cell culture medium with fresh medium at the start of 

the experiment. The drugs (Table 16) were applied manually (Studies II and III) or via 

perfusion system (Study IV). The manually applied drugs were added in very small 

volumes (≤ 5 μl) from the drug stock solution to the cell culturing solution on the 

MEA dish (800 μl). After drug application, the MEA dishes were incubated (times in 

Table 16) in an incubator (+37°C, 5% CO2, humidified atmosphere) before the MEA 

measurements were performed. During washout, the medium was replaced with fresh 

preheated (+37°C) cell culturing medium to obtain conditions similar to those during 

baseline recording. Using gravity fed perfusion system the drugs were diluted to their 

final concentration with Ringer’s solution. Each drug was assigned a separate 

perfusion line (2 ml/min, ALA Scientific). 
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Table 16.  Several pharmacological agents were used in different studies. The final concentrations, 
incubations times and related studies are summarized here. The abbreviations, expected function and 
manufacturer are also listed. 

Drug Concentration Incubation Study Abbreviation Function Manufacturer 

Tetrodotoxin 1 µM acute III TTX 
sodium channel 

antagonist 
Tocris 

Bioscience 

L-glutamic acid 30 µM 1-2 min IV glut 
glutamic receptor 

agonist 
Sigma 

Potassium 5 mM 1 min IV K+ 
component of  

ion gradient 
Sigma-Aldrich 

γ-Aminobutyric acid 100 µM 
5 min, 3 

min 
II, IV GABA 

GABA receptor 
agonist 

Sigma 

Bicuculline 
methiodide 

 
30 or 10 µM 

5 min, 3 
min 

II, IV Bic 
GABAA receptor 

antagonist 
Sigma 

Carbenoxolone 25 µM 10 min IV CBX 
gap junction 

blocker 
Sigma-Aldrich 

6-cyano-7-
nitroquinoxaline-2,3-

dione 
20 µM 5 min II CNQX 

AMPA/KA 
receptor 

antagonist 
Abcam 

2-amino-5-
phosphonopentanoic 

acid 
30 µM 5 min II D-AP5 

NMDA receptor 
antagonist 

Abcam 

4.3 Cell labeling 

Living cells were labeled for functional studies and growth assessment. For 

immunochemical binding-based protein expression studies (immunocytochemistry), 

the cells were fixed before labeling.  

4.3.1 Live-labeling 
For the calcium imaging, the neural cultures were loaded with a calcium indicator 

Fluo-4 AM (4 µM, F14201, Thermo Fisher Scientific). The dye was diluted in fresh 

cell culture medium and incubated for 30 min at 37°C and 5% CO2. During this time, 

the acetoxymethyl (AM) tail is cleaved by intracellular esterases and the dye becomes 

trapped. After dye incubation, the remaining extracellular dye was removed by a wash 

with fresh Ringer’s solution for 30 min at 37°C and 5% CO2. The emission of Fluo-4 

is increased upon binding of calcium (Kd(Ca2+) of 345 nM). Thus, the intensity of 

Fluo-4 reflects the intracellular calcium concentration changes. 

To visualize neurites within PDMS devices, a lipophilic carbocyanine molecule 1,1'-

Dioctadecyl-3,3,3',3'-tetramethylindodicarbocyanine perchlorate (DiD) is was used. In 
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a hydrophilic environment, DiD is weakly fluorescent but in the lipophilic lipid 

environment of the cell membrane, DiD becomes strongly fluorescent (Molecular 

Probes® Handbook). DiD has an absorption maximum at 644 nm and an emission 

maximum at 665 nm (Molecular Probes® Handbook, Section 14.4). For labeling, a 20 

mM DiD stock was prepared from DiD oil (D-307, Lot 461358, 25 mg, Molecular 

Probes Invitrogen) by dissolving it into 99.8% ethanol. The final DiD concentrations 

were prepared from the stock on the day of use. The culture medium was replaced 

with DiD containing fresh medium and incubated at +37°C, 5% CO2, humidified 

atmosphere. After labeling, the medium was replaced with fresh culture medium and 

the cells were imaged at varying periods after labeling. 

To visualize the location of somas within PDMS devices a DNA binding small 

molecular dye 4',6-Diamidino-2-phenylindole (DAPI, D1306, Molecular Probes 

Invitrogen) was used to label the nuclei. The dye was tested at 0.1 mM and 1 mM 

concentrations for 5 min, 30 min and 24 hours. The final concentration used to label 

the nuclei in the PDMS devices was 0.1 mM for 24 hours.  

4.3.2 Immunocytochemistry 

To study the protein expression of proliferation, neuronal and astrocyte markers 

indirect immunocytochemistry was performed on adherent cultures. Medium was 

removed, and cells were rinsed with Dulbecco’s phosphate-buffered saline (RT, 

DPBS, Bio Whittaker, MD, USA) to remove extracellular proteins. Cells were fixed 

with cold (+4°C) paraformaldehyde (4%, 15 min, RT). Paraformaldehyde was washed 

twice with DPBS and the protocol was continued immediately or the cultures were 

stored at +4°C for later use. To prevent nonspecific antibody binding, nonspecific 

sites were blocked with normal donkey serum solution (10%, NDS, Millipore, 0.1% 

Triton X-100, Sigma or 0.1% saponin Sigma–Aldrich, 1%, bovine serum albumin 

BSA, Sigma, DPBS). Cells were incubated with primary antibody dilutions (1% NDS, 

1% BSA in DPBS with 0.1% Triton X-100 or 0.1% saponin) overnight at +4°C. The 

unbound primary antibodies were removed by washing with 1% BSA in DPBS 

without or with 0.1% saponin. The secondary antibodies were added (in 1% BSA in 

DPBS without or with 0.1% saponin). Due to the photosensitive nature of secondary 

antibody conjugates, the cultures and reagents were kept in the dark during the 

following phases. Secondary antibodies were incubated at room temperature for one 

hour. The excess secondary antibodies were removed by washing with PBS and 

phosphate buffer without saline. Nuclei were stained and the cultures were mounted 
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with Vectashield containing 4,6-diamidino-2-phenylindole (DAPI, H1200, Vector 

laboratories, Peterborough, UK). 

Permeabilizing agents were used to guarantee the access of the antibodies to their 

intracellular targets. To avoid fluorescent dye loss while keeping the cytochemical 

staining optimal, two different permeabilizers were studied. Triton X-100 was used at 

a 0.1% dilution in blocking and primary antibody solutions. Saponin (7900-25 g, 

Sigma-Aldrich) was used as 1% and 0.1% solutions and was added to the blocking, 

primary antibody, washing and secondary antibody solutions. The 

immunocytochemical staining protocol was also performed with no permeabilization. 

Neuronal cell bodies and processes were detected based on being bound by 

antibeta-III Tubulin (β-tub) (rabbit, 1:2000; GenScript) or, anti-MAP-2 primary 

antibody (rabbit, 1:600 or 1:400, AB5622, Millipore, Billerica, MA, USA); anti-GFAP 

primary antibody (sheep, 1:600, AF2594, R&D Systems, Minneapolis, MN, USA) for 

was used for detecting astrocytes. The proliferating cells were identified based on 

nuclear binding of anti-Ki-67 (rabbit, 1:800, AB9260, Millipore). AlexaFluor-488, -568 

or -680 conjugates of antirabbit or antisheep secondary antibodies (1:600, Molecular 

Probes Invitrogen) were used as secondary antibodies. 

4.3.3 Imaging systems  

To observe the cell morphologies, a phase contrast imaging in all experiments was 

performed with a Nikon Eclipse TE2000-S (Nikon Corporation).  

To obtain images from fluorescent marker labeled cells, fluorescence imaging was 

performed with an Olympus IX51 inverted microscope, using PlanFLN 4×, 10×, 

20×, and 40× objectives and an Olympus DP30BW CCD camera. The light was 

filtered with U-MNU2 (excitation filter 360–370; emission filter 420; dichromatic filter 

400), U-MNB2 (excitation filter 470–490; emission filter 520; dichromatic filter 500), 

U-MWG2 (excitation filter 550-510; emission filter 590; dichromatic filter 570), or U-

N41023 (excitation filter 625–675; emission filter 710; dichromatic filter 680) filter 

cubes.  

To obtain desired illumination and imaging speed, the calcium imaging was 

performed with an Olympus IX61 inverted microscope (10x objective, NA = 0.5), an 

Andor iXon 885 EMCCD camera (Andor 169 Technology, Belfast, Northern Ireland) 

and a Polychrom V monochromator (TILL 170 Photonics, Munich, Germany). 

Images were acquired with TILL Photonics Live Acquisition software.  
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4.4 Analysis 

4.4.1 MEA data analysis 

MEA recordings produce high sampling rate voltage data. To obtain meaningful 

information the MEA data analysis consisted of several subsequent phases (Table 17). 

Two of the phases were common to all studies. First, the spikes, representing action 

potentials recorded by the electrodes, were detected (Table 18) from the recorded 

voltage traces. When MEA recordings were made in conjunction with perfusion and 

imaging, a noise removal was used to remove the noise caused by the perfusion and 

imaging. Next, the spike timestamps provided by spike detection were used to 

generate raster plots and total spike counts for evaluating the ongoing action potential 

firing in the network. In Studies II-IV, burst detection was applied to detect and 

evaluate network activity patterns. Furthermore, in Study III, waveform clustering was 

utilized to investigate the shapes of detected action potentials. 

Table 17.  Comparison of components and outputs of the MEA data analysis flow in each study. The 
methods used for different detections are highlighted with grey background and the number in the 
brackets refers to the section where the method is described. The parameters gained out from the 
analysis are on while background. The spike and burst detection setup consisted of similar methods and 
output parameters only between Studies II and III.   

Analysis phase Study I Study II Study III Study IV 

Noise removal - - - median (4.4.1.1) 

Spike detection MCS (4.4.1.2) Quiroga (4.4.1.3) Quiroga (4.4.1.3) 
windowed Quiroga 

(4.4.1.4) 

Burst detection - Kapucu (4.4.1.6) Kapucu (4.4.1.6) prominence (4.4.1.6) 

Waveform 
clustering 

- - WaveClus (4.4.1.5) - 

Network activity raster plot bursts bursts 
network activity 

peaks 

Raster plots black and while black and while black and while grayscale 

Event occurrence - burst count burst count interval 

Event duration - burst duration burst duration peak width 

Activity during 
event 

- spikes in burst spikes in burst 
prominence, max 
spiking frequency 

Whole recording 
total spikes,% of  
active electrodes 

total spikes,% of  
active electrodes 

total spikes,% active 
electrodes 

- 
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4.4.1.1 Noise removal  

When MEA recordings were made in conjunction with perfusion and imaging, 

noise removal was used to remove the noise caused by perfusion and imaging. To 

remove the noise the digitized recordings were imported to MATLAB (MathWorks, 

Inc., Natick, MA, USA) with NeuroShare library (NeuroShare Library, 2003). Noise 

was removed by subtracting the median voltage of all electrodes from the voltage of 

each individual electrode. 

4.4.1.2 MCS spike detection 

To extract the frequenzies containing fast action potential spikes, digitized 

recordings were preprocessed before spike detection with 50 Hz (notch) band reject 

and 200 Hz high pass (a second order Butterworth) filter. Spike detection was 

performed in MC_Rack and spike detection was set to 5 times standard deviation. 

Most of the spikes visualized by eye were upwards, thus only upwards spikes were 

detected. The detected spike timestamps were extracted with NeuroExplorer (Nex 

Technologies, Littleton, MA) for further analysis. 

4.4.1.3 Quiroga-based spike detection  

To detect both upwards and downwards spikes, Quiroga-based spike detection was 

used. The signal was bandpass filtered (200-3000 Hz). Spikes were detected as events 

that crossed 5 times the median noise similar to Quiroga and colleagues (2004). The 

median noise was calculated by taking the median of the absolute values in the 

analyzed signal window and dividing this with 0.6745. After threshold crossing, a 

detector dead time was applied counting from the peak amplitude of the waveform. 

Spike timestamps and cut-out waveforms were stored for further analysis. 

4.4.1.4 Adaptive spike detection 

To detect spikes from recordings with varying level of noise, the Quiroga-based 

spike detection was implemented with windowed spike detection. The signal was 

bandpass filtered (200-3000 Hz). Several windows (0.05, 0.1, 0.5, 1, 10, 30, 50, 70, 90, 

100, 300 s) with different overlaps (30%, 50% and 80%) were compared for optimal 

spike detection. Finally, the signal was analyzed in 30-s windows with an 80% overlap 

with Quiroga-based detection. The windows were used to calculate the median noise 

for spike detection.  
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Table 18.  The spikes representing action potentials were detected differently in each of the studies. The 
prefiltering was performed similarly while two different methods were used. All of the methods were based 
on threshold but only one of them was adaptive.  When applying Quiroga-based spike detection different 
parameters were used for detector dead time and different time window for cutting out spike waveforms 
was used.  

Spike detection 
parameter 

Study I Study II Study III Study IV 

Method MCS Quiroga (4.4.1.3) Quiroga (4.4.1.3) Quiroga (4.4.1.3) 

Prefiltering 200-3000 Hz 200-3000 Hz 200-3000 Hz 200-3000 Hz 

Basis 
Static threshold (only 

positive) 
Static threshold (both) 

Static threshold 
(both) 

Adaptive threshold 
(both) 

Threshold 
(window) 

5 * SD (300s) 5 * noise (300 s) 
5 * noise (600 s) 500 

* noise as top 
5 * noise (30 s) 

Detector dead time  1.48 ms 1.48 ms 1.5 ms 

Waveforms  
1 ms before, 2.2 ms 

after 
0.8 ms before, 1.76 

ms after 
1 ms before, 2.2 ms 

after 

4.4.1.5 Waveform clustering 

To analyze the shapes of the action potentials, a waveform clustering analysis was 

performed. First, each of the recordings was sorted into clusters separately. Second, 

representative waveforms were determined. Finally, clusters form each recording were 

associated with each other based on a correlation analysis.  

The waveforms stored during spike detection were analyzed and sorted into 

clusters based on their shape. Thus, each cluster contained spike waveforms with 

similar shapes. Waveform sorting consisted of an automatic and manual phase and 

was based on the Wave Clus algorithm (Quiroga et al., 2004). For the automatic 

clustering, the minimum cluster size was initially set to 5 or 50 spikes for waveforms 

from a single electrode or for waveforms pooled from all electrodes in a single culture. 

After automatic clustering, the temperature parameter was manually tuned to ensure 

that no more clusters with distinct average spike waveforms could be formed. If the 

tuning produced new clusters, the new clusters were used instead of the automatic 

clustering results. After clustering, an average cluster waveform, together with lower 

and upper standard deviation waveforms, were stored. 

The waveforms from different pharmacological treatments were each clustered 

separately. To associate clusters detected from different recordings from the same 

electrode or culture, representative waveforms needed to be selected. For the single 

electrode analysis, the most distinguished average spike waveforms occurring during 

the entire pharmacological experiment were selected by visual assessment. For 
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waveforms pooled from the entire network, the clusters present during the baseline 

recordings were considered the representative waveforms.  

To associate clusters between pharmacological treatments, a correlation analysis 

was performed. In the correlation analysis, a cross correlation was calculated for 

average waveforms and their standard deviation waveforms between the 

representative clusters and the rest of the clusters. The waveforms with the highest 

cross correlation were assumed to be the corresponding cluster in a separate 

recording. If the highest cross-correlation did not occur between the same clusters for 

an average waveform and its standard deviation waveforms no association was 

assumed and the cluster was marked as a representative of a new spike type. 

4.4.1.6 Burst detection 

To quantify the network activity patterns, two methods for detecting the temporal 

clustering of spikes into bursts were applied. In Studies II and III, an adaptive inter 

spike interval-based algorithm, developed by Kapucu and colleagues (2012), was 

utilized. Briefly, for the adaptive, burst detection a cumulative moving average (CMA) 

was calculated for inter-spike intervals (ISIs). From this, a spike frequency threshold 

(or inter-spike interval threshold) was determined for the bursts and burst tails. Spikes 

were labeled burst spikes if their interval to a nearest spike was shorter than the 

threshold. Finally, sequences of burst spikes that consisted of less than three spikes 

were rejected as bursts. Only electrodes with more than 50 spikes during a 300 s 

recording were included in the analysis. Burst detection provided values for the 

average spikes in a burst, the number of spikes inside and outside bursts, the average 

burst duration and the number of bursts. 

In Study IV, a new spike rate-based algorithm for detecting the temporal clustering 

of spikes was developed to be able to compare quantified MEA data to calcium data. 

To obtain a combined spike rate for the network, all the recorded timestamps from a 

network were pooled into a single vector. Next, the combined spike rate vector (10 s 

bins, 80% overlap) was calculated from the timestamps. Peaks in the spike rate were 

detected from the combined spike rate vector using the peak detection function of the 

MATLAB Signal Processing Toolbox. A threshold prominence of 0.05 Hz was used 

as a criterion. Prominence-based detection was used to detect events when the spike 

rate in the whole network increased temporally from the baseline level of activity. 

Network activity peak detection provided values for the peak width, prominence, 

height and timing. 



63 
 

4.4.1.7 Joint analysis 

The joint analysis was developed by combining spike sorting and burst detection to 

unravel the changes in the spike waveform composition of the bursts. First, spikes 

were detected (as described earlier, 4.4.1.3). Next, the spikes were sorted into clusters 

and bursts were detected in parallel and independent of each other. Finally, the sorted 

spikes were labeled burst spikes or individual spikes based on the burst detection. The 

networks that did not exhibit any bursting were excluded from the analysis. The joint 

analysis provided values for the number of each spike waveform inside and outside 

the bursts. 

4.4.2 Image analysis 

4.4.2.1 Quantification of calcium imaging 

Calcium imaging was quantified to allow comparisons between networks, neurons 

and to allow comparison to MEA recordings. For the calcium imaging analysis, the 

intensity fluctuations were extracted, normalized and quantified for neural cultures 

and for single neurons. To extract the calcium sensitive dye intensity fluctuations, an 

automatic segmentation of the imaged frames was performed together with tracking 

the motion of the neurons from frame to frame. A custom MATLAB algorithm was 

built for these tasks. The amount of data processed and produced by each step is 

summarized in Table 19. 

 

Table 19.  Amount of data as bytes on hard drive and as frames together with time required for 
segmentation and tracking. The values for total segmentation and tracking are estimates based on the 
average recording. 

 n (networks) Data Frames Segmentation Tracking n (traces) 

Total 30 77 GB 133200 77 days 14 days 18659 

Average - 2.56 GB 4440 50 s per frame 9 s per frame 622 

Segmentation 

Image segmentation consisted of preprocessing, followed by foreground and 

background marker-guided watershed transformation. Segmentation provided values 

for centroid location, belonging pixels and area for each detected cell in each frame. 

The image sequences were preprocessed to enhance the fluorescence in the image 

used for foreground and background marker detection. The preprocessing was 
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performed by averaging 50 subsequent frames (25 s) and the scaling pixel values to 

range [0, 1]. Overall, 10, 100, 200 and 500 frame windows were tested for averaging. 

Fifty frame window was the best compromise between enhancing cell fluorescence 

and cell motion affecting the segmentation. Preprocessing was performed only to 

obtain segmentation data and the traces were collected from the unprocessed image 

sequences. 

Marked guided watershedding reguires markers, but instead of manually providing 

the markers an automated method was developed to decrease the amount of manual 

work and human bias. Morphological operations are often used in different image 

segmentation applications and were evaluated for suitability to segment fluorescence 

images. Foreground markers were generated by a sequence of morphological 

operations. A morphological opening was applied to the preprocessed images, and a 

threshold was used to identify the high intensity objects. The pixels of the identified 

objects were subtracted from the averaged and scaled images. The resulting images 

were eroded with a flat morphological disk-shaped structuring element (radius 2) and 

regional maxims were identified from the resulting images. The identified regional 

maxims were eroded and subsequently dilated using a 3-by-3 neighborhood for both 

operations. Background markers were generated by utilizing the identified foreground 

markers in a watershed operation. First, the foreground markers were set to an equal 

value in the preprocessed images.  Next, the resulting images were converted to binary 

images by thresholding with Otsu's method (Otsu, 1979). The watershed was 

performed with Fernand Meyer watershed algorithm (Fernand, 1994) using Euclidean 

distance transform computed from the binary images. Background markers were 

generated by setting the watershed regions to 0. The background markers were 

postprocessed by morphological dilation (flat disk-shaped structuring element of 

radius 2). The resulting pixels were removed from the set of foreground pixels to 

ensure the separation of foreground and background markers.  

Watershedding provides a way to detect complex structures, such as cell 

boundaries. Thus, for the final segmentation, a watershed was performed onto the 

filtered images containing foreground and background markers. First, the 

preprocessed images were filtered with two filters in parallel. The filtering was 

performed with a predefined Sobel horizontal edge-emphasizing 2D-filter and its 

transpose. The values outside the bounds were assumed to be equal to the array 

border value for both filtering operations. The exponents of the filtered images were 

summed and a square root was taken from the sum. The foreground and background 

markers identified earlier were utilized to impose regional minimums onto the 

resulting images. Finally, a watershed operation was performed. 
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Tracking 

Due to the cell migration during the imaging, the motion of the cells needed to be 

accounted for when evaluating their fluorescence trace. This was done by performing 

tracking. The centroids resulting from segmentation were connected between frames 

to obtain intensity traces from frame to frame for each cell. The connection was 

determined by minimizing the distance simultaneously between all of the centroids of 

the detected cells on the subsequent frames. The optimal association between 

centroids was calculated with the James Munkres's variant of the Hungarian 

assignment algorithm (Munkres, 1957). A cost matrix was calculated from distances 

between all centroid pairings. A gating threshold of 20 was used for distances together 

with a gating cost of 5000. The cost of nonassignment was set to 500. The minimum 

track age was set to 20 frames and the visibility to 0.5 of the time. Fluorescence 

intensity traces for each cell were collected based on the tracking information.  

Trace exclusion and quantification 

To exclude noisy traces from the analysis, the collected traces were filtered with a 

Butter bandpass filter (0.0013 Hz-0.02 Hz), and traces with a standard deviation 

greater than 0.05 were removed as having a noisy baseline. To exclude dysfunctional 

neurons, traces with less than a 10% increase in fluorescence during the application of 

high potassium were removed as inactive or as originating from cells other than 

neurons. The amount of remaining traces in a network was always more than 98% of 

the initial traces. 

To quantify the slow GABA-induced depolarization, all of the included traces were 

refiltered from unfiltered traces (0.024-Hz lowpass). To quantify the properties of fast 

activity peaks and for forming the network responses, the traces were refiltered (0.005 

Hz-0.2 Hz) from unfiltered traces and normalized [0 1]. To obtain an overview of the 

calcium level fluctuations, all of the individual filtered and normalized calcium traces 

were converted back to intensities and aligned for each network. To form the network 

response, the filtered and normalized traces were summed and the sum was 

normalized [0 1]. 

Automated prominence based peak detection was evaluated to automate the 

network and single neuron activity detection Network activity peaks were identified 

when the peak prominence exceeded 0.025. The same criterion was used for the 

individual traces. Peak detection for both the individual traces and network traces was 

performed with the MATLAB Signal Processing Toolbox. Peak detection provided 

values for each peak for width, prominence, height and timing. The distributions of 

the peak parameters were collected into histograms with 0.005 prominence or 1-s 
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inter-peak-interval binning. Change distributions were also represented as histograms; 

all with 5% binning. Cumulative sums were obtained from the aforementioned 

histograms. 

4.4.2.2 Quantification of neurite orientation 

To investigate the effect of PDMS devices on the neurite growth, the orientation 

of neurites was analyzed. Images were collected with a phase contrast microscope 

from 5-week-old cultures. The images were taken either from neurites inside the 

tunnels or from freely growing networks on cell culture plates. The images were 

preprocessed to exclude electrodes and their tracks from the analysis. This processing 

was performed in MATLAB by replacing the pixels corresponding to the electrodes 

and their tracks with the local mean intensities. The local mean intensities were 

calculated from the corresponding regions of each image. The analysis was performed 

with CytoSpectre 1.2 software (http://www.tut.fi/cytospectre) (Kartasalo et al., 2015). 

The used parameters can be found in Table 20. The software calculated the 

orientations of the image components based on the spectral analysis. The orientation 

is described with a circular variance value from 1 for randomly aligned components to 

0 for completely unidirectional components. 

 

Table 20.  The settings used for performing neurite orientation analysis with CytoSpectre. 

CytoSpectre Setting Value 

component mode mixed 

spectral resolution/noise balanced 

component size (min/max) 1 μm/30 μm 

4.4.2.3 Quantification of cytochemical labelings 

To quantify the cytochemically labeled networks, a minimum of 6 images were 

obtained (from at least 2 parallel wells and at least 3 images per well). To quantify the 

percentage of dividing cells, DAPI- and Ki-67-positive nuclei were manually counted 

from the images. The proportion of Ki-67-positive nuclei from all nuclei (DAPI) was 

calculated. 
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4.4.3 Statistical analysis 

The data gained from the manual cell counting of the Ki-67-labeled networks were 

analyzed with nonparametric Kruskal-Wallis tests followed by the Mann-Whitney U-

test (post hoc test). A p-value less than 0.05 was considered significant. If more than 

two groups were analyzed, the resulting p-values were multiplied by the number of 

comparisons performed (Bonferroni correction). Linear regression analysis between 

activity pattern peak parameters as median values from 5 networks with 95% 

confidence intervals was performed to investigate the relationship between parameters 

obtained with different methods.  GraphPad Prism version 5.02 was used for all 

analyses. 
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5 SUMMARY OF THE RESULTS 

In this section, the main results of the publications (I, II, III, IV) are summarized 

and combined under three general topics. The first topic, “Validation of functional 

neurons and networks in the in vitro model”, summarizes the results, pointing to 

the existence of functional neurons and networks in the model. The second topic, 

“Engineering the analysis and measurements of functionality in the in vitro model”, 

summarizes the major improvements engineered to advance the analysis and 

measurement of neural functionality in the model. The third topic, “Biological 

studies of functionality in the in vitro model”, summarizes the most important 

results related to the biology behind the functionality in the model. 

5.1 Validation of functional neurons and networks in the in vitro 
model 

To ensure that differentiation produced functional neurons and networks, the 

neural properties of the neurons derived from hPSCs using the suspension 

differentiation method were assessed during Studies I, II, III and IV. The neural 

nature of the differentiated cells was verified on a molecular level and the neuronal 

functionality was assessed on both the single-neuron and network levels. 

5.1.1 Neural marker expression 
The neural differentiation of cells was confirmed by the emergence of neural 

morphology assessed with light microscopy observations 2-3 times a week in 

Studies I-IV. An example phase contrast image is shown in Figure 1A 

(unpublished). Most of the cells in the adherent cultures displayed neural 

morphology as evidenced by compacted soma and long thin processes. The second 

most common morphological group was cells with slightly larger soma and 

astrocyte morphology. Occasionally, flat cells with no star-like morphology and 

round cells with no morphology were also observed. The neural differentiation of 

cells was confirmed on a molecular level with immunocytochemical stainings 
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(Studies I and III). The stainings were made for neuronal markers (MAP2, βtubIII) 

and an astrocyte marker (GFAP). The neural markers revealed the cells had a 

neural morphology with thin long processes. Exemplary fluorescence microscopy 

images are shown in Figure 1B-D (Study I and III). Furthermore, proliferation in 

neural networks was studied, and the networks were found to contain cells that 

were actively dividing (Study I). The amount of dividing cells was 20%.  
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Figure 1.  The differentiated cells exhibited morphological, molecular and electrophysiological 
features of neuronal cell types. (A) Phase contrast image demonstrating that the cells displayed neural 
morphologies. (B-D) Immunocytochemical staining of a neural cell culture revealed that the cultures 
were expressing neural markers MAP2- (B, green) and βtubIII- (C, green), and astrocyte marker 
GFAP (D, green). The scale bar in A-D is 100 µm. (E) Single-neuron whole-cell voltage-clamp 
recordings displayed current responses typical to neurons after 3 weeks of adherent culture. * marks 
the fast inward currents and ** marks the outward rectifying currents. The recorded current responses 
(y-axis) are shown as a function of time (x-axis) through a series of depolarization steps (F) Single-
neuron whole-cell current-clamp recordings displayed neuronal voltage responses, action potential 
trains after 3 weeks of adherent culture.  The recorded voltage response (y-axis) is shown as a 
function of time (x-axis) in response to a current injection. * marks the action potentials. G) Neurons 
produced calcium transients as reponse to glutamate and high potassium after 3 weeks of adherent 
culture. The intracellular calcium level (y-axis) is shown as a function of time (x-axis) from 5 
simultaneously measured neurons (black traces) and the whole population (green trace). The bars 
with glut and high K mark the time windows of glutamate and high potassium concentration 
application. H) Neurons produced fast extracellular voltage fluctuations corresponding to extracellular 
action potentials. The extracellular voltage change (y-axis) is shown as a function of time (x-axis) 
during a single spike waveform recorded via a single MEA electrode. 

5.1.2 Expression of electrical functionality 

The emergence of electrical functionality was confirmed with patch-clamp 

(unpublished), calcium imaging (Study IV), and MEA measurements (Studies I-IV). 

The whole-cell patch-clamp measurements were made in voltage-clamp mode to 

revealed currents typical to neurons. The voltage-clamp measurement from one 

neuron showing inward and outward currents is shown in Figure 1E. These 

currents were observed to grow in size during the adherent culture (more carefully 

studied in Prajapati (2014). Furthermore, the current-clamp measurements from 

the differentiated neurons were made to reveal voltage responses typical to 

neurons. A train of action potentials measured in response to a depolarization 

pulse is shown in the Figure 1F. Neurons with multiple action potentials were rare. 

Calcium imaging revealed neuronal responses to stimulation with glutamate and 

high potassium (Figure 1G). Some cells showed a maximal response to both 

glutamate and high potassium, while some responded only to potassium. 

Furthermore, MEA measurements revealed sharp extracellular voltage signals 

(Figure 1H). Thus, the three separate methods showed behavior typical of neurons. 

Waveforms were few tens of microvolts in amplitude and on the millisecond scale 

in duration. The amount of spiking increased during the first few weeks in culture. 
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5.1.3 Emergence of functional networks 

The emergence of neuronal network functionality was investigated with MEAs 

(Studies I-IV) and calcium imaging (Study IV). The emergence of network activity 

progressed through three phases. During the first and second week of adherent 

culturing, the neural cultures developed scarce asynchronous activity. This was seen 

as asynchronous, infrequent extracellular voltage spikes in the MEA recordings 

(Figure 2A, unpublished). In the calcium imaging, single neurons showed 

asynchronous infrequent intracellular calcium transients (Figure 2B and C). Next, 

neural cultures developed semisynchronous activity. On MEA the recordings, this 

was observed as more frequent extracellular voltages and partial synchrony 

between electrodes (Figure 2D). On the calcium imaging, this was indicated by 

more frequent more aligned intracellular calcium rises with loose temporal 

associations (Figure 2E and F). Finally, the neural networks developed strong 

synchronous activity. On the MEA recordings, this was observed as bursts of 

activity separated with periods of silence (Figure 2G). On calcium imaging, this was 

indicated by tightly synchronous intracellular calcium rises (Figure 2H and I). The 

synchrony was very strong between the neuronal traces and the intervals between 

events of synchronous activity were devoid of spikes. The emergence of 

synchronity on MEA was generally observed after three weeks of adherent culture. 

The activity on MEA, even when synchronous, was not temporally very strongly 

correlated between different electrodes. Individual spikes occurred closer to each 

other than during the event intervals, but with clear silent periods in between 

events. Furthermore, single electrodes occasionally detected bursts of activity. The 

bursts were distinguishable because of a clearly higher spike rate center. 

 

Figure 2.  Synchronous activity emerged in the neural cell cultures as a function of network age and 
was visible in both MEA recordings and calcium imaging. (A, D, G) Raster plots from MEA recordings 
showed initially random spikes (black bars) which grouped during the network maturation. Detected 
spikes from each of the MEA electrodes (y-axis, 59 electrodes) are shown as a raster plot during a 5 
min recording (x-axis). (B, E, H) Individual intracellular calcium fluctuations synchronized between 
neurons. The intracellular calcium levels (y-axis) from 6 neurons are shown as a function of time (x-
axis). (C, F, I) The aligned traces of intracellular calcium fluctuations as intensities showed an 
increasing proportion of neurons with synchronous elevations in intracellular calcium during network 
maturation. The intracellular calcium levels as intensity from all neurons (y-axis) in the imaged field 
are shown as a function of time (x-axis). Representative recordings shown from networks displaying 
(A, B, C) asynchronous activity, (D, E, F) semisynchronous activity, and (G, H, I) synchronous activity. 
Moments of synchrony are labeled with *.  
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5.2 Engineering the analysis and measurements of functionality in 
the in vitro model 

5.2.1 Refining the culture system 

Recordings frequently showed only a few active electrodes (Figure 3A, starting 

from 6th week on MEA, Study I). The effect of restricting the space with PDMS 

devices on guiding the growth of neurons and increasing the amount of activity 

detected from the neural cultures was studied by culturing the neurons in PDMS 

devices with space restricting wells and tunnels (Study III, unpublished). Phase 

contrast imaging was utilized to confirm that devices did not prevent the growth of 

neurites. Neurites were observed to fill the restricted space of devices (Figure 3C). 

In the very narrow tunnels the evaluation of cell soma location by phase contrast 

microscopy was unreliable and immunocytochemistry that is generally used for 

observing the somas and neurites was unsuccessful. Finally, the effect of restriction 

via PDMS devices on the amount of activity measured was assessed by comparing 

the amount of active electrodes (Figure 3F) and SNR (Figure 3G) between 

different PDMS devices. Restriction increased the number of active electrodes and 

enhanced the SNR. The number of the active electrodes was highest in the PDMS 

tunnel devices, while the open 1-well and 6-well structures did not provide similar 

improvement.  

Figure 3.  To enhance the detection of spikes, the culture system was refined by retricting space with 
PDMS-devices. (A) 8 weeks follow up redording as a raster plot of detected spikes detected from 59 
electrodes (y-axis) during 9 5-min (x-axis) recordings demonstrating the low levels of recorded activity. 
Properly active electrodes can be seen as dense packing of spikes into black bars during 5-minute 
recordings. These electrodes begun emerging after 6 weeks and were low in numbers compared to 
the total number of electrodes (here 2-5 out of 59). (B) The designed PDMS device had a restricting 
tunnel between two cell plating areas. When the PDMS devices were attached to MEA, the electrodes 
were located in the tunnel, under the PDMS lid and under the PDMS device itself. (C) Phase contrast 
imaging revealed that the neurons willingly grew into the tunnels. The scale bar is 100 µm. (D) The 
immunocytochemical stainings were unable to penetrate into the PDMS-devices, while live staining 
with small molecular dyes enabled the observation of both neurite and soma penetration into the 
restrictive devices. On the left, BTUB-antibody- (green) and small molecular dye DiD- (red) labeled 
neural cells growing through the PDMS tunnels. The scale bar is 100 µm. Small molecular dye DAPI-
labeled nuclei outside the PDMS channels. The scale bar is 100 µm. (E) The tunnel width dependent 
orientation of neurites in the restricting structures was revealed by decreased circular variance. The 
statistical differences were analyzed using univariatate analysis of variance. The *-symbols indicate 
significance based on Bonferroni’s post hoc test versus open cultures (* p < 0.05; ** p < 0.01; *** p < 
0.001). (F) The proportion of active electrodes increased faster in restricting devices during network 
maturation. Percentage of active electrodes (y-axis) is shown as as a function of restriction (x-axis) 
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during different weeks of culture. (G) SNR (y-axis) was increased by restricting devices (x-axis). The 
statistical differences between groups were analysed using the 1-way ANOVA. The * symbols indicate 
significant differences using Dunn's post hoc test versus the 1-well control (** p < 0.01; *** p < 0.001). 
(H) The biological source of activity in restricting PDMS-devices was confirmed by shutting down 
neural activity with strong neurotoxin (TTX) application. The effect of TTX on the percentage of active 
electrodes (y-axis) in different devices. (F-H) The numbers indicate cross-section diameter of the 
tunnel in µm; 1w is 1-well device, 6w is 6-well device, o is outside tunnels and under the lid. 
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The SNR was improved by implementation of the PDMS tunnel devices. The 

noise detected by the electrodes in the cultures grown in the PDMS tunnel devices 

was increased compared to the control measurements. An increase was also 

observed in the median peak-to-peak amplitude. Both the noise and amplitude 

were increased in both the inside and outside tunnels. To confirm, that the signal 

was arising from biological sources, TTX was applied to block the sodium channels 

underlying the neural action potential formation (Figure 3H). 

5.2.2 Improving the MEA analysis 

To enhance the amount of detected neural activity, the MEA analysis was 

improved by refining the detection of spikes from the voltage data. Spike detection 

was observed to suffer from noise arising from perfusion and calcium imaging 

performed simultaneously with MEA recordings (Figure 4A, left). To decrease the 

effect of noise on spike detection, a noise removal based on the median voltage 

value of the electrodes was applied (Study IV, unpublished). An example of a noisy 

recording before and after noise removal is shown in Figure 4A (unpublished). The 

background noise is clearly decreased as a result of the noise removal. Median 

noise removal was able to remove large-scale fluctuations while retaining the fast 

spikes representing action potentials. 

The spike detection used in all studies was based on utilizing a static threshold 

for each recording. To ensure that the threshold used for spike detection is 

optimal, several thresholds were compared in unpublished studies. The thresholds 

were compared based on the number of true spikes detected and the ratio between 

true and false detections (Figure 4B, unpublished). The number of true detections 

was evaluated by subtracting the rate of false detections from the measured spike 

rate. The rate of false positive detections was evaluated from recordings made in 

the presence of TTX. Five times noise provided the best compromise between true 

detections and the ratio between true and false detections.  

To investigate the source of spikes recorded from networks, spike waveforms 

were sorted for a single electrode (n=1) and networks (n=10) in Study II. Spike 

waveform sorting from the single electrode revealed four waveforms of 

approximately equal peak-to-peak amplitudes (Figure 4D). The fourth waveform 

emerged only after pharmacological treatment. Spike waveform sorting from data  
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Figure 4.  More accurate detection of spiking activity from networks was provided by improving MEA 
data analysis. (A) Comparison between voltage signals recorded from single electrode showed that 
median based noise removal allowed the perfusion noise to be effectively removed. The same 
extracellular voltage (y-axis) signal is shown as a function of time (x-axis) from one electrode before 
(left) and after (middle) the noise removal, and after filtering (right). (B-C) Evaluation of different 
multiples of noise for spike detection revealed that multiple of 5 provided best compromise between 
the detected number of true and false spikes. (B) The rate of true positives (y-axis) is shown from 
individual electrodes (n=97) analyzed with different multiples of noise. Electrodes with no spikes 
detected at specific SD were excluded (1, 1, 35 and 24 for SD of 3, 5, 6 and 8, respectively). (C) The 
ratio of detected true positive spike rate and false detection rate measured during TTX (y-axis) using 
different multiples of noise (x-axis) for individual electrodes (n=97). Electrodes with no spikes detected 
at specific SD were excluded (0, 0, 31 and 53 for SD of 3, 5, 6 and 8, respectively). D) Clustering used 
to analyse spike waveshapes revealed multiple clearly distinct spike waveforms recorded by single 
electrode. Averaged extracellular voltages (y-axis) detected from the same electrode are shown as a 
function of time (x-axis) from four clusters (Spike I, II, III, IV).   
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pooled per network revealed five different spike waveforms in each of the 

networks (Study II). Two of these spike waveforms (III and IV) had approximately 

70-90 µV peak-to-peak amplitude compared to the other two waveforms, which 

had considerably smaller peak-to-peak amplitude (20 µV). The majority (99%) of 

the spikes waveforms detected during the baseline had peak-to-peak amplitudes of 

~20 µV. 

To investigate the source of spikes temporally clustering into bursts, spike 

sorting was performed jointly with burst detection (n=10 networks). Sorting 

revealed that the bursts of activity consisted of spikes with different waveforms. 

The bursts (24 in total, average 8.5 spikes each) recorded before pharmacological 

manipulation consisted of Spike I (174 spikes), Spike II (17 spikes) and Spike III 

(12 spikes).  

5.2.3 Improving network activity pattern analysis  

Raster plots of spikes seemed to saturate during the bursting activity (Figure 6A). 

This saturation hindered the visualization of network activity pattern recorded via 

MEAs. Grayscale spike rate-based raster plots were tested to enhance the 

visualization of the network activity in Study IV. Grayscale spike rate raster plots 

allowed the desaturation of burst spikes and revealed clear silent and highly active 

periods during the network-wide MEA recordings (Figure 6B).  

To allow comparison between networks, drug applications and to calcium 

imaging, network activity pattern quantification method based on summed spike 

rate was investigated. Summed spike rate for whole a MEA with 10 s binning is 

shown in Figure 6C. The formed spike rate trace showed sharp peaks of sudden 

high increases in the spike rate. Inspired by these transient peaks, an alternative 

prominence-based burst detection method for MEA data was studied (Figure 6C). 

The prominence-based burst detection method (Figure 6C and F, asterisks) was 

found to correlate with the ISI-based burst detection method (Figure 6C, Study 

IV). 

5.2.4  Improving the calcium imaging analysis 

To investigate generation of network activity patterns on single neuron level in 

developing networks with migrating neurons, an automated segmentation and 

tracking algorithm was developed in Study IV. For investigating calcium 
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fluctuations in all of the cells in the imaged field of view an automated 

segmentation was implemented. A segmentation algorithm based on marker guided 

watershedding was able to successfully segment the cell somas (region of interest, 

ROIs) from the image series (Figure 5A-D, Study IV). The parameters of the 

algorithm were optimized to maximize the similarity of the ROI counts between 

the frames and minimize the detection of overlapping ROIs. The algorithm was 

applied on an averaged set of images to allow neurons with fluctuating 

fluorescence levels to be detected more reliably. A moving average of 50 frames 

produced the best results with respect to the robustness of the ROI count and the 

amount of overlap during detection.  The frame-to-frame location information 

produced by segmentation was provided for the tracking algorithm. Munkres 

assignment algorithm was investigated for assigning tracks to follow neurons 

during their migration (Figure 5E, unpublished). The highest number of unique 

tracks with highest track lengths was used to evaluate the performance of tracking. 

A gating threshold of 20, gating cost of 5000, cost of nonassignment of 500, 

minimum track age of 20 frames and minimum visibility of 50% of frames 

produced the highest number of unique tracks with the highest length. 

Discontinuous tracks were joined by matching the intensity and location.  

This tracking information was used to extract single cell fluorescent intensity 

traces (Figure 5F, unpublished). The single cell traces contained noise and the level 

of measured intensity was dependent on the loading of the calcium indicator. To 

compare the activity of neurons, the calcium traces were filtered, normalized and 

quantified. A normalization based on the maximum fluorescence of the neuron 

was investigated. A typical trace from a single-neuron after processing is shown in 

Figure 5G. For quantifying the activity patterns of the single neurons, an 

automated algorithm based on peak detection with a prominence threshold was 

investigated (Figure 5G, asterisks). Visual inspection revealed that peak detection 

was able to distinguish peaks. The single-neuron data for single-neuron peak 

height, prominence, duration and interval was automatically collected from the 

detected peaks. 

Raster plots from calcium level fluctuations (example in Figure 6D) showed 

traces of network bursts when highly oversaturated (not shown). To better 

visualize the network activity patterns of calcium increases, raster plots from 

normalized neural traces were investigated (Figure 6E). Normalized raster plots 

allowed for the network-wide rises in intracellular calcium to be easily visualizable. 

To compare the network activity patterns between networks, to single neurons and 

to MEA recordings, an algorithm for quantifying network activity patterns was 
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investigated. To obtain a trace for the activity pattern visualized in the raster plot a 

simple summation of traces was investigated (Figure 6F, trace). Summed trace 

successfully displayed peaks corresponding to the synchronous intracellular calcium 

rises of the network activity pattern. This trace resembled the single neuron traces, 

which were succesfully quantified by an automated algorithm based on prominence 

threshold, thus the use of this algorithm for network activity quatification was 

investigated (Figure 6F, dots). Visual inspection revealed that peak detection was 

able to distinguish peaks. The data for peak height, prominence, duration and 

interval were automatically collected. Comparison between MEA and calcium-data 

collected simultaneously from the same network revealed that network activity 

peaks were detected similarly from both types of data.  

 

Figure 5.  The developed and optimized calcium imaging data analysis allowed automated 
evaluation of single neuron activities. (A-D) The developed stepwise segmentation allowed cells to be 
automatically detected. The scale bar is 200 µm. (A) An example of initial image formed by averaging 
from fifty subsequent frames (25 s, 0.5 s interval) would have been difficult to analyze manually. (B) 
Demonstration of how morphological operations allowed foreground markers (white areas, derived 
from A) to be derived from the averaged image. (C) Demonstration of how morphological operations 
allowed background markers (white lines, derived from B) to be derived from the foreground markers. 
(D) Demonstration of how watershedding utilizing the foreground and background markers allowed 
segmentation of cells (areas lined with while, derived from B and C). (E) The visual inspection of cell 
tracks from full recordings revealed succesfull tracking. Tracks connecting ROIs detected from a one 
30-min recording. Each colored line represents the motion of a single cell as movement of its centroid. 
The scale bar is 200 µm. (F) Demonstration of succesfull collection of calcium fluctuations as intensity 
of the dye (y-axis) in single neurons after the automated collection of the intensities from each frame 
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of the recording (x-axis). (G) Demonstration of succesfull detection of peaks (*) from the normalized 
and filtered intensity (y-axis) trace for the same cell as in F during the recording (x-axis).  

 

Figure 6.  Analysis of network activity patterns with optimized analyzis for evaluation and 
quantification of MEA and calcium imaging data revealed that both methods were able to detect 
similar network activity patterns. (A-B) Representation of MEA recorded spikes for each channel (n = 
59, y-axis) from 5-minute (x-axis) recording as grayscale spike rate (B) instead of black and white 
timestamps (A) allowed better visualization of synchronous spiking. (C) Summed spike rate for the 
whole MEA resulted in peaks of spike rate (*) that were detectable, quantifiable and in agreement with 
previously published method (○). The summed network spike rate (y-axis) shown as a function of time 
(x-axis). The asterisks and the circles indicate the network bursts as detected with the prominence-
based method and the method developed by Kapucu and colleagues (2012), respectively. The two 
burst detection methods were able to detect the network bursts similarly. (D-C) Enhanced visualization 
of the network activity pattern was revealed by comparison of recorded intracellular calcium 
fluctuations (gray scale bars) during 5 minutes of calcium imaging rfrom the whole field of view as 
unprocessed intensity changes of the calcium indicator (D) and as normalized and filtered calcium 
level fluctuations (E). The recording was performed simultaneously with the MEA recording 
represented on A-C. (F) Summed calcium level fluctuations (y-axis) from the imaged field resulted in 
peaks of intracellular calcium increases (•) that were detectable, quantifiable and in agreement with 
the pattern of spike rate peaks (*) detected from the simultaneously performed MEA recording. The 
asterisks indicate the network bursts as detected using the prominence based method from MEA-
recording. The dots indicate the network bursts detected using the prominence-based method from 
calcium fluctuations. Most of the network bursts were detected by both of the methods. 
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5.3 Biological studies of functionality in the in vitro model 

To investigate the emergence of neural network activity patterns from single 

neurons in hPSC-derived neural networks, activity was simultaneously studied on 

the population and single-neuron levels in Studies II and IV. Furthermore, to 

investigate the synaptic mechanisms mediating the network activity patterns 

pharmacological studies were carried out. This section summarizes the results 

related to the biology of the in vitro model under three distinct topics. The first 

topic, “Combined measurements of population activity”, summarizes the results of 

the correlations between the MEA measurements and calcium imaging. The 

second topic, “Behavior of single neurons during population activity”, summarizes 

the observations related to the participation of single neurons in the network 

events. Finally, the third topic, “Mechanisms mediating the network activity of the 

in vitro model", summarizes the results obtained using pharmacological tools. 

5.3.1 Combined measurements of population activity 

Both MEA and calcium imaging reflect the activity of neurons in the measured 

network. However, MEA measurements lack of spatial resolution, while calcium 

imaging lacks temporal resolution. The benefit of performing simultaneous MEA 

and calcium imaging measurements was investigated in Study IV. The correlation 

between MEA measured network activity patterns of synchronous action 

potentials and calcium imaging measured network activity patterns of synchronous 

intracellular calcium fluctuations was investigated to ensure that both methods are 

measuring the same patterns of synchronous activity. The network activity patterns 

recorded by both methods were visually compared. The comparison of grayscale 

plots produced from the spike rates of individual microelectrodes (Figure 6B) or 

from the normalized calcium signals of individual neurons (Figure 6E), revealed 

that both methods detected similar network activity patterns. Furthermore, to 

ensure that the automatic detection is detecting similar network activity pattern the 

quantified network activity patterns were aligned for comparison (Figure 6F, 

asterisks and dots). Visual comparison of the quantitated population level signals 

revealed that the MEA recorded population events and the network level calcium 

rises were occurring together. However, some temporal differences and method-

specific peaks of network activity were also observed. In some cases, this was due 

to the already high calcium level. High calcium baseline lowered the peak 
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prominence thus preventing prominence threshold being crossed. In other cases, 

MEA spike rate was smaller than the population bursts and were associated with 

no or very negligible summed calcium trace peaks.  

To compare the network patterns of action potential and calcium fluctuations 

between methods and networks, durations, prominences and intervals were 

obtained for each peak in the network activity pattern from five networks 

measured with simultaneous MEA and calcium imaging recording (Figure 7A-C). 

The comparison of parameters of network activity patterns between networks 

revealed that networks generated similar patterns with respect to duration of action 

potential firing and calcium transients. In addition, networks generated calcium 

transient patterns of similar prominence and interval. Network bursts measured 

with MEA were shorter, more prominent from background activity and occurred 

slightly more frequently. The relationship between the network activity patterns 

obtained via MEA and population level calcium fluctuations were quantified with 

linear regression analysis (Table 21) to investigate the correlation of parameters 

measured for the network pattern with different methods. Linear regression 

analysis revealed that the increase in the number of spikes during bursts of spikes 

measured via MEA was strongly and significantly (p < 0.05) predicted by increase 

in the prominence of network calcium fluctuation. 

 

Table 21.  Linear regression analysis of association between MEA and calcium imaging measured 
network burst parameters from 5 networks revealed burst prominence as the most significantly and 
strongly replicated parameter. Relationship describes the equation obtained from linear regression 
analysis. y is the expected parameter value for MEA recording as a function of measured parameter 
value from calcium imaging (x). 

Parameter Relationship Strength (r2) Significance (p) 

Peak duration y = 3.53 - 0.20x 0.51 - 

Peak prominence y = 0.026 + 0.21x 0.81 < 0.05 

Inter-peak-interval y = -220 + 8.8x 0.61 - 
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Figure 7.  The comparison of parameters of network patterns measured via MEA and calcium 
imaging revealed that networks generated similar patterns. Furthermore, the comparison of single 
neuron distributions of activity parameters revealed similar distributions between different networks. 
(A-C) Each replicate is a peak of network activity (46 events for MEA and 30 events for calcium 
imaging, both from the same 5 networks). (A) Network activity peak durations were similar between 
different networks but differed greatly between methods. Durations (y-axis) of the peaks of network 
activity (bursts) as measured with MEA (median 1.6 s) and calcium imaging (Ca, median 9 s) for the 
networks. Significant difference was observed between MEA and calcium imaging (*** p < 0.001). (B) 
The activity during network activity peaks measured by MEAs were widely varying while network wide 
calcium transient peaks were more uniform. Prominence of the peaks of network activity as measured 
with MEA (median 0.18) and calcium imaging (Ca, median 0.09) for the networks. Significant 
difference was observed between MEA and calcium imaging (** p < 0.01) were observed. (C) Interval 
between peaks of activity was similar between networks when measured from calcium transients but 
shorter and more varying for those measured from MEAs. Inter-peak-interval (y-axis) of the peaks of 
network activity as measured with MEA (median 14 s) and calcium imaging (Ca, median 29 s) from 
networks. There was no significant difference between MEA and calcium imaging. (D-F) Values from 
individual neurons from each network are represented as a distribution with the same color as their 
median (*). The medians are numerically listed in Table 23. (D) Comparison of distributions of 
durations of calcium transients in individual neurons revealed very similar overall shape and location 
between networks. Percentage of neurons (y-axis) with respect to the single-neuron activity peak 
widths (x-axis) for 5 networks. (E) Comparison of distributions of peak prominences of calcium 
transients in individual neurons revealed similar overall shape between majority of networks. 



 

85 
 

Percentage of neurons (y-axis) with respect to the single-neuron activity peak prominence (x-axis) for 
5 networks. (F) Comparison of distributions of intervals between calcium transients in individual 
neurons revealed a similar overall shape with a sharp peak between majority of networks. Percentage 
of neurons (y-axis) with respect to the single-neuron activity inter-peak-intervals (x-axis) for 5 
networks. 

5.3.2 Behavior of single neurons during population activity 

To investigate how the neural network activity patterns emerge from single neuron 

activity in hPSC-derived neural networks, calcium traces from single neurons were 

compared to the calcium trace pattern obtained from the network in Study IV. 

Peaks of calcium traces, corresponding to bursts of neuronal activity, from 

individual neurons and from networks were detected based on prominence. Values 

for peak duration, prominence and interval between peaks were obtained and 

compared (Figure 7D-F and Table 23). Comparison of durations of peaks revealed 

similarity between the patterns of calcium transients of single neurons and the 

network, as well as between different networks (Figure 7D). The distributions of 

the durations of activity during network events in single neurons had one peak, 

which was skewed towards longer durations. Skewedness was smallest in the 

network with the most activity during synchronous events. Comparison of the 

amount of activity during peaks, reflected by the peak prominence, revealed 

similarity between the patterns of calcium transients of the network and the 

constituent neurons (Figure 7E). The prominence distributions in general were 

skewed, and the highest activity network had multipeaked distribution. Most 

neurons displayed peak prominence corresponding to calcium transient less than 

10% of their maximum calcium transient (measured as a response to high 

potassium). Only the most active network had a large proportion of neurons 

showing over a 10% of maximum increase in their intracellular calcium levels. Very 

few neurons produced their maximum during events. Comparison of inter-peak-

intervals revealed that the interval between peaks in network calcium trace pattern 

corresponded to a subgroup of neurons (Figure 7F). This group was proportionally 

the largest in the network with highest peak prominences. Furthermore, the peak 

prominence seemed to be associated with the variability in the inter-peak-interval 

between neurons and the most active network had the smallest variability in the 

inter-peak-interval between neurons.  

The relationship between the single neuron calcium traces and the network 

calcium trace was quantified with linear regression analysis, to investigate the 

association between parameters on single neuron and network level (Table 22). 
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Emergent network properties were expected to be poorly associated. Linear 

regression analysis revealed that the inter-peak-interval and the peak prominence as 

strongly replicated parameters between network and single neuron level. Duration 

of calcium transients was poorly associated, thus being strong candidate for 

emergent network property. 

Table 22.  Linear regression analysis of association between peak parameters obtained from network 
calcium trace (n = 5 networks) and single neuron calcium traces revealed inter-burst-interval and burst 
prominence as the most significantly and strongly replicated parameters between network and single 
neuron level. Relationship describes the equation obtained from linear regression analysis. y is the 
expected parameter value for the network level as a function of measured parameter value on single 
neuron level (x). 

Parameter Relationship Strength (r2) Significance (p) 

Peak duration y = 9.68 + 0.042x 0.016 - 

Peak prominence y = 0.040 + 0.59x 0.86 < 0.05 

Inter-peak-interval y = 7.50 + 0.80x 0.93 < 0.05 

Table 23.  Comparison of the properties of network bursts (grey) and the single-neuron bursts reveal 
that peaks of activity on network and single neuron level are similar. The network event values are 
medians calculated for events (n=30) from all five networks. The single neuron event values are 
medians calculated from medians for each neuron (numbers in table on the bottom row) in the 
specified network. 

 
Network 

events (I-V) 

Single neuron events 

Network I Network II 
Network 

III 
Network 

IV 
Network V 

Median duration (s) 9 9 10 11 10 10 

Median prominence 0.09 0.13 0.06 0.09 0.07 0.07 

Median inter-event-
interval (s) 

29 27 55 38 33 34 

Events/neurons (n) 30 117 823 670 393 571 

5.3.3 Mechanisms mediating the network activity of the in vitro model 

To investigate the synaptic connections mediating the patterns of electrical 

network activity in hPSC-derived neural networks, the hPSC-derived neural 

networks were pharmacologically treated in Studies II and IV. The pharmacological 

treatments were targeted to GABAergic, glutamatergic and gap junction mediated 

signaling. These mechanisms have been shown to participate in the generation of 

the earliest forms of network activity. Network level responses to pharmacological 

treatments were recorded with MEAs and calcium imaging. Furthermore, changes 
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in spike waveforms and the distributions of single-neuron responses arising from 

pharmacological treatments were studied. 

5.3.3.1 GABA response 

The presence of functional GABA receptors in neurons participating in the 

generation of network activity in hPSC-derived neural networks was investigated 

by studying the responses to GABA application. Responses to GABA application 

were studied with MEA recordings and calcium imaging. The presence of 

functional GABA receptors in neurons participating in the generation of network 

activity was studied by measuring the effect of GABA application on the network 

activity assessed by MEA measurements and calcium imaging. The network activity 

patterns were quantified via burst detection for MEAs and by network calcium 

trace peak detection for calcium imaging. Comparison of network activity pattern 

properties between baseline and GABA treatment revealed an inhibitory response 

(Figure 8A-D, Study II and IV).  

It was observed that single electrodes within the same network responded 

differently to GABA application (Study II). In further accordance, the single 

channel spike sorting revealed that some of the spike waveforms were not 

observed during GABA application while others were present. This observed 

heterogeny was further investigated by assessing the responses of single neuron 

calcium transients to GABA application. The distribution of single-neuron 

response revealed that most of the neurons were inhibited by GABA, but to 

different degrees (Figure 9A and 10A). In addition, some of the neurons were 

depolarized by GABA application (Figure 9A, top). Both inhibited and depolarized 

neurons were found during the experiments from the same networks and despite 

the response difference to GABA, both inhibited and depolarizing neurons 

participated in the network activity pattern (Figure 9B). Spatial distribution of the 

differently responding neurons was studied to see if neurons responding similarly 

to GABA formed clusters. However, completely mixed cultures devoid of such 

clusters were observed (Figure 9C).  

GABA application decreased the size of calcium transient generated by 

synchronous activity in networks with high initial transients (Figure 8B). To 

investigate if this was due to single neuron responses or due to an emergent 

network response, the correlation between size of baseline transients and the 

magnitude of the response was studied on the single neuron level (Figure 11A). 
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Response to GABA was found to be dependent on the activity of the neuron; the 

higher prominence of the neuron, the more strongly it was blocked by GABA. 

  

 

Figure 8.  The participation of chemical and electrical synapses in the generation of network activity 
pattern was confirmed by comparison of the effects of different pharmacological agents. The 
horizontal bars represent the medians with the interquartile range marked by whiskers. (A-D) The 
presence of functional GABA receptors in neurons participating in the generation of network activity 
was confirmed by GABA application. (A) The GABA application mainly decreased but occasionally 
increased the number of spikes in burst relative to baseline (y-axis). Each entry represents an average 
per network (B) The GABA application decreased the size of calcium transient generated by 
synchronous activity in networks with high initial transients. Peak prominence (y-axis) of network 
activity peaks with GABA application. GABA application caused a significant (* p < 0.05) decrease in 
the prominence of events from the high baseline activity networks. GABA application had also varying 



 

89 
 

effects on burst duration (C) and the number of bursts (D) in different networks compared to baseline 
(y-axis). GABA application caused a significant (* p < 0.05) increase in burst duration. Each entry 
represents an average per network. (E-H) The participation of functional GABAA receptors in the 
generation of network activity pattern was confirmed by GABAA antagonist application. (E) The GABAA 
antagonist (Bic) application both decreased and increased the number of spikes in burst relative to 
baseline (y-axis). Each entry represents an average per network. (F) The GABAA antagonist (Bic) 
application increased the size of network calcium transients generated by synchronous activity in 
networks with low initial transients and decreased the size of network calcium transients in networks 
with high initial transients. Peak prominence (y-axis) of network activity peaks during the baseline and 
GABAA antagonist (Bic) application. Bic application caused a significant (* p < 0.05) decrease in 
prominence of events from low baseline activity networks. GABAA antagonist (Bic) application had 
also varying effects on burst duration (y-axis) (G) and bursts occurrence (y-axis) (H) relative to 
baseline. Each entry represents an average per network. (I-J) The participation of functional glutamate 
receptors in the generation of network activity pattern was confirmed by sequential application of 
glutamate receptor antagonists. (I) The glutamatergic AMPA/kainate receptor antagonist (CNQX) 
application mainly decreased the number of spikes in burst (y-axis) while the glutamatergic NMDA 
receptor antagonist (DAP5) decreased the number only slightly further. (J) AMPA/kainate receptor 
antagonist CNQX also decreased the occurence of bursts (y-axis) while NMDA receptor antagonist 
DAP5 clearly decreased the occurrence of bursts further. CNQX application caused a significant (** p 
< 0.01) decrease in spikes per burst and burst occurence. Each entry represents an average per 
network relative to baseline. (K-L) The participation of functional gap junctions in the generation of 
network activity pattern was confirmed by gap junction blocker application. (K) The application of gap 
junction blocker CBX decreased the peak prominence (y-axis) and (L) inter-peak-interval (y-axis) of 
network activity peaks compared to baseline. CBX application caused a significant (* p < 0.015 and ** 
p < 0.01) decrease in network burst prominence and increase in inter-peak-interval.  

5.3.3.2 Role of GABAergic signaling 

To investigate the role of GABAergic signaling in the generation of network 

activity pattern, the network activity pattern properties were compared between 

baseline and GABAA antagonist application in Studies II and IV (Figure 8E-H). 

The GABAA antagonist bicuculline was never observed to completely disrupt the 

network activity pattern in Studies II and IV. However, blockade of GABAA 

signaling was observed to both increase and decrease the amount of spikes in 

bursts and prominence of network calcium trace peaks (Figure 8E-F). The effect 

on burst duration (Figure 8G) and occurrence (Figure 8H) was also observed to be 

decreased in some and increase in some networks. On the other hand, some of the 

networks were unaffected by treatment. Demonstrating varying effects of GABAA 

antagonist. 

The distribution of single-neuron responses as change in the prominence of 

calcium transients duringe GABAA antagonist application was studied, to 

investigate if all neurons were affected similarly (Figure 10B). The single-neuron 

response distribution was bell shaped and the peak aligned with the network 
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response. GABAA antagonist application increased the size of calcium transient 

generated by synchronous activity in networks with low initial transients (Figure 

8F).  

To investigate if this was due to single neuron responses or due to an emergent 

network response, the correlation between size of baseline transients and the 

magnitude of the response was studied on the single neuron level (Figure 11B). On 

the single-neuron level the responses were observed to be more dependent on the 

network the neuron resided in than on the size of the initial calcium transients. 

 

 

Figure 9.  The investigation of neuronal responses to GABA application on single cell level revealed 
that the network activity pattern was generated by a heterogenous mixture of neurons with different 
responses to GABA. (A) Three distinct responses to GABA application were observed. Intracellular 
calcium level (y-axis) shown as a function of time (x-axis) from individual neurons depolarized by 
GABA (top), with no response to GABA (middle) and inhibited by GABA (bottom). All neurons are from 
the same network. (B) Neurons responding differently were in synchrony, together generating the 
network pattern. The traces in A shown together. Green traces from depolarized, pink from non-
responders and blue from neurons inhibited by GABA. * indicates the moments of synchronous 
activity during a network event. (C) Neurons with different responses to GABA were completely mixed 
in the culture. Neurons from one field of view marked with a colored circle representing their GABA 
response (color scale bar). 
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Figure 10.  Comparison of distributions of individual neuron responses and the network response (*) 
to pharmacological agents showed association between network and individual neuron level 
reponses. (A) Comparison of network responses (*) and single neuron response distributions to GABA 
showed a peak of single neuron response distributions aligning with respective network response. 
Percentage of neurons (y-axis) with respect to the single neuron peak prominence change during 
GABA application compared to baseline (x-axis) for 5 networks. (B) Comparison of network responses 
(*) and single neuron distributions to GABAA antagonist showed a peak of single neuron response 
distributions aligning with respective network response. Percentage of neurons (y-axis) with respect to 
the single neuron peak prominence change during GABAA antagonist application compared to 
baseline (x-axis) for 5 networks. (C) Comparison of network responses (*) and single neuron 
distributions to gap junction blocker showed a peak of single neuron response distributions aligning 
with respective network response. Percentage of neurons (y-axis) with respect to the single neuron 
inter-peak-interval change during gap junction antagonist application compared to baseline (x-axis) for 
5 networks.  

5.3.3.3 Role of glutamate and gap junctions 

The participation of functional glutamate receptors in the generation of 

network activity pattern was investigated by sequential application of glutamate 

receptor antagonists in Study II. The glutamatergic AMPA/KA receptor antagonist 

CNQX was observed to significantly (p < 0.01) decrease the occurrence of bursts 

and the amount of spikes in bursts (Figure 8I-J). The effect was somewhat 

permanent with poor recovery, and the addition of the glutamatergic NMDA 

receptor antagonist D-AP5 further decreased the activity slightly, but 

unsignificantly (p > 0.05).  

The participation of functional gap junctions in the generation of network 

activity pattern was investigated by gap junction blocker application in Study IV 

(Figure 8K-L). The gap junction antagonist CBX increased the interval between 

network calcium transients by visibly decreasing the occurrence of network level 

calcium transients. Furthermore, the promincence of network calcium transients 

was decreased. The distribution of single-neuron responses as change in the inter-

peak-interval of calcium transients to gap junction blockade was studied, to 

investigate if all neurons were responding similarly (Figure 10C). The single-neuron 
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response distribution revealed a sharp peak corresponding to a subgroup of 

neurons with response similar to respective network response.  

 

 

 

Figure 11.  Comparison of single-neuron responses to pharmacological treatments in different 
network groups revealed two patterns. (A) Single-neuron response to GABA was similarly dependent 
on the amount of spontaneous activity of that neuron in different networks. Neurons with more activity 
were more strongly inhibited by GABA. This was independent of the network the neuron resided in. 
Median peak prominence change in response to GABA (y-axis) as a function of the initial peak 
prominence (x-axis) of individual neurons in either the high baseline (green) or the low baseline 
activity networks (purple). Lines represent exponential fit. (B) Single-neuron response to GABAA 
antagonist was dependent on the amount of spontaneous activity in the network the neuron resided in. 
Neurons in networks with high spontaneous activity (green) were generally inhibited by GABAA 
antagonist while neurons in networks with low level of spontaneous activity (purple) were generally 
stimulated by GABAA antagonist. Median peak prominence change in response to the GABAA 
antagonist (y-axis) is shown as a function of the initial peak prominence (x-axis) of individual neurons 
in either the high baseline (green) or the low baseline activity networks (purple). 
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6 DISCUSSION 

Human cognition is based on electrically active circuits in the brain. Today, our 

understanding of the formation and detailed function of these electrically active 

circuits remains incomplete. Understanding the processes of brain circuitry 

generation could provide valuable insight into the genesis of human 

neuropathologies. The formation of functional human neural networks can be 

studied in vitro in hPSC-derived networks. This in vitro model allows us to assess the 

cellular and network mechanisms involved in neural development and abnormal 

brain function.   

In this thesis, an electrically functional in vitro model consisting of a networks 

formed by hPSC-derived neural cells was utilized to study the formation of 

electrical activity in human neuronal networks. This chapter discusses first the 

improvements made in the experimental and analytical tools used to study hPSC-

derived neural network activity. Next, the in vitro model and formation of electrical 

activity is discussed. Finally, the biological findings regarding the cellular and 

network mechanisms involved in the formation of network functionality are 

discussed. 

6.1 Analysis and measurements of functionality in the in vitro 
model  

The electrical network activity in vitro can be studied by performing MEA 

measurements and calcium imaging. However, MEA measurements from hPSC-

derived neural networks are challenging due to the low amount of detected activity. 

In this thesis, improvements for experimental and analytical tools for studying 

hPSC-derived neural networks with MEA were investigated to enhance the 

detection of electrical activity from the networks. Furthermore, it was investigated 

if calcium imaging analysis methods can be developed, optimized and evaluated to 

obtain more accurate detection of electrical activity on the network level. 
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6.1.1 Improving the culture system  
One of the most notable challenges in performing MEA measurements is the 

low number of activity detecting electrodes. In this thesis, the improvement of the 

number of active electrodes by refining the culture system was investigated. The 

refinement was studied in Study III, where PDMS devices were used to refine the 

culture system by restricting the growth area and medium volume available for 

neurons. This was hypothesized to guide the growth of neural cells and enhance 

the signal detected by electrodes. The PDMS devices were able to guide and 

restrict the growth of neural cells. It was observed that both cell somas and 

neurites willingly grew into the restricted areas. Furthermore, the PDMS tunnel 

devices seemed to induce parallel alignment of the neurites. Previously, random 

alignment has been observed (Goyal and Nam, 2011). Furthermore, PDMS devices 

were able to restrict the somas into one compartment. However, 

immunocytochemistry, which is generally used for observing the somas and 

neurites, was unsuccessfull in the crowded areas of PDMS tunnel devices. This 

phenomenon was most likely due to the hindrance in diffusion imposed by the 

combined volume restriction of the PDMS devices and crowded cell culture.  

The PDMS tunnel devices enhanced the spike detection via electrodes. The 

most important improvement observed was the increase in the number of activity 

detecting electrodes. This increase was observed to occur most strongly in the 

PDMS tunnel devices, while the open 1-well and 6-well structures did not provide 

similar improvement. The increase in the number of active electrodes is most likely 

due to more cells being in close proximity to the electrodes (Obien et al., 2015). 

Furthermore, the SNR was improved by PDMS tunnel devices. The noise detected 

by the electrodes in the PDMS tunnel device cultures was increased compared to 

the control measurements. In addition to noise, the median peak-to-peak 

amplitude was also increased. The increase of both these parameters has been 

previously reported for smaller tunnels (Morales et al., 2008; Dworak and Wheeler, 

2009; FitzGerald et al., 2009; Goyal and Nam, 2011; Habibey et al., 2015). Both the 

noise and amplitude were increased in both the inside and outside tunnels. These 

changes could be explained by amplification of the signals that were previously part 

of the background noise. Such amplification would lead to an increase in the spike 

detection threshold and an increase in the amplitude of the detected spikes. 

However, these effects can be ruled out by the increase in the number of active 

electrodes. Thus, the increase in the SNR is most likely due to real amplification of 

the neuronal signal originating from near the electrode combined with the 

increased likelihood of a neuron being near an electrode. 
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In summary, PDMS devices studied guided the growth of neural cells and 

enhanced the signals detected by electrodes. The combined effect of the noise and 

the enhancement in measured signals increased the general sensitivity of the 

measurement system. Furthermore, the PDMS tunnel devices increased the 

number of active electrodes, thus significantly improving the measurement system. 

From the perspective of further engineering of the measurement system, it remains 

to be determined whether the desired effect is due to the guiding properties, or the 

volume restriction or both. 

6.1.2 Improving the microelectrode data analysis  

Another notable challenge in utilizing MEA measurements is the analysis and 

interpretation of measured data signals and the lack of efficient network activity 

pattern analysis methods. The analysis of the MEA data was refined in Studies II 

and IV. 

6.1.2.1 Noise removal and spike detection 

It was hypothesized, that MEA data analysis could be refined by noise removal 

and spike detection optimization to enhance the detection of electrical activity. In 

Study IV, median noise subtraction removed large-scale fluctuations from the 

measured signals. Median noise subtraction is well suited for MEA signals when 

only the fast spikes are analyzed as the desired part of the signal - the action 

potentials - are local and thus detected only by a single electrode; thus, the same 

signals measured from multiple electrodes at exactly the same time must be noise.  

Spike detection with static thresholding suffers from fluctuations in the 

background noise. To address this problem, the spike detection was improved by 

implementing windowed spike detection in Study IV. When utilizing threshold 

based detection, the window used for determining the noise plays a critical role. 

MCS MC_Rack spike detection calculates the detection threshold from the 500 ms 

of the data acquired after the experimenter presses the button and is thus strongly 

dependent on data used for calculation. MED64-associated Mobius relies on the 

user to define the spike detection thresholds and is thus sensitive to experimenter 

decisions. From the commercial tools, only Axion Biosystem Axis software is 

adaptive. Thus, spike detection algorithms not accounting for changes in the 

background noise are widely used (Table 7) and are an important point to improve 

on. 
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 Currently, there are no studies comparing different spike detection thresholds. 

To find out the most optimal spike detection threshold, spike detection thresholds 

from 3 to 8 times the noise were studied. Detection threshold of 5 times the noise 

provided the best performance. This is inline with the generally used threshold of 

5-6 times the noise (Table 7).  

6.1.2.2 Waveform sorting 

The exact relationship between signal source and MEA detected signal remains 

unclear. In Study II spike waveforms recorded by the electrodes were sorted based 

on their shape to gain insight into the sources of detected spikes trains and whether 

sorting works in human-derived cultures.  

It is unclear whether single MEA electrodes record signals from single sealed 

neuron or from multiple neurons. The spike waveforms recorded by single 

electrodes were sorted according to their shape, to investigate whether multiple 

shapes representative of multiple neural sources were present. Spike sorting 

revealed that single electrodes record signals from multiple neurons. Sorting spike 

waveforms from the single electrode revealed four waveforms of roughly equal 

peak-to-peak amplitude. Similar numbers (1-4) of waveforms have been previously 

observed from single electrodes in mouse PSC-derived neural networks (Illes et al., 

2014). Furthermore, the spike waveforms had small peak-to-peak amplitudes and 

thus likely represent recordings from neurons far from the electrode rather than 

neurons forming seal with the electrode (Egert et al., 2002; Frey et al., 2009). Taken 

together, these observations highlight the notion that each individual MEA 

electrode represents signal recorded from a small-scale network surrounding the 

electrode.  

Bursts recorded by single electrodes can in theory arise from intense firing of 

single neurons or from the synchronous firing of multiple neurons. The burst 

participation of sorted spike waveforms was studied by combining spike waveform 

sorting with burst detection. This joint analysis revealed that the bursts of spikes 

recorded by the single electrode consisted of spike waveforms of different shapes. 

Bursts of spikes consisting of multiple spike waveforms have also been previously 

reported (Illes et al., 2014). Thus, the bursts of spikes recorded by MEA arise from 

multiple sources. From the perspective of analyzing burst parameters the idea that 

single electrode recorded bursts consists of spikes from multiple sources implies 

that the changes in burst properties, such as burst duration, reflect changes in the 

communication between neurons. 
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To investigate whether the neural types can be distinguished based on the shape 

of the extracellular spike waveform, spike waveforms pooled from all electrodes 

from individual networks were sorted. Five different spike waveforms emerged 

from the data pooled from all the electrodes in one network. Spikes I, II and V had 

small amplitudes and likely represent neurons too far to be classified (Egert et al., 

2002; Frey et al., 2009). The large peak-to-peak amplitude spikes (III and IV) more 

likely represent neurons close to the electrodes. However, it is unlikely that they 

represent different types of neurons as classification into large and small amplitude 

neurons is usually an indicator of faulty spike sorting (Van Dijck et al., 2012). Thus, 

pooling waveforms without any prior exclusion criteria for spike waveform 

parameters, such as amplitude, did not produce neural type segregation in spikes 

recorded from hPSC-derived neural networks. 

In conclusion, the MEA analysis pipeline has several aspects that can be refined to 

enhance the detection of neural activity. First, based on the results of applying the 

windowed spike detection, adaptive thresholding is advised. Second, single channel 

spike sorting can improve the resolution of MEA recordings while pooling 

waveforms seems to be unable to produce neural type segregation. Third, the 

bursts recorded by single electrodes can arise from the synchronous activity of 

multiple neurons. Furthermore, the spike waveform analysis suggests that each 

MEA electrode recording should be treated as a population signal from small-small 

scale network.  

6.1.3 Quantification of calcium imaging analysis 

To obtain more accurate detection of electrical activity on the single neuron and 

network level, and to investigate generation of network activity patterns on single 

neuron level in developing networks with migrating neurons, an automated 

segmentation and tracking algorithm for calcium imaging analysis was developed, 

optimized and evaluated in Study IV. To extract activity traces from all of the 

neurons in the captured image series, an automated segmentation based on 

morphological operations and watershedding was implemented. Morphological 

operations have been previously utilized in calcium imaging analysis (Jee Jang and 

Nam, 2015; Muhammed et al., 2016). However, compared to pure morphological 

feature extraction that produces circular ROIs (Jee Jang and Nam, 2015), 

watershedding allows measurement from the whole complex-shaped soma. 

Furthermore, segmentation based on morphological openings is able to provide a 
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considerably higher analysis speed (up to 12 times) compared to independent and 

principal component analysis-based segmentation methods (Muhammed et al., 

2016). Thus, morphological operations complemented with watershedding are a 

strong candidate as a basis for automated fluorescent microscopy image 

segmentation.  

To compare nonratiometric calcium traces between neurons, the feasibility of 

normalization relative to the maximum fluorescence of a cell was investigated. The 

resulting output using this normalization represents the fraction of maximum 

activity of single neuron at any given moment. Generally, normalization to baseline 

or minimum is used (Patel et al., 2015; Jee Jang and Nam, 2015; Cornelissen et al., 

2013). This minimum based intensity then represents the fluorescence changes as 

deviations relative to baseline. However, normalizing to the maximum revealed an 

unexpected benefit as the population activity pattern became clear from the aligned 

track rasters. Thus, the maximum fluorecense based normalization is usefull for 

studying the network wide calcium transient patterns.  

To compare patterns of calcium trace behavior between neurons and networks, 

threshold-based peak detection was investigated. Threshold-based peak detection 

was able to robustly detect transients from individual neurons. Previously, Patel 

and colleagues (2015) argued that threshold-based peak detection methodology was 

not robust enough to identify both small and large amplitude transients. However, 

their concerns involved percentile-based threshold, whereas a prominence-based 

threshold was used in Study IV. Unlike percentile-based threshold prominence-

based threshold is insensitive to slow fluctuations in the basal calcium level. This 

allows prominence-based threshold to detect small spikes during low and high 

basal calcium. Jee Jang and Nam (2015) extracted the small spikes by combining 

thresholding and template matching. This methodology could be an interesting 

addition to the algorithm represented in Study IV. In conclusion, prominence-

based peak detection is promising approach for quantifying calcium transients. 

6.1.4 Analysis and comparison of population activity between MEA and 
calcium imaging 

The downside of MEA measurements is the lack of spatial resolution, while 

calcium imaging lacks temporal resolution. It was investigated if simultaneous 

MEA recordings and calcium imaging would provide crossvalidation of the 

methods and insight into the network activity measured. The electrical activity 
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measured simultaneously with both methods was compared, to confirm that both 

MEA and calcium imaging were reflecting the same electrical activity patterns of 

neurons and neuronal networks.  

The MEA raster plots, used to visualize network wide activity patterns, suffer 

from desaturation during high frequenzy spiking. In study IV spike rate based 

grayscale raster plots were compared to black and white raster plots, to investigate 

if spike rate based plots would provide better visualization. The spike rate based 

grayscale spike rate rasters allowed the desaturation of the burst spikes and 

revealed clear silent and highly active periods on the network-wide MEA 

recordings.  

It was hypothesized that calcium transient rasters obtained from calcium 

imaging would also show network patterns. Unprocessed calcium indicator 

intensity and normalized calcium indicator intensity raster plots were compared in 

Study IV to investigate which provided better visualization.  The normalized raster 

plots showed synchronous network-wide rises in intracellular calcium. Comparison 

of raster plots obtained from simultaneous MEA recordings and calcium imaging 

revealed similar network activity patterns. 

The tools to quantify the network activity pattern consisting of rhythmic and 

correlated increase of activity of individual neurons emerging during neural 

network formation are scarse. It was investigated if a quantification method to 

analyze network activity patterns captured simultaneous by both MEA and calcium 

imaging could be developed. In Study IV, the feasibility of simple windowed 

summation of spike rate and calcium transients was investigated. Summed traces 

representing the activity measured by both methods showed sudden peaks of 

neuronal activity. These peaks were temporally correlated between the methods. 

Few of the network activity peaks were shown by only one of the methods. This 

was most likely resulting from the differences in temporal resolution (Takayama 

and Kida, 2016) and spatial coverage between the methods (Illes et al., 2014). 

Summation based population activity analysis differs greatly from the connectivity 

analysis more commonly used for calcium imaging data. In connectivity analysis 

traces from individual neurons are compared to estimate their temporal correlation 

(Li et al., 2010; Lutcke et al., 2013; Mukamel et al., 2009; Stetter et al., 2012; Tibau 

et al., 2013; Patel et al., 2015). However, summing neuronal traces and separately 

detecting peaks from the summed network activity pattern does not suffer from 

the accuracy requirement of peak detection from the individual neurons that is 

used to derive the temporal correlations in connectivity analysis. Thus, simple 

summation was sufficient to allow for detection of network wide activity increases. 
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In conclusion, the MEA measurement of hPSC-derived neural networks can be 

improved by restricting the available space and volume. Furthermore, the MEA 

analysis can be improved by median-based noise removal and windowed spike 

detection. However, the benefits of adding spike waveform sorting are not clear 

and require further studies. Calcium imaging analysis can be performed 

automatically for a mass of moving neurons. The comparison between 

simultaneous MEA and calcium recordings revealed that the two methods for 

measuring population activity from the same network are in general agreement. 

Thus, both methods can be reliably and comparably used to study network level 

activity. 

6.2 The in vitro model and its functionality  

6.2.1 Neural differentiation 
 

The neural differenation by withdrawal of external signaling molecules in hPSCs 

was confirmed by neural morphology and protein expression analysis. Similar to in 

vivo, the same neural precursor cells were expected to produce both neurons and 

glia. The morphology of the cells during in vitro differentiation was assessed in 

studies I-IV. Differentiation produced mainly cells with neuronal morphology with 

compacted soma and long thin processes and a minor population of cells with 

slightly larger soma and astrocyte morphology. Occasionally flat cells with no star-

like morphology and round cells with no morphology were observed. These 

morphologies have been previously associated to neural identity (Nat et al., 2007; 

Lappalainen et al., 2010). Thus, the withdrawal of external signaling molecules 

produced neural cells with proper morphologies. The expression of neuronal 

(MAP-2 and βtubIII) and astrocytic (GFAP) proteins in cells with neuronal and 

astrocytes morphologies was investigated in Studies I and III. Cells with neuronal 

morphology were observed to express markers of neuronal processes, MAP-2 and 

βtubIII as a result of neural differentiation, as reported earlier by Lappalainen and 

colleagues (2010) and by Paavilainen and colleagues (2018). Cells with astrocytic 

morphology expressed GFAP. The proportion and effect of astrocyte content of 

these cultures has been more carefully studied by Paavilainen and colleagues 

(2008). Astrocytes in hPSC-derived neural cultures have been suggested to enhance 

the maturation of the neural network by supporting synaptogenic mechanisms 
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(Pfrieger and Barres, 1997; Johnson et al., 2007; Eroglu et al., 2009; Allen et al., 

2012; Paşca et al., 2015).  

The presence of proliferating cells, typical to in vivo developing brain tissue, was 

confirmed in neural cultures arising from the in vitro differentiation in Study I. 20% 

of the cells in the neural cultures were proliferating. A mixture of neurons of 

different developmental ages (proliferating versus non-proliferating) in hPSC-

derived neural cultures has also been reported by others (Shi et al., 2012; Lam et al., 

2017; Gunhanlar et al., 2017). Thus, there exists heterogeneity regarding the 

maturational stage of the neurons.  

In conclusion, the neuronal differentiation of hPSCs, based on withdrawal of 

external signaling molecules and neurosphere culturing, produces a heterogenous 

neural population. This population consists of neuronal and astrocytic cells, in 

addition to proliferating fraction of cells. Thus, the obtained cultures contained 

neurons and other cellular components required for functional network formation. 

6.2.2 Functional characterization of the differentiated cultures  

In addition to support from the cellular components, successful synapse formation 

requires the maturation of the electrophysiological properties of neurons. The 

maturation of electrophysiological properties of neurons was investigated (Studies 

I-IV and unpublished) to asses the ability of hPSC-derived neurons to produce 

typical neuronal electrical activity.  

The electrophysiological properties of single neurons were studied with patch 

clamp and calcium measurements. Neurons produced typical neuronal currents 

(Coyne et al., 2011) when measured with whole-cell voltage-clamp. Both Na and K 

currents were observed starting at the first week of adherent culture. Furthermore, 

the current-clamp measurements from the differentiated neurons revealed voltage 

responses typical of neurons. Single and multiple action potentials were measured 

in response to depolarization. Multiple action potentials were rare, however, 

reflecting the young age of the neurons or the smaller proportion of more matured 

neurons. The number of fired action potentials has been shown to increase as 

hPSC-derived neurons mature (Lam et al., 2017). The calcium transients measured 

from single neurons revealed that neuronal cells had different responses to 

potassium and glutamate application. The responses to glutamate and high 

potassium were similar to those reported previously (Forostyak et al., 2013; 
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Paavilainen et al., 2018). Some of the cells showed a maximal response to both 

glutamate and high potassium, while some responded only to potassium. 

Furthermore, the glutamate to potassium response ratio varied between cells. Thus, 

the neural cultures consisted of neurons of different electrophysiological maturity.  

The emergence of neural activity as extracellular voltage changes was studied 

with MEA recordings in Studies I-IV. Neural activity emerged in the cultured 

networks after the first week of plating as sharp voltage changes with different 

waveforms. The waveforms were a few tens of microvolts in amplitude and on the 

millisecond scale in duration. The amount of spiking increased during the first few 

weeks in culture. Increase in spiking is generally observed (Vessoni et al., 2016; 

Odawara et al., 2014; Fukushima et al., 2016), and can result from more neurons 

firing action potentials, more neurons firing more than one action potential (Lam 

et al., 2017) or more synaptic connections (Canals et al., 2015) causing either or 

both of the first two behaviors (Lam et al., 2017). 

In summary, the heterogenous environment of maturing neurons, astrocytes and 

proliferating cells supports the functional maturation of neurons and development 

of spontaneous activity which increases as the culture time is increased. However, 

the neurons exhibit different levels of functional maturity. 

6.2.3 Network activity patterns 

Synapse formation is associated with the production of synchronous network 

activity. The emergence of network activity patterns in the hPSC-derived cultures 

containing electrophysiologically functional neuronal cells was investigated in 

Studies I-IV, to confirm synapse formation.  

6.2.3.1 Emergence of network activity patterns 

The gradual synapse formation occurring during network formation was 

investigated by measuring the neural spiking and calcium transients during the 

maturation of hPSC-derived neural networks.  

Similar to previous studies (Heikkilä et al., 2009; Kirwan et al., 2015), the first 

pattern of activity seen in MEA recordings and calcium imaging was asynchronous. 

Much like has been reported for the first maturing neurons in rodent cortex and 

hippocampus (Crépel et al., 2007; Allene et al., 2008). However, the calcium 
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transients in hPSC-derived neurons were constant fluctuations compared to 

rodents where the transients were separated by clear periods of silence (Crépel et 

al., 2007; Allene et al., 2008). This can be a real difference, or arise from the 

extracellular solution and thus would require further studies to be confirmed.  

When the hPSC-derived neural cultures matured further, the activity became 

semisynchronous. Semisynchronization was seen as loosely correlated spiking 

between the different electrodes of MEA (Studies I and IV) and as loose temporal 

association of calcium transients (Study IV). The rodent SPAs are similar to the 

observed activity in terms of loose synchrony, proportion of participating neurons 

and association with action potentials (Allene et al., 2008). However, the observed 

calcium transients in hPSC-derived neurons are shorter and much more frequent 

with no clear periods of silence.  

Finally, the networks displayed synchronous activity, seen as synchronous 

spiking between the different electrodes of MEAs, typical to hPSC-derived neural 

cultures (Heikkilä et al., 2009; Kirwan et al., 2015) and synchronous calcium 

transients between neurons. This activity was similar to ENOs in rodents in terms 

of increased proportion of participating neurons, tightness of synchrony, frequency 

of occurrence and association with bursts of action potentials (Garaschuk et al., 

2000; Allene et al., 2008).  

The arising neural spiking activity pattern was expected to be associated with 

similar pattern of calcium transients. However, during the early asynchronous 

phase, MEA detected scarse spikes nested in long silent periods, while calcium 

imaging revealed frequent asynchronous calcium transients. Studies utilizing only 

one these methods report similar findings (Heikkilä et al., 2009; Patel et al., 2015; 

Cohen et al., 2008; Ivenshitz and Segal, 2010). The initial lack of correlation 

between MEA and calcium imaging could arise from calcium transients that are not 

associated with action potentials. Similar to what has been reported to occur in ex 

vivo recordings from rodents (Crépel et al., 2007). This could be linked to the 

electrophysiological maturity of the neurons. The low amount of 

electrophysiologically mature neurons, capable of producing spikes, would also 

explain low amount of spikes detected by MEA.  

However, as the network activity synchronized both spikes measured by MEA 

and calcium traces recorded by calcium imaging organized into periods of intense 

activity and periods of silence. On MEA measurements this was seen as bursts of 

spikes on both single electrode and as peaks of spike rate on network level. On 

calcium fluctuations, the synchronous activity was seen as strong correlated 

increases in calcium level on individual neurons and as peaks of network level 
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calcium trace. The single neuron calcium transients could be arising from brusts of 

action potentials reported to appear gradually after 3 weeks (Lam et al., 2017).  

 

Thus, synchronous neural activity pattern arose in a stepwise manner partially 

resembling the activity emerging in the developing brain. However there were clear 

differences in the calcium transients compared to ex vivo recordings from rodents. 

This warrants further studies to confirm if this is true difference of results from 

experimental setup. Furthermore, as the extracellular action potentials and calcium 

transients correlated with each other only during the synchronous period this 

should be taken into consideration when assessing and comparing the activity of 

immature neural networks recorded with different techniques. Lastly, the gradual 

emergence of synchronous activity and synapses could be linked to the maturation 

of calcium signalling systems in the neurons and should be more carefully studied.  

6.2.3.2 Properties of synchronous activity 

Synchronous activity is commonly studied with either microelectrodes or 

calcium imaging. Microelectrodes record the extracellular spikes with high temporal 

resolution while the sources of spiking activity remain unclear. On the other hand, 

calcium imaging is able to record individual cells or even subcellular parts, but lack 

in temporal resolution. The properties of the network activity patterns were 

compared between simultaneous MEA measurements and calcium imaging in 

Study IV to increase the resolution of the recordings allowing a more in depth 

study of the network activity pattern. 

To evaluate the extent of correlated spiking seen on MEA recordings, calcium 

imaging was used to investigate the single neuron participation. Simultaneous 

calcium imaging revealed that large proportions of neurons covering the entire 

field of view were active during the correlated bursts of action potentials recorded 

by MEA. Thus, the synchronous activity measured by MEAs is wide spread and 

several neurons around the electrodes are active and can potentially contribute to 

the MEA signal. Shew and colleagues (2010) also reported that the activity 

recorded by MEA was accompanied with a simultaneous rise in nearly all neurons. 

This is in contrast to the scarse calcium rises reported to occur in conjunction with 

the bursts of spikes on MEA by Illes and colleagues (2014). This could reflect 

differences in the early activity between species. A possible cause could be the lack 

of voltage-gated calcium channels producing the flow of calcium in mouse PSC-

derived neurons (Robinson et al., 1993; Smetters et al., 1999). 



 

105 
 

Due to the lack of temporal resolution during calcium imaging, the timing 

between action potentials generating the calcium transients has remained unclear. 

MEA recordings were performed simultaneously with calcium imaging, to improve 

the temporal resolution for resolving the spike trains occurring during calcium 

transients. Correlated window for calcium transients was observed, while the 

spiking within this window was not tightly correlated between different areas of 

network and spiking pattern varied from transient to transient. Previously, strong 

synchrony between calcium traces (Shew et al., 2010) and lack of exact synchrony 

between spikes (Satuvuori et al., 2017) has been separately observed. Furthermore, 

the intervals between correlated calcium transients were largely devoid of both 

spikes and transients. Thus, it could be suggested that the network activity pattern 

consists of correlated windows of silence and activity while the activity within the 

windows of activity is not strongly correlated. 

The properties of network activity patterns in different networks were 

compared, to investigate if the emergence of network activity pattern is a part of 

developmental program manifesting itself in vitro. Furthermore, the activity patterns 

measured via MEA recordings and calcium imaging were compared, to investigate 

if both methods are measuring the same patterns of synchronous activity. For 

these purposes, the duration, prominence and interval of spike rate peaks and 

network calcium trace peaks were compared in Study IV. The duration of 

occurences of correlated spiking and network calcium traces were similar between 

networks. In addition, the intervals between network calcium trace peaks were 

similar between networks. In contrary to the wide range (0.0005 Hz to 0.18 Hz) of 

occurrence previously reported by Kirwan and colleagues (2015). The amount of 

activity, measured as increase in spiking frequency and calcium levels, however, 

varied a lot between networks. Thus, it can be argued that the timing related 

network properties, such as duration and interval, are regulated by a genetic 

program. This would also make them important aspects to study between healthy 

and diseased networks.  

Comparison between the properties of network patterns of action potentials 

and calcium fluctuations revealed that while both methods were recording the 

same pattern of synchronous activity, MEA was more sensitive to activity 

originating from few neurons. This was seen as slightly shorter inter-peak-interval 

due to smaller peaks of activity in between larger network calcium transient 

correlated peaks. These extra peaks most likely reflect the activation of a few high 

activity neurons, but they are not visible in calcium imaging, which is not affected 

by a few high activity neurons.  
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In summary, the comparison of network activity patterns recorded with MEA 

and calcium imaging revealed that both methods were recording the same pattern 

of synchronous activity while MEA was more sensitive to activity of few neurons. 

The synchronous activity was widespread and consisted of correlated windows of 

silence and activity while the activity within the windows was not strongly 

correlated. The timing of these windows was similar between different networks 

suggesting an inherent biological mechanism in tight control of the network 

activity patterns. 

6.2.3.3 Distribution of single-neuron responses within networks  

To investigate how the neural network activity patterns emerge from single 

neuron activity in hPSC-derived neural networks, calcium traces from single 

neurons were compared to the calcium trace pattern obtained from the networks. 

The neural network population activity was measured as a sum of the normalized 

calcium transients of each individual neuron. It was hypothesized that the neural 

network activity pattern would be seen to be faithfully replicated by the single 

neurons. The single neurons behave similarly to the network with respect to the 

calcium transient duration and prominence. However, only portion of neurons 

behave similarly to networks with respect to inter-peak-interval. This could 

represent neurons that were producing calcium transients strictly during the 

correlated transients and thus the properties of the inter-peak-interval histogram 

could be used to evaluate the proportion of neurons participating in the network 

activity pattern. Previously, network activity pattern has been suggested to be 

regulated by a distinct population of neurons (Kirwan et al 2015; Illes et al., 2014). 

It is plausible that this population is the group of neurons that are active only 

during synchrony. However, this would need to be assessed in more detail.  

Comparison of distributions between networks revealed that networks with 

most prominent network calcium transients displayed least varied durations and 

had sharpest peak in distribution of inter-peak-intervals on the single neuron level. 

Thus, the most distinct network activity pattern could be suggested to arise from 

the most tightly correlated timing of individual neurons. The correlation of timing 

can arise only from communication between neurons, thus the prominence of 

networks calcium transients might reflect the amount of synaptic connections 

which has been shown to increase during neuronal maturation (Lam et al., 2017). 

Furthermore, clear majority of neurons in all networks were spontaneously 

producing calcium transients of only fraction of size of the maximum transient. 
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Spontaneous spiking of only proportion of maximum spiking has also been 

observed in patch-clamp measurements (Gunhanlar et al., 2017). No previously 

published large-scale single cell in vitro calcium imaging studies were found. 

In conclusion, the network activity pattern emerged from the transients of 

individual neurons that were organized into windows of activity with similar 

duration and inter-window-interval across neurons of different networks. The 

activity during windows, however, was not organized into repeating patterns or 

tight synchrony most likely implying that in developing networks activation in 

general was more important than the exact sequence of firing. The size of 

transients in the network activity pattern was associated with the proportion of 

neurons employed in this window and could reflect the amount of synaptic 

connectivity.  

6.3 Mechanisms mediating activity in maturing networks 

To investigate the mechanism giving rise to synchronous activity and synchronous 

silence, three commonly observed mechanisms were studied (Studies II and IV) by 

pharmacologically stimulating or removing their participation.  

6.3.1 GABA 

The neurotransmitter GABA has been shown to have varying roles in the 

formation of neural networks. In in vitro studies, GABA has been shown to 

extensively excite developing networks. However, varying results have been 

reported by different research groups. In Studies II and IV, the networks were 

exposed to GABA and a GABAA receptor antagonist to study the maturity and 

role of the inhibitory GABAergic system.  

6.3.1.1 The dual effect of GABA in hPSC-derived neural networks 

The presence of functional GABA receptors in neurons participating in the 

network activity was investigated by studying network activity pattern changes 

during GABA application. GABA application produced inhibitory response, by 

reducing the occurrence of bursts of spikes and size of network calcium transients. 

Inhibitory effect in hPSC-derived neural networks has been also observed by 
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Kirwan and colleagues (2015) and Fukushima and colleagues (2016). This suggests 

presense of GABA receptors in neurons participating in the network activity, thus 

resembling the developing rodent brain where the generation of SPAs is inhibited 

by GABA (Crépel et al., 2007).  

The response to GABA was studied in more detail by spike sorting to 

investigate the uniformity of responses within the networks. Spike sorting revealed 

differences in the response between spike types. Varying changes in spiking as 

response to GABA have been shown also by Illes and colleagues (2014). Only the 

highest amplitude spikes were completely blocked by GABA. The increase in the 

amplitude of action potentials in hPSC-derived neurons has been linked to the 

maturation stage of the neurons (Telezhkin et al., 2016; Gunhanlar et al., 2017; 

Lam et al., 2017). Thus, the highest amplitude spikes could originate from the most 

mature neurons. However, due to the unreliability of sorting, the distribution of 

amplitudes would be a better measure to investigate. The amount of spikes 

completely blocked by GABA was low compared to the other spike types. This 

possibly reflects the low amount of neurons with mature GABA response. The 

proportion of high amplitude mature neurons has been observed to increase up 

until 8 weeks of adherent culture (Lam et al., 2017).  

The response to GABA was studied in more detail by investigating single 

neuron calcium traces to investigate the uniformity of responses of neurons 

participating in the synchronous network activity patterns. Most of the neurons 

were inhibited by GABA. However, the amount of inhibition, measured as 

decrease in synchronous calcium transients, was variable. Some of the neurons 

were depolarized by GABA. Previously, it has been suggested that depolarizing 

effects of GABA in immature neuronal tissues is a consequence of errors during 

the experiments (Holmgren et al., 2010; Mukhtarov et al., 2011; Rheims et al., 

2009; Dzhala et al., 2012). However, the GABA depolarized neurons were found 

from the same networks as inhibited ones and were participating in the 

synchronous network activity. The depolarizing GABA responses during the 

maturation of hPSC-derived neurons were also observed by Telezhkin and 

colleagues (2016). Thus, it can be argued that GABA depolarized neurons exists in 

the developing neural networks is not a result of the experimental setup. In the 

developing rodent brain GABA is reported to be excitatory/depolarizing up until 

postnatal disappearance of GDPs (Ben-Ari et al., 1989; Garaschuk et al., 1998; 

Tyzio et al., 2007). This is clear difference to the heterogeny of depolarizing and 

inhibitory responses in hPSC-derived networks. Thus the observed heterogeny 

might be specific to hPSC-derived neurons, but requires further studies. 
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Furthermore, in rodents the GABA switch occurs as a response to oxytocin 

(Leonzino et al., 2016), suggesting that the human GABA switch is not oxytocin 

dependent. The role of depolarizing GABA in these networks is likely to promote 

functional maturation of the neurons (Rushton et al., 2013, Lam et al., 2017) that 

are newly generated from the dividing cells. The promotion of functional 

maturation by depolarizing GABA most likely occurs via communication with 

astrocytes (Perea and Araque, 2010; Telezhkin et al., 2016).  

The GABA response and size of calcium transients were compared on single 

neuron level to investigate if the GABA response was related to the ability to 

produce transients during synchronous activity. GABA response of single neurons 

was found to be dependent on the size of the spontaneously produced 

synchronized calcium transients. Neurons with higher transients were 

proportionally more sensitive to GABA. The number of action potential spikes in a 

neuronal burst correlates with the size of the observed calcium transient (Robinson 

et al., 1993; Smetters et al., 1999). The ability of neurons to burst has been linked 

to the maturation stage in hPSC-derived neurons (Telezhkin et al., 2016; 

Gunhanlar et al., 2017; Lam et al., 2017). Furthermore, the proportion of GABA 

inhibited neurons and the initial size of network calcium transients were associated 

with the overall network activity pattern change in response to GABA. Thus, it can 

be suggested that as the neurons functionally mature within the network the 

network produces higher calcium transients and becomes more sensitive to GABA.  

6.3.1.2 The role of GABA in mediating network activity  

To investigate the role of GABAergic signaling in the generation of network 

activity pattern, the network activity pattern changes to GABAA antagonist 

application were studied. The network activity pattern changes were varied, in 

some networks the GABAA antagonist increased the spiking in bursts or increased 

the size of network calcium transients, thus increasing the activity during windows 

of synchrony. In others no effect, or opposite response, was observed. The 

increase in activity, disinhibition, is indicative of functional GABAergic inhibition 

(Arumugam et al 2008). Both disinhibition (Heikkilä et al., 2009; Telezhkin et al., 

2016; Fukushima et al., 2016), and lack of it (Kirwan et al., 2015) have been 

previously observed in hPSC-derived neural networks. A varying effect of the 

GABAA receptor antagonist has been previously reported by Patel and colleagues 

(2015), who demonstrated that in the early phase of network formation in rats, 

GABA blockade reduces activity and synchrony, while at later stages, GABAA 

receptor blockade results in enhanced synchrony. Both of these observations are 
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most likely linked to transition from GDP-like activity to more mature type activity 

following the GABA switch in developing rodent brain (Ben-Ari et al., 1989; 

Garaschuk et al., 1998; Tyzio et al., 2007). Interestingly, the hPSC-derived neural 

networks displayed calcium transient kinetics very different from GDPs. However, 

the networks with lack of disinhibition had larger calcium transients which were 

suggested (6.3.1.1) to be indicative of functionally more mature neurons. This 

discrepancy might arise from differences in the maturity of GABAergic systems, 

such as lack of GABAergic neurons, GABA biosynthesis or fewer or more 

immature GABAA receptors. This is supported by the observation that disinhibited 

networks were not exhibiting synchronous network activity pattern initially 

(Telezhkin et al., 2016; Illes et al., 2007; Heikkila et al., 2009; Fukushima et al., 

2016). This would need to be assessed in more detail. However, the presense of 

synchronous activity pattern in networks with lack of disinhibition warrants the 

conclusion that inhibitory GABAA mediated signaling is not required for its 

generation (Baltz et al., 2010). 

To investigate if single neuron disinhibition correlates with the network activity 

pattern disinhibition as suggested by Arumugam and colleagues (2008), single 

neuron calcium transients in response to GABAA were studied. Both disinhibition 

and inhibition were observed as increase or decrease in calcium transients during 

synchrony, respectively. However, the timing of synchronous calcium transients 

was unaffected. It was investigated whether the more disinhibited neurons had also 

smaller transients during baseline, indicative of ongoing inhibition. The cellwise 

comparison of transients during initial baseline measurements and the response to 

GABAA antagonist revealed that single-neuron responses were more dependent on 

the network the neuron resided in than on the size of the initial calcium transients. 

Thus, the effect of GABAA antagonist can be argued to arise from a component of 

network, such as the GABAergic neurons and their functionality. Possible reasons 

could thus be the amount of GABAergic neurons, the maturity of GABAergic 

neurons, the amount of output synapses made by GABAergic neurons and the 

activity of these synapses. The generation of GABAergic neurons from PSCs 

seems to differ between laboratories and the observations regarding the 

GABAergic system vary (Table 24). Some laboratories are claiming large fractions 

of GABAergic neurons (Eiraku et al., 2008; Illes et al., 2009; Watanabe et al., 2005), 

while others are reporting a lack of GABAergic neurons (Kirwan et al., 2015; Shi et 

al., 2012c) or few GABAergic synapses (Gunhanlar et al., 2017). In our lab, some 

GABAergic neurons are produced during differentiation (Paavilainen et al., 2018). 

With respect to the human time frame, the lack of GABAergic neurons is to be 
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expected. Thus, further studies are required to determine the time frame for the 

generation of GABAergic neurons in this system. In conclusion, GABA does not 

seem to be required for the generation of initial synchronous network activity 

pattern, but seems to participate in the control of transients during windows of 

synchronous activity. 

Table 24.  The relationship between reaction to GABA, GABAA inhibition and the proportion of 
GABAergic neurons in different preparations of maturing neural networks.  The depolarizing effect of 
GABA has been reported to be present in networks where GABAA blockade disinhibits. However, no 
reports where there would be a disinhibition without the presense of synapses to GABAergic neurons 
were found. 

Preparation Reaction to GABA GABAA block 
GABAergic 

neurons 
Reference 

hPSC depolarizing disinhibition majority Telezhkin et al., 2016 

rat embryo inhibitory increase in peaks 13% Jee Jang and Nam, 2015 

rat embryo depolarizing disinhibition 3-5% Baltz et al., 2010 

rat embryo depolarizing no effect 0 % (blocked) Baltz et al., 2010 

rat embryo inhibitory disinhibition - Jungblut et al., 2009 

rat embryo - decrease / increase - Patel et al., 2015 

hPSC complete block no effect none Kirwan et al., 2015 

hPSC inhibitory disinhibition - Fukushima et al., 2016 

hPSC complete block disinhibition - Heikkila et al., 2009 

hPSC depolarizing - some Paavilainen et al., 2018 

hPSC - increased activity - Odawara et al., 2014 

mPSC - disinhibition - Illes et al., 2014 

adult rat - disinhibition - Shew et al., 2010 

 

In conclusion, the neurons participating in the network activity pattern 

responded differently to GABA and this might be a feature unique to hPSC-

derived networks. The neurons inhibited with GABA showed larger amplitude 

spikes and higher calcium transients during network events. The response of 

neurons to GABA could be linked to their functional maturity. However, neurons 

with higher calcium transients did not become more disinhibited by GABAA 

receptor antagonism. Instead, the neuron wise response seemed more dependent 

on the network the neuron resided in. Thus, the effect of GABAA antagonist can 

be argued to arise from a component of network, such as the amount of 

GABAergic neurons. However, it is possible that the disinhibition increases with 

more GABAergic neurons, and is reflected in the disinhibition commonly seen in 

other preparations. Furthermore, GABAergic signaling did not seem to participate 
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in the temporal control of the synchronous activity pattern suggesting that the 

recorded activity patterns represent less immature activity than rodent GDPs.  

6.3.2 Glutamate 

The effect of glutamate antagonistm on the synchronous network activity pattern 

was studied, to investigate if excitory neurotransmitter glutamate is a mediator of 

the network activity pattern. The occurrence of bursts of spikes was greatly 

diminished by glutamatergic blockers. Additionally, the spikes in bursts were 

decreased. Glutamatergic signaling has been shown to appear (Gunhanlar et al., 

2017) after 2 weeks (Lam et al., 2017). Thus, glutamate most likely participates in 

the initiation and spike rate production during the network events in hPSC-derived 

neural networks (Fukushima et al., 2016; Kuijlaars et al., 2016) and can be argued 

to be the mechanism providing the excitation required for the network activity.  

The actions of glutamate in these networks could be mediated via 

AMPA/kainate receptors as the activity inhibiting effect was already observed 

during AMPA/kainate receptor antagonism, and NMDA receptor blockade did 

not produce clear changes. This effect has also been observed with patch-clamp 

measurements from hPSC-derived neurons, where AMPA/kainate receptors are 

located synaptically and NMDA receptors extrasynaptically (Lam et al., 2017). 

Thus, it can be argued that AMPA/kainate receptors have a more important role in 

mediating network activity. The lack of NMDA-mediated activity could reflect the 

immaturity of neurons (Fukushima et al., 2016). Altought the mediating 

glutamatergic receptors were not studied in more depth, Kirwan and colleagues 

(2015) observed that hPSC-derived neurons express synchronous network activity 

in cultures where neurons express a mixture of mature and immature functional 

glutamate receptors. This would be an interesting detail to confirm in the future. In 

developing rodent brain both ENOs and GDPs are dependent on NMDA-

receptor mediated signaling (Garaschuk et al., 2000; Corlew et al., 2004; McCabe et 

al., 2006; Allene et al., 2008). Thus, the strong AMPA/kainate dependency is might 

be novel to hPSC-derived neural networks. 

6.3.3 Gap junctions mediate network activity 

The participation of gap junctions in the generation of synchronous network 

activity pattern was investigated by applying a gap junction blocker in Study IV. 
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The occurrence of synchronous calcium transients was greatly diminished by a gap 

junction blocker application. The size of the calcium transients during synchronous 

windows of activity was slightly but not as clearly affected, and might not be 

biologically significant. Thus, gap junctions seem to participate in the interval 

upkeep and to have a minor role in spike rate production during the windows of 

synchronous activity. Gap junctions could be a potential candidate as the intrinsic 

chemical synapse-independent mechanism observed in PSC-derived neural 

networks (Illes et al., 2014; Kirwan et al., 2015; Fukushima et al., 2016). In the 

developing rodent brain, SPAs have been reported to be mediated via gap 

junctions (Allene et al., 2008).  

To study how the behavior of individual neurons is affected by the gap junction 

blockade the inter-peak-interval change in calcium transients was further studied 

on the single neuron level. A subgroup of neurons seemed to correspond to the 

change in the network activity pattern. Thus, gap junction blockade can be 

suggested to affect a specific group of neurons and this group of neurons has a 

major role in determining the network pattern interval.  

 

In conclusion, hPSC-derived neural networks are a mixture of neurons with 

different molecular and functional maturities with more mature neurons 

contributing more to the synchronous activity pattern. In addition, the amount of 

activity during network events is governed by the excitation/inhibition balance 

between glutamatergic excitation and GABAergic inhibition. Finally, synchronized 

neurons are silent during the intervals between events, and the length of this period 

is regulated by glutamate and gap junctions. The observed dependency of the 

network activity pattern on different mechanisms did not have clear equivalent in 

the developing rodent brain. The hPSC-derived neural network activity pattern has 

gap junction dependency similar to SPAs, but was also mediated by chemical 

synapses. Thus the found activity pattern could correspond to transition from 

SPAs to ENOs. However, unlike ENOs the activity pattern was more dependent 

on AMPA/kainate receptor than on NMDA receptor mediated signaling. 

Furthermore, the network response to GABA and GABAA antagonist suggested 

that the hPSC-derived networks could be transitioning from ENO- to GDP-like 

activity. Thus, the activity pattern generated during brain development in human 

could be suggested to be different from the rodent, but requires further studies 

confirming that this is not an in vitro artifact.  
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6.4 Future perspectives 

Despite the advancements made, some questions remain unanswered and new 

questions were evoked. From the perspective of further engineering of the 

measurement system, it remains to be determined whether the increase in 

measured spiking is due to the guiding properties, due to the volume restriction or 

both. Understanding these findings would allow further engineering of the 

measurement system. Additionally, spike sorting provides an important level in the 

study of heterogeneous networks by offering a means to assess differently 

behaving neurons. However, the criteria for sortable spikes would need to be more 

carefully considered and applied.  

From the perspective of further biological studies, the detailed mechanisms 

allowing networks to take more control over individual neurons as they mature 

remains unknown. Furthermore, the molecular level details of how gap junctions 

and glutamate cooperate to form the pattern of network activity are unassessed. 

Finally, although GABAergic signaling did not participate in the generation of 

network activity, the response to GABA repeatedly showed a developmental 

profile and thus is likely to play are role in either single-neuron or network 

maturation. 
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7 CONLUSIONS 

The broad aim of this thesis was to explore the topic of modeling brain 

functionality in vitro in hPSC-derived neural networks to better understand human-

specific developmental processes and mechanisms. 

Based on the findings presented in this thesis, the following are concluded: 

 

1) The activity measurements of the in vitro model consisting of functional 

human PSC-derived neural networks were improved by restricting the 

growth area and volume with PDMS devices.  

 

2) The analysis of MEA data can be refined by adding median noise removal 

and windowed spike detection. Additionally, heterogeneous networks can 

be more effectively assessed with spike sorting. 

 

3) MEA and calcium imaging, which are generally utilized for measuring 

population activity from the same network, were in general agreement and 

are comparable via the analyses developed. Additionally, details of network 

activity pattern can be obtained from large-scale single-neuron 

measurements.  

 

4) The neuronal differentiation of hPSCs produces a heterogenous neural 

population. This population consists of neuronal and astrocytic cells, in 

addition to a proliferating fraction of cells. The heterogenous environment 

supports the functional maturation of neurons and development of 

spontaneous activity which increases as the culture time is increased. 

However, the neurons exhibit different levels of functional maturity. 

 

5) The network activity pattern in human PSC-derived neurons arises from a 

mixed but cooperating population of neurons of different functional 

maturity. As the neurons mature, they gradually become more active while 

simultaneously becoming less independent. The network activity generated 
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reflects intrinsic biological mechanisms in the temporal organization of 

network activity patterns. The activity pattern was widespread and 

consisted of correlated windows of silence and activity while the activity 

within the windows was not strongly patterned.  

 

6) The windows of activity and silence are regulated by glutamate and gap 

junctions, but not by GABAA receptors. The activity of individual neurons 

during the windows of activity is regulated by glutamate, gap junctions and 

GABA. The mechanisms patterning the network activity in hPSC-derived 

neural networks are more overlapping than the ones exhibited during 

rodent brain development.  
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 i g  h  l  i  g  h  t  s

Fluorescent  labels  CT  and  DiD  can  be  utilized  with  human  stem  cell-derived  neurons.
Labels  do  not  affect  the  cell  viability  and  minimally  affect  the  cell  proliferation.
Labeled  cells  can  be successfully  followed  for  at  least  4  weeks.
Labeled  cell  populations  form  spontaneously  active  neural  networks.
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Applications  such  as  3D  cultures  and  tissue  modelling  require  cell  tracking  with  non-invasive  methods.
In this  work,  the  suitability  of  two fluorescent  probes,  CellTracker,  CT,  and  long  chain  carbocyanine  dye,
DiD, was  investigated  for long-term  culturing  of  labeled  human  pluripotent  stem  cell-derived  neural
cells. We  found  that these  dyes  did  not  affect  the cell viability.  However,  proliferation  was  decreased  in
DiD labeled  cell  population.  With  both  dyes  the  labeling  was  stable  up to  4  weeks.  CT  and  DiD labeled
cells  could  be co-cultured  and,  importantly,  these  mixed  populations  had  their  normal  ability  to  form
ellTracker
iD
o-culture
luorescent probe
abeling
uman stem cell derived neural cells

spontaneous  electrical  network  activity.  In conclusion,  human  neural  cells  can be  successfully  labeled
with these  two  fluorescent  probes  without  significantly  affecting  the cell  characteristics.  These  labeled
cells  could  be utilized  further  in  e.g. building  controlled  neuronal  networks  for neurotoxicity  screening
platforms,  combining  cells  with  biomaterials  for  3D  studies,  and  graft  development.

© 2013 Elsevier B.V. All rights reserved.

ong term

. Introduction

For the development of in vitro cell and tissue models it is
ften desirable to distinguish different cell populations within
o-cultures in real time. This can be performed on the basis of
ifferences in the cell morphology. However, morphological differ-
nces can vary even within the same cell type and become difficult

o observe in a three dimensional culture environment. Fluores-
ent probes are an alternative to morphology-based identification.
hese probes have been tested with animal-derived cell cultures
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165-0270/$ – see front matter ©  2013 Elsevier B.V. All rights reserved.
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(Honig and Hume, 1989) but only one study has earlier described
the use of fluorescent probes in human-derived neural cell cultures
(Rizvanov et al., 2010). Furthermore, the possible cytotoxic effects
should be assessed separately for human or primate cells due to
species differences in neurotoxicity (Boyce et al., 1984).

The objective of this research was  to find suitable fluores-
cent probes for the long term labeling of human embryonic stem
cell (hESC)-derived neural cell co-cultures. The suitability of two
widely used dyes, CellTracker (CT, also known as chloromethylflu-
orescein diacetate, CMFDA) and long chain carbocyanine dye
1,1′-dioctadecyl-3,3,3′,3′-tetramethylindodicarbocyanine perchlo-
rate (DiD or DiIC18(5)) were investigated. CT has been widely used
to label living cells (Redelman et al., 1988), and has been utilized in
tracking both animal (Silverman et al., 2000) and human derived
(Jablonska et al., 2010) cell transplants. Lipophilic long chain dicar-

bocyanine dyes belong to large family of cyanine dyes (for review
see Mishra et al., 2000). DiD and its analogs have been used for
cell visualization both in tissue slices and cell cultures (Honig and
Hume, 1986, 1989). The impact of these dyes on human-derived
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eural cells has not been previously studied although they have
een used in cell cultures from both animal and human origin
Packard et al., 1984; Honig and Hume, 1986; Jablonska et al., 2010;

arkiewicz et al., 2011).
The optimum labeling parameters and the characteristics of cell

opulation labeled with each of these dyes were defined. Further-
ore, the effect of labeling on the proliferation and viability was

tudied. The behavior of CT and DiD during immunocytochemistry
s well as in co-cultures was also studied. Finally, the ability of
T- and DiD-labeled hESC-derived co-cultures to form functional
eural networks was investigated.

. Materials and methods

.1. Cells

.1.1. HESC line derivation and maintenance
A number of hESC lines (Regea 08/056, 06/040, 08/023) were

sed in this study. The Regea lines were derived at Institute of
iomedical Technology (IBT), University of Tampere, Finland. IBT
olds an approval from the Ethics Committee of Pirkanmaa Hos-
ital District for derivation, characterization, and differentiation
f hESC-lines (R05051, R05116) as well as an approval of Valvira,
he Finnish National Supervisory Authority for Welfare and Health,
or research on human embryos (1426/32/300/05). The derivation
nd characterization of Regea lines has been described previously
Rajala et al., 2010; Skottman, 2010). The maintenance of hESC lines
as done as described earlier (Rajala et al., 2007). The hESC lines
ere quality controlled with frequent gene and protein expression

nalysis, karyotype, and mycoplasma assays.

.1.2. Derivation of neural cultures
The neural differentiation of hESCs was performed as described

y Lappalainen et al. (2010).  Basic fibroblast growth factor (bFGF)
as used in 20 ng/ml concentration during the neurosphere cul-

uring step. For the final neural maturation, the neurospheres were
echanically dissected and plated onto 24- or 48-well plates coated

overnight in +4 ◦C or two hours in +37 ◦C) with laminin (10 �g/ml,
ouse or human, Sigma–Aldrich, St. Louis, MO). The bFGF was  with-

rawn at the beginning of adherent culture. Half of the medium
as replaced 2-3 times a week. For co-culturing, the adherent
uorescent labeled cultures were dissected enzymatically (TrypLe
electTM, Gibco).

.2. Fluorescent dyes

Fluorescent probe 5-chloromethylfluorescein diacetate (Cell-
racker Green CMFDA, CT, C2925, Molecular Probes®, Life
echnologies, UK) was prepared by dissolving it to DMSO
10 mM stock). Lipophilic carbocyanine 1,1′-dioctadecyl-3,3,3′,3′-
etramethylindodicarbocyanine perchlorate (DiD, D-307, Molec-
lar Probes®, Life Technologies) was prepared by dissolving it
o 99.8% ethanol (20 mM stock). On the day of use, a labeling

edium was prepared by diluting stock solution to fresh culture
edium. The final concentrations recommended by the manufac-

urer, Molecular Probes®, were 0.5–25 �M for CT and 25 �M for
iD. However, during the experiments we came to test a wider

ange for CT (0.5, 2, 4, 5, 8, 10, 16, 20, 30, 40 or 60 �M).  Based on
he literature (Honig and Hume, 1986, 1989; Potter et al., 1996)
e decided to test a larger range for DiD as well (0.2, 0.5, 1, 5, 10,

0 or 50 �M).  The culture medium on the cells was replaced with
he labeling medium and incubated (CT: 15, 30 or 60 min  or 2, 4,

4, 48, or 72 h; DiD: 2, 10, 30 or 60 min  or 2, 4, 8, 16 or 24 h) at
37 ◦C, 5% CO2, humidified atmosphere. After incubation, the label-
ng medium was replaced with fresh culture medium and the cells

ere imaged at varying periods after labeling. Every parameter set
ence Methods 215 (2013) 88– 96 89

was tested at least once with 2 parallel samples for both probes
and the optimal parameters were tested at least 8 times with 2–20
parallel samples.

2.3. Cell viability

The LIVE/DEAD® Viability/Cytotoxicity Kit (L-3224, Molecular
Probes®, Life Technologies) or the components of the kit pur-
chased individually (Calcein AM;  C1430, EthD-1; E1169, Molecular
Probes®, Life Technologies) were used to assess the cell viability
(Althouse and Hopkins, 1995). Briefly, Calcein AM and EthD-1 were
diluted to culture medium to the final concentrations of 0.1 �M and
0.5 �M,  respectively. After 30 min  of dark incubation, the cells were
imaged with a fluorescence microscope. Analysis was performed by
manually counting the number of Calcein AM and EthD-1 labeled
cells from the images.

2.4. Immunocytochemistry

Cells were fixed with cold 4% paraformaldehyde for 15 min in
room temperature. To prevent unspecific binding of antibodies,
cells were permeabilized with 0.1% Triton X-100 (Sigma) or 0.1%
saponin (Sigma–Aldrich) and blocked with 10% normal donkey
serum (NDS, Millipore) in 1% bovine serum albumin (BSA, Sigma)
in DPBS. Primary antibodies were diluted to 1% NDS, 1% BSA in
DPBS with 0.1% Triton X-100 or 0.1% saponin. The primary anti-
body solution was  kept on cells overnight at +4 ◦C. The excess
primary antibodies were removed by washing with 1% BSA in
DPBS without or with 0.1% saponin. Next, the secondary antibod-
ies were added in 1% BSA in DPBS without or with 0.1% saponin.
Secondary antibodies were incubated at room temperature for
one hour. Immunocytochemical staining protocol was also per-
formed with no permeabilization. The excess secondary antibodies
were removed by washing with PBS and phosphate buffer with-
out saline. For nuclear staining and mounting, Vectashield with
4,6-diamidino-2-phenylindole (DAPI, H1200, Vector laboratories,
Peterborough, UK) was  utilized. Primary antibodies anti-MAP-2
(rabbit, 1:600, AB5622, Millipore, Billerica, MA,  USA) for detecting
neuronal cells as well as their processes, anti-GFAP (sheep, 1:600,
AF2594, R&D Systems, Minneapolis, MN,  USA) for detecting astro-
cytes and anti-Ki-67 (rabbit, 1:800, AB9260, Millipore) for detecting
proliferating cells were used. AlexaFluor-488, -568 or -680 con-
jugates of anti-rabbit or anti-sheep secondary antibodies (1:600,
Molecular Probes Invitrogen) were used. In order to quantify pro-
liferation, DAPI and Ki-67 positive cell nuclei were counted from
the microscope images.

2.5. Imaging system

Cells were visualized and imaged with a fluorescent microscope
set (Olympus IX51 inverted microscope, PlanFLN 4×, 10×,  20×,  and
40× objectives, Olympus DP30BW CCD camera). The light was fil-
tered with U-MNU2 (excitation filter 360–370; emission filter 420;
dichromatic filter 400), U-MNB2 (excitation filter 470–490; emis-
sion filter 520; dichromatic filter 500), U-MWG2 (excitation filter
550-510; emission filter 590; dichromatic filter 570), or U-N41023
(excitation filter 625–675; emission filter 710; dichromatic filter
680) filter cube. The images were processed with Adobe Photo-
shop. Briefly, the grayscale images were converted to an RGB format
and the output levels were adjusted to zero, except for the channel
corresponding to the color of the fluorescent light.
2.6. Microelectrode array system

The electrical activity of the neural networks were measured
by culturing cells on microelectrode array (MEA)-dishes (Multi
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hannel Systems, MCS, Reutlingen, Germany) (n = 9). The elec-
rodes on bottom of the MEA-dish detect extracellular local field
otential changes produced by the electrical activity of the over-

aying neurons. Thus, MEA  is a non-invasive method and can be
sed for long term neuronal network activity follow up studies
Wagenaar et al., 2006). The microelectrodes in the dishes used
ad 30 �m diameter and 200 �m inter-electrode distance. The
icroelectrode measurements were performed using MEA-dishes

ealed with 70% ethanol cleaned semi-permeable membrane
ALA MEA-MEM, ALA Scientific Instruments Inc., Westbury, NY).

EA-dishes were placed into a faraday cage protected amplifier
MEA-1060BC, MCS) and kept warm with an external heater unit
TC02, MCS) set to +38 ◦C. After placing the MEA-dish into the
mplifier, the system was allowed to settle for one minute after
hich the recording was  started. The measured signals were
reamplified with MEA1060-Inv-BC (gain 53, MCS) and prefiltered
ith FA60SBC (gain 20, MCS) producing signal with 1100 gain and

 Hz–8 kHz bandwidth. Analog to digital conversion was performed
ith MC  card (MCS) with 20 kHz sampling frequency. The data

cquisition card was controlled via MC Rack software (MCS). The
igitized recordings were further processed by removing power

ine noise (50 Hz band reject) and baseline fluctuations (200 Hz
igh pass) with 2nd order Butterworth filter. Spike detection
as performed online with MC Rack software. Threshold based
etection (5 times standard deviation of noise level) was  used.
oth, the electrode raw data and detected spikes were saved for
nalysis. Signals were recorded for 5 min  1–3 times a week for each
EA. The spike counts and time stamps on each electrode were

xtracted with NeuroExplorer (Nex Technologies, Littleton, MA,
SA) software, collected to Excel files, and combined to raster plots.

.7. Statistical analysis

Statistical analysis were performed with IBM® SPSS (version
9) statistical software package. The data gained from manual cell
ounting from LIVE/DEAD- or Ki-67-stained cells were analyzed
ith nonparametric Kruskal-Wallis test followed by a Mann-
hitney U-test (post hoc test). A p-value less than 0.05 was

onsidered significant. If more than two groups were analyzed the
esulting p values were multiplied by the number of comparisons
erformed (Bonferroni correction).

. Results

.1. Optimizing labeling

A group of different labeling parameters were studied to obtain
ong time dye retention. A CT concentration of 0.5, 2, 4, 5, 8, 10, 16,
0, 30, 40, or 60 �M was incubated for 15 or 30 min, 1, 2, 4, 12, 24,
8, or 72 h (Fig. 1A). Properly observable labeling of the cells up to

 weeks was obtained by incubating 10, 16, and 20 �M CT dilutions
or 72 h. These labeling parameters enabled the labeling of both cell
odies and processes (Fig. 1B). Based on the comparison between
uorescent and transmission light images, CT seemed to label the
hole cell population (Fig. 1B). At the end of the experiment, 4
eeks after labeling, CT labeled cells were fixed and stained with
API. The percentage of CT labeled cells from DAPI identified nuclei
as 94% (604 cells, 6 imaged areas from 2 parallel wells). Hence, it

an be argued that CT labels virtually all cells of the differentiated
opulation. The labeling did not have effect on cell viability based
n visual inspection. The cell viability was studied in more detail

nly in optimal concentration (Section 3.2).

DiD concentrations of 0.2, 0.5, 1, 5, 10, 20, and 50 �M were tested
ith 10 min, 30 min, 1, 2, 16, or 24 h incubation times (Fig. 1C). A
igh DiD concentration (50 �M)  or a long incubation time (16 h)
ence Methods 215 (2013) 88– 96

with over 5 �M DiD concentration had clearly adverse effect on
cell viability and were not further studied. Optimal labeling was
observed with 10 or 20 �M DiD concentration and 1 or 2 h incu-
bation time (Fig 1D). During the first week of 5 weeks follow up
time, the labeling was  bright and cellular processes were clearly
visible. After the second week, some of the labeled processes were
no longer visible. During the third week, the probe concentrated
into cell somas. After 4 weeks, the probe accumulated into somatic
granules (data not shown).

3.2. Effect on viability and proliferation

The cytochemical effects of both CT and DiD were studied by
assessing cell viability and proliferation. For these experiments, the
CT labeling was  performed for 72 h with 10 �M concentration and
the DiD labeling was performed for 2 h with 10 �M concentration.
For CT labeled cells, LIVE/DEAD staining was performed 4 or 15 days
after labeling to study the acute labeling effect and long term dye
retaining effect on cell viability. No clear difference was  observed
between labeled cells and control cells on the 4 days time point
(>1000 cells from 5 parallel images from 2 parallel wells, Fig. 2A).
However, at 15 days time point, there were slightly more dead cells
in CT labeled cultures compared to control cultures. No significant
differences were found between control and CT labeled cells in
the time points studied. For studying the effect on proliferation,
the CT labeled cells were fixed 6–7 or 11–13 days after labeling
and immunocytochemistry was performed against Ki-67, a marker
of dividing cell nucleus. The cells were counted after imaging the
stained cells (>450 cells, 2 parallel wells 3 figures each, Fig. 2B) and
no significant differences between control and CT labeled cells were
found in either time point.

For DiD labeled cells the viability was  analyzed 5 days after the
labeling. A triple labeled population (Calcein-AM, DiD, ethidium
homodimer) was  imaged using the U-N41023 filter cube in order to
distinguish DiD. This was required due to the ability of DiD to also
pass the U-MWG2 filter cube used for ethidium homodimer. The
ethidium homodimer was, in turn, distinguished from DiD by hav-
ing clearly brighter emission. Furthermore, ethidium homodimer
labeled dead cell nuclei had a distinct round morphology whereas
living cells labeled with DiD had more complex morphology with
somas and neurites. No difference in viability was  seen between
the DiD labeled and the control cells (>6900 cells counted from 3
parallel wells, Fig. 2C). Proliferation was  analyzed 3 weeks after cell
plating. For acute effects, the adherent cultures were labeled with
DiD and fixed 2 days later. For long term effects, the adherent cul-
tures were labeled with DiD and fixed 2 weeks after labeling. The
control group was cultured adherent for 3 weeks. The population
that was labeled 2 days before analysis had slight decrease in prolif-
eration but the difference was  not significant. As a long term effect
(2 weeks after labeling), DiD was observed to reduce cell prolifer-
ation as the amount of Ki-67 positive cells was significantly lower
in labeled population when compared to the control cells (>1500
cells counted from 2 parallel wells, Fig. 2D) (p < 0.05).

3.3. Optimizing immunocytochemistry

Fluorescent probes integrating to cell membranes, such as DiD,
can be sensitive to reagents used to increase cell membrane
permeability. Permeabilization, however, is required in order to
perform immunocytochemistry against intracellular epitopes. We
compared immunocytochemical stainings performed without per-
meabilization, with a common permeabilizer Triton X-100 or with

a milder permeabilizer saponin. With DAPI there were no differ-
ences (Fig. 3A–C). The immunochemistry was performed against
intracellular proteins MAP-2 and GFAP. Without permeabilization,
the immunocytochemistry produced an uneven labeling and the
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Fig. 1. Live-labeling of cells with fluorescent probes CT (A, B) and DiD (C, D). In pictures A and C, circles with slash present the labeling parameters when no labeling with CT
or  DiD was  observed. In picture A, the CT label retention time in the cultures is presented with colored dots (from light green to dark green = from less than a week up to 3
weeks,  black = up to 4 weeks). Thus, with 10 �M and 3 days incubation, CT labeling was  traceable up to 4 weeks and these parameters were considered optimal (marked with
arrow). Picture B shows cells labeled using the optimal parameters. In picture C, red dots shows labeling parameters for good labeling whereas black dots shows parameters
that  caused cell death. The dye retention was  followed at least 2 weeks for each labeling parameter set. Thus, the optimal parameters for DiD were 10 �M and 2 h incubation
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marked with arrow). Picture D shows cells labeled using the optimal parameters. 

eld  image. In pictures A and C, the x-axis is scaled to minutes (0–60), hours (1–4), 

ell morphologies were difficult to perceive (Fig. 3D). With Triton
-100 and saponin the labeling was bright and clear (Fig. 3E and
). Without permeabilization or with saponin permeabilization the
iD probe was well retained and remained clearly visible (Fig. 3G
nd I). However, with Triton X-100 DiD was dissolved from the
embranes causing faint labeling and red background fluorescence

Fig. 3H). None of the permeabilizers used disturbed the retainment
r fluorescence of CT (Fig. 3J–L). An example of immunochemistry
ith saponin permeabilization performed against MAP-2 or GFAP
ith CT or DiD labeled cells is presented in Fig. 4.

.4. Co-culturing

To further assess the suitability of CT and DiD for mixed cell

ultures, the effect of dissociating and replating previously labeled
ells was studied. CT was retained during dissociation and no clear
ifference in the intensity of the dye was observed between the
ontrol and the replated CT labeled cells during one week follow

ig. 2. Viability and proliferation studied with labeled and unlabeled populations. (A) I
he  cultures. (B) Similarly, the amount of the Ki-67 positive proliferative cells was  slight
imilarly, DiD labeling slightly increased the amount of the dead cells (C) while decreasin
ong  term culturing (D). * represents a p-value less than 0.05.
ures B and D, the rightmost image is an overlay between the fluorescent and wide
 days (1–3) in order to show all the times in same axis. Scale bar is 100 �m.

up time (data not shown). Furthermore, it was observed that the
background fluorescence of CT was  diminished during replating.
DiD was  also found to be suitable for enzymatic cell detachment
and replating. After the effect of cell dissociation was studied, mixed
cell cultures of CT and DiD labeled cells were produced. The cells
originating from different adherent cultures labeled with differ-
ent fluorescent dyes did not avoid each other and grew as a mixed
network (Fig. 5A–C). Initially, the dyes were retained in different
cells. However, during the long term co-culturing the dyes became
partially co-localized and granular (Fig. 5D–F).

The effect of CT and DiD labeling on the formation of the neural
network activity was studied with planar MEAs (Fig. 6). Adherent
hESC-derived neural cultures were labeled either with CT or DiD
and dissociated to single cell suspensions. Cells from both suspen-

sions were replated onto MEA  plates (n = 9). The development of the
network activity was  followed by weekly measurements (Fig. 6B).
During the follow up period, the co-cultures first developed sin-
gle spikes and later semi synchronous trains (Fig. 6C). From these

n LIVE/DEAD analysis CT labeling slightly increased the amount the dead cells in
ly lower in CT labeled cell populations when compared to unlabeled control cells.
g the amount of proliferative Ki-67 positive cells. The decrease was  significant after
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Fig. 3. Dye retention with different immunocytochemical permeabilization approaches. (A–C) DAPI stained all the nuclei regardless of the permeabilization. (D) GFAP, an
antibody  against intracellular protein could not be used without permeabilization whereas with either (E) Triton-X or (F) saponin the GFAP staining was successfully detected.
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iD  staining could be detected without permeabilization (G) and with saponin (I) w
ermeabilization approaches (J–L). Scale bar 100 �m.

bservations, it was deduced that the labeling with CT and DiD, as
ell as co-culturing in a mixed form, does not prevent the forma-

ion of network connections between the hESC-derived neurons.

. Discussion

The objective of this research was to find and study the effects of
uorescent probes suitable for long term labeling of hESC-derived
eural cell co-cultures. The suitability of two dyes, CT and DiD were

nvestigated. Our results indicated that CT and DiD can be used for

tudying co-cultures of hESC-derived neural cells without adverse
ytotoxic or functional effects.

CT at a concentration of 10 �M in cell culture medium with 72 h
ncubation time enabled cell visualization at least up to 4 weeks.
as (H) with Triton-X DiD was extracted. CT staining was not affected by any of the

Labeling concentration of CT used in previous experiments with
neural lineage cell cultures tend to follow those recommended by
the Molecular Probes (0.5–25 �M),  e.g. 20 �M for 30 min  (McMahon
and McDermott, 2006), 5 �M for 60 min  (Pettersson et al., 2010),
and 10 �M for 30 min  (Markiewicz et al., 2011). The observations
about the CT retention varied as CT labeled radial glial cells were
reported to be observable up to 20 days (McMahon and McDermott,
2006) while CT labeled olfactory ensheathing glial cells lost their
fluorescence in under 14 days (Pettersson et al., 2010). However,
the parameters used by Pettersson et al. (2010),  McMahon and

McDermott (2006), and Markiewicz et al. (2011) were not reported
to be optimized for the cell type used. We  discovered that with short
incubation times (15 min–4 h) the labeling was detectable less than
2 weeks whereas with longer incubation times (toward 72 h) the
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Fig. 4. Immunocytochemical staining combined with CT and DiD labeling. CT labeled cells stained positive (A) with MAP-2 and (B) with GFAP. Similarly, DiD label co-localized
(C)  with MAP-2 and (D) with GFAP. Scale bar 100 �m.

Fig. 5. Combined co-cultures of cells pre-labeled with CT (green) or DiD (red). (A–C) Four days after combining, the separately labeled cell populations could be easily
detected. (A) A wide field image of the co-culture, (B) a corresponding fluorescent image from two channels, and (C) an overlay of the wide field and fluorescent images. (D–F)
17  days after combining the separate populations could still be detected. (D) A wide field image of the co-culture, (E) a corresponding fluorescent image from two channels,
(F)  an overlay of the wide field and fluorescent images. Scale bar 100 �m.
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Fig. 6. Functionality of the neural network formed by mixed pre-labeled neural populations. (A) A dense network from cells stained with CT or DiD grew over microelectrode
array.  (B) Development of network activity from single spikes to spike trains during the culturing period of over 53 days. Each vertical tic represents a spike while each row
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epresents activity from a single microelectrode. Measurement days are on the x-a
pikes. The shape of one spike is presented in larger time scale in the box in (C). The

robe became detectable for at least 4 weeks. Thus, at least with CT,
t seems that the labeling parameters should be optimized accord-
ng to the cell type. In their experiments McMahon and McDermott
2006), transplanted CT labeled radial glial cells and reported them
o be traceable up to 20 days in vivo. Based on this, CT could also be
easible for in vivo studies.

With DiD, the 20 �M (19.2 �g/ml) working solution with 2 h
ncubation time was most suitable for hESC-derived neuronal cul-
ures. Previously with neural applications, the probe concentration
n working solution has typically been between 10 and 40 �g/ml
nd incubation times between 15 min  and 2 h (Honig and Hume,
986, 1989; Potter et al., 1996). In this study, DiD probe was
etectable for 4 weeks in hESC-derived neuronal cultures. The
etectability of DiD fluorescence was quite similar to DiO and DiI as
escribed earlier with embryonic chick neurons which were visible
or three and half weeks in vitro (Honig and Hume, 1986). Pre-
iously, carbocyanine dyes (DiI, DiO, DiD, DiR and analogs) have
een used to study neuronal architecture in animal derived fixed
r living tissue (Honig and Hume, 1986, 1989; Matsubayashi et al.,
008). In addition, DiI has been used to label rat neural cells for
x vivo transplantation studies (Potter et al., 1996) and to label
uman bone marrow fibroblasts crafted into mice or rat in vivo
Ferrari et al., 2001). The human fibroblast labeled with DiI (20 �M)
ere detectable in the craft after one month (Ferrari et al., 2001).

his indicates that carbocyanine dyes are also suitable for in vivo

pplications.

The viability of hESC-derived neural cells was not changed few
ays after CT labeling with the optimal parameters. However, after

onger period from CT labeling (>2 weeks) the proportion of dead
) A close-up view of training from two adjacent electrodes. The red lines represent
ontal black line is 0 mV level. Scale bar in (A) is 100 �m.

cells was larger even though no statistical differences were found.
Based on this observation, CT might induce a decrease in the cell
viability after several weeks. No literature assessing the viability
effect of CT was found. CT did not affect the proliferation of hESC-
derived neural cells as during experiments no trend with respect to
post labeling period length was  observed. Contradictory, CT label-
ing has previously been described to reduce the proliferation rate of
rat olfactory ensheathing cells (Pettersson et al., 2010). The label-
ing performed by Pettersson et al. (2010) was  performed with a
lower CT concentration and shorter incubation time compared to
our study. Because these gentler labeling parameters affected pro-
liferation, it is possible that such effects are cell type dependent.
Previously, CT has been described to label human cord blood stem
cell-derived neurons, astrocytes, oligodendrocytes, and microglia
(Markiewicz et al., 2011). In this study the percentage of CT labeled
cells was observed not to reach 100%. This is most likely due to the
easier visualization of DAPI stained nuclei compared to CT stained
cell bodies from groups of tightly packed cells.

With the optimal labeling parameters DiD labeling did not
affect the cell viability. In the literature, the carbocyanine dyes
are also commonly described as non-harmful to different animal-
derived cell cultures (Honig and Hume, 1986; Ferrari et al., 2001).
In this study some cytotoxic effects were seen when the cells were
exposed to a high probe concentration, but this was not analyzed
any further. In line, Potter et al. (1996) have also reported cytotoxic

effects with neuronal cultures when exposed to high (40 �g/ml)
probe concentrations for over 30 min. One previous study described
that no differences in cell behavior was  found between labeled
and unlabeled chicken neural cell populations (Honig and Hume,
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986). In contrast, we found that the proliferation of the hESC-
erived neural cells was decreased during long term culture after
iD labeling. The difference of observations might be due to dif-

erent analysis method or differences in neural cell characteristics
etween two different species. Furthermore, when using these dyes
ith hESC-derived neurons the decrease in proliferation during

ong term culture needs to be taken into account.
All studied permeabilizations and primary antibody incubation

imes allowed the retention of CT and clear immunolabeling. CT
as localized around virtually all DAPI stained nuclei. DiD was lost

f permeabilization was performed with Triton-X. However, 0.1%
aponin permeabilization allowed DiD retainment. Both MAP-2
ositive neurons and GFAP positive astrocytes were found to be

abeled by DiD. Thus, both probes labeled all cell types present in
ESC-derived neural cultures. Previously, both probes used in this
tudy or their analogs have been shown to label several cell types
Redelman et al., 1988; Ferrari et al., 2001; Heinrich et al., 2007;

atsubayashi et al., 2008; Markiewicz et al., 2011).
Dissociation of labeled adherent cultures did not cause visi-

le intensity changes in CT or DiD labeling. Co-cultures of CT and
iD labeled cells grew as mixed cell networks. Hence, no obvi-
us signs of self-organization caused by labeling with CT and DiD
ere observed. CT can be argued to be suitable for replating due

o the observed retainment of the dye in cells after replating. The
ffect of replating on the maximal visualization time, however, was
ot studied. Some of the co-cultured cells had both dyes in them
fter long term co-culturing. However, cells which were originally
abeled with CT or DiD could be separated by visual inspection from
ells which had taken up either of the dyes. Previous publications
bout carbocyanine dyes have not reported transfer from labeled
opulation to unlabeled cells (Honig and Hume, 1986) although
ome dye transfer has been reported to take place via labeled cell
ebris in cultures (Potter et al., 1996). The co-localization of CT and
iD to same cells could be due to cells engulfing cell debris or parts
f each other during close cell-cell interactions. To the best of our
nowledge, no one else has studied the usage of dual fluorescent
ye labeled neural cells in long term co-cultures i.e. during several
eeks. One dual labeled co-culture system utilizing human cells
as been described (Rizvanov et al., 2010). However, this work did
ot address the effects of dyes on cells and the culturing time was
ot mentioned (Rizvanov et al., 2010). Studying long term suitabil-

ty of dyes for co-cultures is important, because it is desirable to
isualize cells during long term culturing required for studying slow
issue formation processes as well as to be able to distinguish the
ell populations after fixing the cultures for immunocytochemical
haracterization.

Co-cultures of CT and DiD labeled cells were able to develop
etwork activity. Thus, the ability of hESC derived neurons to

orm functional neural networks is not compromised by CT and
iD labeling. Earlier Honig and Hume have reported that carbo-
yanine labeling does not affect the electrical properties of single
hicken neurons (Honig and Hume, 1986). This is in line with our
ndings. To the best of our knowledge, our study is the first one
o study the electrical functionality of fluorescent probe labeled
uman derived neuronal cell networks. The aspect of functionality

s extremely important to consider when utilizing neural cells and
iming toward applications such as in vitro models, neurotoxicity
tudies or graft development. Thus, it is of high importance to note
hat labeling living cells with studied probes did not affect the for-

ation of functional neural networks from hESC-derived neurons
escribed earlier (Heikkilä et al., 2009). In functional neural tis-
ue the signal is transmitted along cells via action potentials, and

etween cells via synaptic connections. MEAs can be used to make
ecordings of the action potentials in the network scale (Whitson
t al., 2006). Subsequent network scale recordings allow the study
f development of signal transmission in neural cultures (Wagenaar
ence Methods 215 (2013) 88– 96 95

et al., 2006). Thus, the network activity measured by MEA  can
be argued to demonstrate that separately CT and DiD  labeled co-
cultured neural cells are able fire action potentials and are able to
form a functional network. However, the MEA  methodology does
not enable the direct study of synapses or detailed electrophysio-
logical features of single cells (Whitson et al., 2006). Hence, nothing
can be concluded about the formation of synapses between the two
differently labeled cell populations or about subtle effects of these
dyes on the electrophysiological properties of single cells. These
aspects could be studied in the future by utilizing patch clamp
or calcium imaging methods, and immunocytochemical staining
against synaptic structures.

Here, we  have shown that human pluripotent stem cell-derived
neuronal cells can be labeled with two  fluorescent probes, CT and
DiD, without affecting the cells’ viability (and with CT, prolifera-
tion), and most importantly their electrical functionality at network
level. This study clearly shows, that live-labeling is possible and can
be potentially helpful in many important applicative fields such as
neuronal network formation studies for building e.g. neurotoxic-
ity testing platforms or actual graft development. Presumably this
method can also be used when studying these cells in biomaterials,
however, the reactivity of CT chloromethyl moieties with protein
thiols should be taken into account when staining cell cultures in
biomaterials containing thiol groups.
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Spike  and  burst  statistics  give  limited  information  on  changes  in networks.
Here,  spike  sorting  combined  with  burst  detection.
Spike  waveform  type  participation  in  bursts  revealed.
Spike  type  compositions  of bursts  change  under  network  modifications.
New  kind  of information  obtained  on  the changes  in  bursting  networks.
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a  b  s  t  r  a  c  t

Background:  Neuronal  networks  are  routinely  assessed  based  on  extracellular  electrophysiological  micro-
electrode array  (MEA)  measurements  by  spike  sorting,  and  spike  and  burst  statistics.  We  propose  to jointly
analyze  sorted  spikes  and  detected  bursts,  and  hypothesize  that  the  obtained  spike  type compositions  of
the bursts  can provide  new  information  on  the  functional  networks.
New  method:  Spikes  are  detected  and  sorted  to  obtain  spike  types  and  bursts  are  detected.  In  the  proposed
joint  analysis,  each  burst  spike  is associated  with  a spike  type,  and  the  spike  type  compositions  of  the
bursts  are  assessed.
Results: The  proposed  method  was  tested  with  simulations  and  MEA  measurements  of  in vitro  human  stem
cell  derived  neuronal  networks  under  different  pharmacological  treatments.  The  results  show  that  the
treatments  altered  the spike  type  compositions  of the  bursts.  For  example,  6-cyano-7-nitroquinoxaline-
2,3-dione  almost  completely  abolished  two types  of spikes  which  had composed  the  bursts  in the  baseline,
while  bursts  of  spikes  of  two other  types  appeared  more  frequently.  This  phenomenon  was  not  observable
by  spike  sorting  or  burst  analysis  alone,  but  was  revealed  by the proposed  joint  analysis.

Comparison  with existing  methods:  The  existing  methods  do not  provide  the  information  obtainable  with
the  proposed  method:  for the  first  time,  the spike  type compositions  of  bursts  are  analyzed.
Conclusions:  We  showed  that  the  proposed  method  provides  useful  and  novel  information,  including  the
possible  changes  in  the  spike  type  compositions  of the bursts  due  to external  factors.  Our  method  can  be
employed  on  any  data  exhibiting  sortable  action  potential  waveforms  and  detectable  bursts.
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. Introduction

Regardless of decades of research, neuronal networks, and their
evelopment and functioning, are still not fully understood. The
nalysis of electrophysiological data is one of the methodologies
or advancing our knowledge. Developing new methods to derive

ore information from the available measurement data is highly
esirable. Here, we propose a new joint spike and burst analy-
is method for analyzing extracellular network electrophysiology
ata. We  illustrate the method with simulated signals, and as the
est bench we use human stem cell derived neuronal networks
ultured on microelectrode arrays (MEAs). Such networks have
een shown to develop spontaneous electrical activity and show
istiotypic behavior (Bużańska et al., 2005, 2006; Heikkilä et al.,
009).

MEAs are commonly employed in the assessment of the electri-
al activity of neuronal networks both in vitro and in vivo. MEA
ecordings carry information on the electrical activity in tissues
nd cell cultures at network and cell levels (Gross et al., 1977;
homas et al., 1972; Pine, 1980; Egert et al., 1998), e.g., from neu-
ons in the vicinity of the MEA  electrodes. Physically, MEAs record
xtracellular field potentials as voltage signals, which can exhibit
ontributions from both action potentials and lower frequency
euronal activity, in addition to noise. Here, we consider that an
ction potential is synonymous with a voltage spike over any area
f neuronal cell membrane recorded via a MEA  electrode. In the
ecordings, spikes may  occur as individual spikes, or as trains or
ursts manifesting network activity (Kandel and Spencer, 1961;
onnors et al., 1982; Gray and McCormick, 1996).

To use neuronal networks on MEAs as biosensors was proposed
y Gross and Rhoades (1995), who described the effects of sev-
ral pharmacological agents on bursting, and also mentioned the
ossibility to measure average spike waveforms. Several studies
ave suggested various spike and burst related metrics to quan-
ify neuronal network behavior (Bal-Price et al., 2008; Johnstone
t al., 2010; Defranchi et al., 2011; Hogberg et al., 2011; Novellino
t al., 2011; Alloisio et al., 2015). In previous studies, parameters
uch as spike count, the number of bursts, mean spike rate, mean
urst rate, the number of spikes in bursts, burst duration, inter-
urst interval, and the percentage of spikes in bursts have been
ommonly used (Johnstone et al., 2010; Novellino et al., 2011;
chida et al., 2012). Furthermore, patterns and spatial distributions
f activity are inherent and crucial aspects in network electrophys-
ology (Banerjee and Ellender, 2009; Uhlhaas et al., 2009; Crumiller
t al., 2011).

Burst analysis is necessary in analyzing network activity and
he network effects of different in vitro treatments (Johnstone
t al., 2010). Previously, several different burst detection meth-
ds, mostly based on experimentally pre-defined parameters such
s interspike interval (ISI) and the number of spikes in bursts
Chiappalone et al., 2005; Turnbull et al., 2005; Wagenaar et al.,
006; Pasquale et al., 2010), have been proposed, for example, to
tudy rat cortical or hippocampal neuronal networks. Burst defini-
ions which are more adaptive to the analyzed network have also
een proposed (Pasquale et al., 2010; Kapucu et al., 2012). Such
daptability is called for in the analysis of maturing networks, such
s human stem cell derived networks (Kapucu et al., 2012).

In spike analysis, spike waveform cut-outs are sorted, and the
aveforms in each resulting class, or cluster, can be averaged to

btain the representative spike waveform types (Gibson et al.,
012). Despite its challenges, spike sorting is required for isolating
r identifying single neuronal cell activities in a population firing

n an orchestrated manner (Buzsáki, 2004), and different spike sor-
ing algorithms have been utilized in various studies (Santhanam
t al., 2006; Sun et al., 2010; Truccolo et al., 2011). Most related to
ur work, Illes et al. (2014) utilized raster plots of the sorted spikes.
ce Methods 259 (2016) 143–155

In this paper, a novel joint analysis of sorted spike waveforms
and detected bursts is proposed. The joint analysis provides infor-
mation on the participation of the spike types in bursts for the
particular data at hand. In other words, spike type compositions
of the bursts, and their changes, e.g., in time or due to external
effects, can be assessed using the proposed framework. To our best
knowledge, such a joint analysis has not been proposed previously.

A motivation for the development of the joint analysis has been
an earlier study on the relationship between single spike features
and network bursting in hippocampal pyramidal cells (Harris et al.,
2001), which indicated that conditions that cause high firing rates
do not necessarily produce high bursting in pyramidal cells. More-
over, the relation between firing rate and bursting may  change
differently for bursts with different intraburst ISIs (Harris et al.,
2001). This may  also be the case with our cells, or with any other
neuronal network. If this is the case, increase in the activity of a
spike type would not guarantee a higher probability of its partici-
pation in bursts. Thus, joint analysis would be necessary to assess
the burst participations of different spike types.

The joint analysis is illustrated with simulated data containing
spikes with different waveforms, organized as individual spikes and
bursts, and demonstrated with real MEA  data from in vitro human
neuronal networks undergoing a pharmacological experiment to
alter the networks. We  show that the proposed framework yields
information on the networks and on the changes therein, which
is not obtainable by spike and burst analysis nor by spike sorting
alone.

The methods presented in this paper were imple-
mented in Matlab and run in a standard laptop PC. The
Matlab code for the proposed joint framework is pub-
licly freely available in the Matlab Central File Exchange
(http://www.mathworks.com/matlabcentral/fileexchange/54277-
joint-analysis-of-extracellular-spike-waveforms-and-neuronal-
network-bursts).

2. Materials and methods

In this paper we  demonstrate our proposed joint analysis
together with the conventional methods. The methods are orga-
nized in three sections: Section 2.1 Cell preparations and the
pharmacological experiment; Section 2.2 MEA  measurements; and
Section 2.3 MEA  measurement analysis, describing the spike count
statistics, spike sorting, burst detection, the proposed joint analysis
(Fig. 1) illustrated with simulated data, and mathematical consid-
erations on the proposed joint analysis.

2.1. Cell preparations and the pharmacological experiment

2.1.1. Cell culturing
Human stem cells were used as the starting material for neu-

ronal cultures (Lappalainen et al., 2010). University of Tampere
has ethical approval from Pirkanmaa Hospital District to derivate,
culture, and differentiate human embryonic stem cells (Skottman,
R05116), and the permission from the National Authority for
Medicolegal Affairs (1426/32/300/05) to conduct human stem cell
research. After differentiation and subsequent plating on MEAs
(Heikkilä et al., 2009), the cultures were grown on the MEAs for
seven weeks. Each MEA  well was  considered as one cell culture.

2.1.2. Pharmacological experiment

The proposed method is demonstrated by analyzing MEA  data

measured from 12 neuronal cell cultures which were pharmaco-
logically manipulated for different effects on neuronal networks.
The pharmacological experiment consisted of the following phases
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ig. 1. A schematic presentation of the proposed joint analysis. The proposed fra
articipation of the spikes of different types observed in bursts. Here, the spike sort

ith MEA  data acquired at each phase immediately after pharma-
ological manipulation or wash, and before any manipulations:

(i) Baseline.
(ii) 1st wash with fresh medium, to observe the effects of imme-

diate medium change.
(iii) CNQX (20 �mol, AMPA/kainate receptor antagonist 6-cyano-

7-nitroquinoxaline-2,3-dione, Abcam), to block AMPA/
kainate mediated signaling.

(iv) CNQX (20 �mol, Abcam) + D-AP5 (30 �mol, D(-)-2-amino-5-
phosphonopentanoic acid, Abcam) AMPA/kainate and NMDA
receptor antagonist, to block glutamatergic signaling.

(v) 2nd wash with fresh medium.
(vi) GABA (100 �mol, Sigma), to boost GABAergic signaling.
vii) Bicuculline (30 �mol, GABAA antagonist bicuculline methio-

bromide, Sigma), to inhibit GABAergic signaling.

.2. MEA  measurements

MEA  measurements were performed with the MEA wells sealed
ith semi-permeable membranes (ALA MEA-MEM, ALA Scientific

nstruments, Westbury, NY, USA) or custom made PDMS blocks
Kreutzer et al., 2012). The signals from the MEAs were amplified
ith a preamplifier MEA1060-Inv-BC (Multi Channel Systems MCS
mbH, Reutlingen, Germany, MCS) and analog filtered and ampli-
ed with a filter amplifier FA60S-BC (MCS) (bandwidth: 1 Hz–8 kHz,
otal gain: 1100). The temperature was controlled with an exter-
al heater unit (TC02, MCS) set to +38 ◦C, and the cultures were
llowed to settle for 1 min  in the preamplifier before each 5-minute

ecording. Analog to digital conversion was performed at 20 kHz
ampling frequency with MC  Card (MCS) in a PC computer, and the
easurement was controlled via MC  Rack software (MCS). The dig-

tized recordings were further processed with MC  Rack to obtain
rk consists of spike sorting and burst detection, followed by the analysis of the
 Quiroga et al. (2004) and burst detection by Kapucu et al. (2012) were employed.

cleaner high frequency spike information using a 50 Hz notch filter
to remove mains noise, and a second order Butterworth highpass
filter with 200 Hz cutoff frequency to alleviate baseline fluctua-
tions and low frequency local field potential effects. MCS  MEA  data
was imported to Matlab (MathWorks, Inc., Natick, MA,  USA) using
Neuroshare library (Neuroshare Library, 2003) for offline analysis.

2.3. MEA measurement analysis

At each phase of the pharmacological experiment (see Section
2.1.2), one 300 s recording was  made from each culture (MEA well).
The numbers of independent cultures included in the analyses are
given in Table S1 along with the inclusion/exclusion criteria for the
different analyses.

2.3.1. Spike count statistics
Traditional spike count (the total numbers of spikes in one

recording) was  calculated for each recording. Only the MEA  wells
which exhibited sufficient action potential activity were included
in burst detection: It was  required that at least 50 spikes were
detected from an electrode of a MEA  well in any 300 s recording of
the baseline or at one of the pharmacological experiment phases.
(See Table S2 for the numbers of channels fulfilling this criterion in
each well at each phase of the experiment.) The same criterion has
been used previously in burst analysis for human embryonic stem
cell derived neuronal networks (Kapucu et al., 2012).

To obtain descriptive statistics for the spike counts at the dif-
ferent phases of the experiment, and to compare them with the
respective spike counts in the baseline recordings, data from all

electrodes of each well was  pooled and medians were calculated
over the wells. The upper and lower quartiles were calculated along
with the differences between the upper and lower quartiles, i.e.,  the
interquartile ranges (IQRs) containing 50% of the data. In the sequel,



1 oscien

I
t
P

2

o
s
c
T
w
f
m

w
t
p
a
s
a
w
(
a
I
a
s
s
r
4
d
H
o
c

a
(
s
T
f
t
w
a
n

b
e
r
(
s

2

l
s
f
b
a
a
w
m
f

d
w
r
c

46 F.E. Kapucu et al. / Journal of Neur

QRs are shown in all relevant figures displaying the results. All
he spike count statistics calculations were performed in GraphPad
rism 6 (GraphPad Software, Inc., La Jolla, CA, USA).

.3.2. Spike detection and sorting
Data analysis was performed on data from a single channel and

n data pooled from all electrodes. For the single channel analy-
is, we selected a channel whose firing rate at baseline was  the
losest to the average firing rate over all channels at the baseline.
he average firing rate for the selected channel at the baseline
as approximately 1.61 spikes/s, whereas the average firing rate

or all baseline recordings per channel was 1.58 spikes/s with the
aximum firing rate 14.04 spikes/s.
For the pooled data analysis, spike sorting was performed per

ell for each phase of the pharmacological experiment. Spike sor-
ing classifies spikes to classes corresponding to the neuronal action
otential waveforms. First, spikes were detected by thresholding
t five times the median of the baseline noise, and the spike time
tamps and waveform cut-outs (spanning 1 ms  prior and 2.2 ms
fter the maximum of the spike) were stored. The obtained spike
aveform cut-outs were sorted using the Wave clus algorithm

Quiroga et al., 2004), which gave the average cluster waveforms
nd the associated lower and upper standard deviation waveforms.
n Wave clus, the cluster size was initially set for the baseline
ccording to the number of spikes to be sorted. All the detected
pikes were included in the spike count and spike sorting analy-
is (the total of 172,750 spikes). Minimum cluster size for baseline
ecordings was five spikes for single electrode analysis (the total of
83 spikes were analyzed for the baseline) and 50 spikes for pooled
ata (the total of 51,230 spikes were analyzed for the baseline).
owever, the cluster sizes were altered for the different phases
f the pharmacological experiment, since the activity and spike
ounts varied between the phases.

After automatic clustering, supervised tuning of the temper-
ture was performed as suggested in the tutorial of Wave clus
Wave clus., 2004), improving the spike sorting. Still, such spike
orting is less subjective than completely supervised spike sorting.
uning the temperature was the only supervised correction per-
ormed. After unsupervised clustering, the temperature was tuned
o observe if more clusters could be formed: If the average spike
aveforms of the new clusters due to tuning could be considered

s spike types different from those obtained without tuning, the
ew clusters were retained.

In this work, the effects of overlapping spikes are later discussed
ased on the analysis results. This matter has been wider addressed,
.g., by Quiroga et al. (2004). Performances of spike sorting algo-
ithms, including Wave clus, have been addressed by Wild et al.
2012), also providing references to methods aimed at solving the
pike overlapping problem.

.3.3. Spike type identification and labeling
To track the occurrence of the spikes types over the pharmaco-

ogical experiment, it was necessary to identify the representative
pike types, and label all the average waveforms observed at the dif-
erent phases of the experiment with the spike types. This was done
y selecting the representative average waveforms as spike types,
s described below, and performing correlation analysis of the aver-
ge waveforms and their respective standard deviation waveforms
ith those of the spike type waveforms. A simple operator-guided
ethod was devised for the single electrode data analysis and a

ully automated method for the full data analysis.
For the single electrode data analysis, the most prominent and
istinguished average spike waveforms amongst all the average
aveforms for the entire experiment were selected as the rep-

esentative spike types by visual assessment. Thereafter, cross
orrelations between each of the remaining average waveforms
ce Methods 259 (2016) 143–155

with all the spike type waveforms were calculated, and the wave-
forms were tentatively labeled with spike types according to the
highest cross correlations. Thus, each cluster produced by Wave
clus was  assigned a tentative spike label. To take into account the
waveform variability, analogous cross correlation analysis was also
performed between the standard deviation waveforms: To con-
firm the tentative spike type labeling, the highest cross correlations
had to be found between the standard deviation waveforms of the
tentatively labeled cluster and the corresponding standard devia-
tion waveforms of its tentative spike type. Otherwise, the average
waveform was considered to represent a new spike type.

For the full data analysis, an automated version of the above
cross correlation analysis was  devised: Instead of visual identifi-
cation of the spike types, the average waveforms given by Wave
clus for the baseline measurements were used as the spike types.
Thereafter, the cross correlation analysis to label the average wave-
forms with spike types, and the adoption of new spikes types was
performed alike described for the single electrode data analysis.

2.3.4. Burst detection
To analyze network activity, an adaptive burst detection algo-

rithm, the cumulative moving average algorithm (CMA; Kapucu
et al., 2012), was  employed. CMA  utilizes ISI statistics to objectively
define and detect bursts. Here, CMA  was employed with the same
parameters as in (Kapucu et al., 2012). The exclusion/inclusion cri-
terion was  the same as for the spike count statistics (see Table S1).

2.3.5. The proposed joint analysis
In our proposed joint analysis (Fig. 1), first, spikes are detected

and sorted. In parallel with spike sorting, burst detection is per-
formed. After spike sorting and burst detection, every detected
spike is labeled as either a burst spike or an individual spike, and
carries a spike type label. Thus, the participation of different types
of spikes in the network activity is unraveled. The wells which did
not exhibit any bursting were excluded from the joint analysis of
spike types and bursts (see Table S1).

Here, the joint analysis was  implemented with the spike detec-
tion, spike sorting, and burst detection methods described earlier.
To illustrate the proposed joint analysis, we  simulated noisy sin-
gle channel MEA  data carrying spikes of three different waveforms
(denoted as ASp 1, ASp 2, and ASp 3). The waveforms were modified
from the data in the Wave clus distribution package (Wave clus.,
2004). The ISIs were set to at least 30 ms  for the spikes in bursts and
300 ms  for the individual spikes. Thus, no spike overlapping was
introduced to concentrate on the joint analysis without having to
consider the performances of spike detection and sorting for over-
lapping spikes. A 60 s simulation exhibited 10 bursts with seven
ASp 1s and three ASp 2s in each burst. Four spikes (one ASp 1, one
ASp 2 and two  ASp 3s) were placed between all bursts. Background
noise added to the formed spike signal was a random signal with
uniformly distributed values between −3 mV  and 3 mV.  The spike
waveforms are shown in Fig. 2A, and a section of the simulated sig-
nal in Fig. 2C. From the simulated signal, spikes were detected and
sorted, and burst and joint analysis were performed to illustrate
the methodology.

In the results of this illustrative toy analysis, three average spike
waveforms (Fig. 2A), i.e.,  the spike types, appeared as expected and
were sorted with 100% accuracy. The burst detection result (Fig. 2B)
shows that all the bursts were correctly detected. An exemplary
burst shown in Fig. 2C illustrates the outcome of the proposed
analysis framework: the spike type composition of the burst. The
burst shown in Fig. 2C was composed of the spikes of types ASp

1 and ASp 2 as expected, with one individual ASp 3 types spike
observed before the burst. The obtained numbers of spikes of dif-
ferent types in bursts and outside of the bursts are presented in
Fig. 2D, from which it is seen that all the bursts were composed
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Fig. 2. Simulated toy data and its illustrative joint analysis results. (A) The simulated spike waveforms ASp 1 (blue),  ASp 2 (red), and ASp 3 (green), along with the
corresponding average waveforms (grey dotted curves) calculated based on the detected and sorted noisy spikes. (B) The time points of the detected spikes (grey vertical
bars),  and the detected bursts (black horizontal lines). (C) A section of the simulated signal with sorted spikes indicated by circles with the colors indicating the particular
waveforms as shown in (A). (D) The results of the joint analysis showing the counts of the different types of spikes participating in the bursts, along with those occurring
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olely of the spikes of types ASp 1 and ASp 2, whereas spikes of
ll spike types appeared as individual spikes outside of the bursts,
hich was 100% in accordance with the simulation setup.

.3.6. Mathematical considerations regarding the proposed joint
nalysis

To formulate a mathematical expression of the spike compo-
itions of the bursts in a measurement, a measured signal during

 burst with the different identified spike type waveforms can be
xpressed as

t(t) =
∑Ji

j=1
Wswti,j,t

o
i,j

(t) + ni(t)

here, si(t) is the measured signal sample at discrete time t dur-
ng the ith burst; Ji is the number of the detected spikes in the
th burst; and Wswti,j,t

o
i,t

(t) is the sample of a spike waveform sig-

al (of the length of the ith burst in samples) which is zero except
or the period to

i,t
≤ t ≤ to

i,t
+ L − 1 during which the L samples long

wtth type spike waveform occurs (swti,j denotes that the type
f the jth spike of the ith burst is swt). ni(t) is the corresponding
easured background noise sample accounting for all other signal
omponents except for the identified spike type waveforms. This
ormulation effectively dissects the bursts in to their constituent
pike types. The spike type compositions of the bursts in an entire
easured signal is then given by all the pairs

{
swti,t, to

i,t

}
.

e reader is referred to the web version of this article.)

The information gain due to the proposed joint analysis com-
pared to merely detecting the burst spikes corresponds to that of
observing a string of letters formed from the alphabet of the size
equal to the number of the spike types plus one (each letter corre-
sponding to a spike type and a symbol ‘0’ to denote ‘no waveform’)
vs. a binary string (’1’ corresponding to a detected spike). For exam-
ple, with three detected spike waveform types denoted A, B, and C,
the information gain would result from observing a burst as a string,
for example, like ‘00A0B0000A0CC’ (for illustrative purposes, only
a few 0s are shown), as compared to observing the same burst
with mere spike detection as ‘0010100001011. Here, possible spike
overlapping has not been considered. For the binary alphabet with
equal symbol probabilities, the information content is log2(2) = 1
bit per symbol, whereas an alphabet of size four with equal sym-
bol probabilities results in the information content of log2(4) = 2
bits per symbol (Shannon, 1948). Naturally the same amount of
information per spike waveform is provided by spike sorting alone,
but with the proposed joint analysis, this information is extracted
specifically for each burst. For a real MEA  measurement, the prob-
ability of an occurrence of the ‘no waveform’ symbol is much
larger than that of a symbol denoting a spike; thus, the informa-
tion contents of the spike symbols are larger than in the example,
but the principal difference between the two approaches remains.

Thereafter, the information gain achievable by the analyzes of the
spike type waveforms themselves, their changes, and their occur-
rences in time, compared to the analysis of mere time stamps of the
burst spikes, depends on the following neurobiological analysis,
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nd the associated information gain is not simply formally
uantifiable.

. Results

To demonstrate the proposed method and the obtainable
esults, we first present the analysis results for a signal measured
ia one electrode (Figs. 3 and 4); this example illustrates from phase
o phase of the pharmacological experiment, what happened in a
icinity of one electrode, i.e.,  in a local part of the neuronal network
een via one electrode. Next, we present the analysis results for the
ntire data set at every phase of the pharmacological experiment.
ee Table S1 for the number of the cultures at each phase.

.1. Results of single channel pharmacological experiment data
nalysis

In the analysis of single electrode data, spike sorting resulted
n four different spike types (Fig. 3): one negative and one positive

onophasic spike waveform (Spike-I, Fig. 3A, and Spike-II, Fig. 3B),
nd two biphasic spike waveforms (Spike-III, Fig. 3C, and Spike-IV,
ig. 3D).

Spike counts are shown in Fig. 4A: the total number of spikes
etected decreased with the 1st wash compared to the baseline,
nd also with the application of CNQX. Application of CNQX + D-
P5 increased the number of spikes from that observed with CNQX
lone. In the subsequent phases of the pharmacological experi-
ent, the number of spikes did not change much. On the other

and, observing the numbers of spikes of particular types (Fig. 4B),
nd the changes in the numbers of spikes of different types rela-
ive to the baseline (Fig. 4C), different phenomena can be observed:
n the baseline, most of the spikes were of the type Spike-I, which
ecreased in numbers at the 1st wash and further due to CNQX
Fig. 4B). The number of Spike-II type spikes exhibited a roughly

imilar trend (Fig. 4B). At the 2nd wash (Fig. 4B) and thereafter,
pikes of types Spike-III and Spike-IV were the most prominent. In
ummary, with the near extinction of spikes of types Spike-I and
pike-II, spikes of types Spike-III and Spike-IV appeared (Fig. 4B).

ig. 3. The average spike waveforms observed in one channel in the pharmacological ex
articular waveforms were observed (see the legend in each panel). The spike types: (A) S

nterpretation of the references to color in this figure legend, the reader is referred to the
ce Methods 259 (2016) 143–155

Observing the numbers of spikes of the different types relative to
the baseline (Fig. 4C), it is seen that as the pharmacological experi-
ment progressed, the number spike of type Spike-III went through
great changes. Since Spike-IV did not appear at baseline, its results
cannot be shown relative to the baseline in Fig. 4C. It is clear that
the information gained from the analysis of spike statistics for the
different spike types (Fig. 4B and C) cannot be obtained from the
mere total numbers of spikes (Fig. 4A).

Traditional burst analysis results presented as the relative num-
ber of bursts, relative average burst duration, and relative average
numbers of spikes in a burst, all compared to their respective base-
lines, are shown in Fig. 4D–F, respectively. For example: The 1st
wash greatly increased the number of bursts, duration, and the
number of spikes in a burst (Fig. 4D–F, respectively). CNQX, com-
pared to the previous experiment phase, decreased the relative
number of bursts (Fig. 4D), but did not change the burst duration
(Fig. 4E), and brought the number of spikes in a burst close to that
at the baseline (Fig. 4F). The 2nd wash nearly extinguished burst-
ing activity, whereas the subsequent application of GABA restored
approximately half of the number of bursts compared to the base-
line (Fig. 4D), and had a tremendous increasing effect on both
the burst duration (Fig. 4E) and the number of spikes in a burst
(Fig. 4F). Regarding the extreme increase in burst duration for GABA
in Fig. 4E, the average burst duration at the baseline was  0.1 s,
whereas after GABA application it was 67.3 s, resulting in the shown
67,300% increase in the average duration.

The results of the joint analysis of spike types and bursts are
presented in Fig. 4G and H. For clarification, the results in Fig. 4G are
presented in Fig. S1A in percentages relative to the total numbers
of spikes. To compare the burst spike types and individual spike
types for completeness, the different spike types seen in individual
spikes are shown in Fig. S2A. To demonstrate the proposed joint
analysis, for example, in the baseline the bursts were composed
merely of spikes of types Spike-I and II (Fig. 4G), whereas later in

the experiment, under CNQX + D-AP5, the bursts were composed
far mostly of the spikes of type Spike-II, and the 2nd wash nearly
abolished bursting (Fig. 4G and H). However, the picture is totally
changed by the application GABA: Under the influence of GABA

periment, shown for the phases of the pharmacological experiment at which the
pike-I (blue), (B) Spike-II (red), (C) Spike-III (green), and (D) Spike-IV (purple). (For

 web  version of this article.)
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Fig. 4. The results of the traditional spike and burst analysis (A–F) and the joint analysis (G and H) at all the phases of the pharmacological experiment for one MEA  channel.
(A)  The total number of spikes. (B) and (C) The numbers of the different types of spikes, and their relative amounts, respectively. (D) The relative numbers of bursts. (E) The
relative  average durations of bursts. (F) The relative average numbers of spikes in a burst. (G) The numbers of spikes of each type in bursts. (H) The relative numbers of spikes
of  each type in bursts. The relative quantities are with respect the corresponding values at the respective baselines. The spike types: Spike-I (blue), Spike-II (red), Spike-III
(green), and Spike-IV (purple). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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nd thereafter of GABA and bicuculline, the bursts were composed
erely of the spikes of types Spike-III and Spike-IV. Thus, the joint

nalysis of spike types and bursts (Fig. 4G and H) provided more
nformation on the network effects of pharmacological than the
raditional burst analysis alone (Fig. 4D–F).

Alike with the spike counts (Fig. 4B and C), also here observing
he numbers of spikes in burst (Fig. 4G) and the same relative to the
aseline (Fig. 4H), different views to the phenomena are obtained.
or example, the increase in the number of Spike-I type spikes after
he 1st wash was  far greater than that of Spike-II type spikes, but
he increase in percentages (Fig. 4H) is roughly equal.

To explicitly point out new information given by the proposed
oint analysis, for example, in Fig. 4B it is seen that after the 1st

ash, there was a notable decrease in the occurrence of Spike-I
ype spikes and a slight decrease in the number of Spike-II type
pikes, whereas in Fig. 4D it is seen that simultaneously the number
f bursts more than doubled compared to baseline. For this exper-
ment phase, the joint analysis results in Fig. 4G show a notable
ncrease in the burst participation of Spike-I type spikes and slight
ncrease in the burst participation of Spike-II type spikes. This is
lso reflected in the percentual amounts of the spikes of these types
ppearing in bursts compared to the total spike counts (Fig. S1A),
hereas individual spikes (Fig. S2A) of both types decreased. This

nformation on the changes in the burst participation of the differ-
nt types of spikes cannot be obtained by the traditional analysis
esults in Fig. 4B and D.

Also, new information provided by the joint analysis can
e demonstrated by observing the activity in Fig. 4B after the
NQX + D-AP5 application when the number of Spike-II type spikes
ecovered to the approximately same level as it was at the base-
ine. Spike-I type spikes also recovered approximately to the same
evel as Spike-II type spikes, however remaining still greatly fewer
han at the baseline. At this point of the experiment, the number of
ursts, average burst durations, and the average numbers of spikes

n bursts were close to what they had been at the baseline (Fig. 4D–F,

espectively). The joint analysis results in Fig. 4G show that at this
ime, the bursts were mostly composed of Spike-II type spikes,
hereas at the baseline, the burst spikes had been mainly Spike-I

ig. 5. The average spike waveforms observed in the entire pharmacological experimen
articular waveforms were observed (see the legend in each panel). The spike types: (A)
pike-V  (green). (For interpretation of the references to color in this figure legend, the rea
ce Methods 259 (2016) 143–155

type spikes. In conclusion, although the traditional burst character-
istics (Fig. 4D–F) were approximately equal at base line and after
the CNQX + D-AP5 application, the joint analysis revealed that the
main burst spike type was different between these two  experiment
phases. This information on the burst composition change cannot
be obtained from results of the traditional analyses in Fig. 4B and
D, but only with the proposed joint analysis.

3.2. Results of full pharmacological experiment data analysis

In the analysis of the full data set, data from all the MEAs
and MEA  wells was pooled (see Table S1), and analyzed for each
phase of the pharmacological experiment. The average spike wave-
forms (Fig. 5) obtained from the pooled data exhibited naturally
more variation than the spike waveforms obtained from the sig-
nal measured via one electrode (Fig. 3). It is to be noted that
the variability in the data was  quite large, as seen from the IQRs
in Fig. 6; therefore we  chose not to draw biological conclusions.
Nevertheless, the results clearly demonstrate the usability of the
proposed joint analysis. In the analysis results in Fig. 6, the quan-
tities shown are the medians over the analyzed wells with the
whiskers covering the 50% IQRs. For burst durations (Fig. 6E) and
the number of spikes in a burst (Fig. 6F), shown are the medians
of the per-well averages (See the numbers of the analyzed wells in
Table S1).

Spike sorting analysis of the pooled data resulted in five differ-
ent spike types (Spike-I, Spike-II, Spike-III, Spike-IV, and Spike-V,
seen in Fig. 5A–E, respectively). In Fig. 5, the average waveforms for
each spike type are shown for the phases of the pharmacological
experiment at which they were observable.

For this data, two monophasic (one negative (Spike-I, Fig. 5A),
and one positive (Spike-II, Fig. 5B)) and two  biphasic spike wave-
forms were obtained (Spike-III, Fig. 5C, and Spike-IV, Fig. 5D), but
not all of them were observed at all phases of the pharmacological
only at the 1st wash and under the influence of CNQX + D-AP5.
Spike-V was composed of greatly varying individual spike wave-
forms which could not be clustered together.

t data set, shown for the phases of the pharmacological experiment at which the
 Spike-I (blue), (B) Spike-II (red), (C) Spike-III (cyan), (D)  Spike-IV (purple), and (C)
der is referred to the web version of this article.)
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Fig. 6. The results of the traditional spike and burst analysis (A–F) and the joint analysis (G and H) at all the phases of the pharmacological experiment for the entire data
set.  (A) The total number of spikes. (B) and (C) The numbers of the different types of spikes, and their relative amounts, respectively. (D) The relative numbers of bursts. (E)
The  relative average durations of bursts. (F) The relative average numbers of spikes in a burst. (G) The numbers of spikes of each type in bursts. (H) The relative numbers of
spikes  of each type in bursts. The quantities shown are the medians over the number of analyzed wells (see Table S1) with the whiskers covering the 50% IQRs. The relative
quantities are with respect the corresponding values at the respective baselines. The spike types: Spike-I (blue), Spike-II (red), Spike-III (cyan), Spike-IV (purple), and Spike-V
(green).  (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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In the spike count analysis (Fig. 6A), variability in the total num-
er of spikes was high at the baseline and 1st wash. At the CNQX
pplication, the median of the total number of spikes decreased
rastically and remained low compared to the baseline through
he rest of the pharmacological experiment. Alike for the single
hannel data, more information can be obtained by observing the
umbers of spikes of different types (Fig. 6B and C). At baseline,
pike-I and II were observed in higher numbers than the other types
f spikes. The 1st wash changed the situation drastically, making
he Spike-V the most prominent; let us recall that Spike-V was
omposed of greatly varying spike waveforms which could not be
lustered, i.e.,  the 1st wash greatly disturbed the spike waveforms.
lso, Spike-V did not appear at the baseline, and is thus not shown

n Fig. 6C and H. CNQX caused some spikes of types Spike-I and II
o reappear, whereas CNQX + D-AP5 caused an uprising of Spike-
II type spikes (Fig. 6C), which dominated also at the 2nd wash
nd at the application of bicuculline. GABA nearly shut down spik-
ng (Fig. 6C). Naturally, the spike-type specific phenomena (Fig. 6B
nd C) cannot be observed from the mere total number of spikes
Fig. 6A).

Traditional burst analysis results presented as the relative num-
er of bursts, relative median of the well-wise average burst
urations, and the relative median of the well-wise average num-
er of spikes in a burst, all compared to their respective baselines,
re shown in Fig. 6D–F. The relative number of bursts decreased
hrough the pharmacological experiment (Fig. 6D). Burst duration
Fig. 6E) increased slightly at the 1st wash, and more prominently
nder the influence of CNQX, whereas the 2nd wash decreased
he burst duration. GABA caused a large increase in the burst
uration (Fig. 6E), to which bicuculline had little effect. Inter-
stingly, the fraction of the total number of spikes appearing in
urst remained approximately constant through the experiment
Fig. 6F).

The proposed joint analysis results (Fig. 6G) reveal that at the
aseline, the bursts were composed almost completely composed
f the spikes of types Spike-I and II, i.e.,  the monophasic negative
Fig. 5A) and positive (Fig. 5B) spikes, respectively. (For clarifica-
ion, the results in Fig. 6G are presented in Fig. S1B as the relative
umbers of the burst spikes with respect to the total numbers of
pikes in percentages. To compare the burst spike types and indi-
idual spike types for completeness, the different spike types seen
n individual spikes are shown in Fig. S2B.) This means that the
etworks were operating with the spikes of types Spike-I and II.
he 1st wash caused the burst to be composed of almost entirely
f Spike-V type spikes (Fig. 6G) which did not represent a well-
efined waveform (Fig. 5E). CNQX partially recovered Spike-I and

I type spikes also in bursts, whereas CNQX + D-AP5 again removed
hem from bursts (Fig. 6G and H). The 2nd wash brought the spikes
f types Spike-I and II partially back to the bursts, which were now
omposed of spikes of types Spike-I, II, III, and IV. Under the influ-
nce of GABA, there were almost no spikes in bursts (Fig. 6G and
), as there were almost no bursts (Fig. 6D). Nevertheless, the few

emaining bursts had approximately the same number of spikes in
 burst as at the baseline (Fig. 6F). Bicuculline caused the bursts to
e composed mainly of the spikes of types Spike-I and II (Fig. 6G)
ith a few Spike-III and IV type spikes also present in the bursts

Fig. 6H).
Again, observing the results as counts (Fig. 6B and G) and in

ercentages (Fig. 6C and H) provided clearly different and com-
limentary views to the results. Although in this pooled data
xperiment the spike type change trends (Fig. 6G and H) in the
oint analysis in general followed those observed in the traditional

nalyses (Fig. 6B and C), the proposed joint analysis of spikes and
ursts nevertheless provided the actual data on the spike type com-
ositions of the bursts, which was naturally not obtainable by the
eans of the traditional analyses.
ce Methods 259 (2016) 143–155

4. Discussion and conclusions

In this paper, we  have proposed a novel analysis method for
the joint analysis of action potentials and network events observed
in local field potential measurements. The main usage of the pro-
posed method is to test a hypothesis that spike types in bursts
and spikes in general have different dynamics, e.g., in response
to external effects. We  have demonstrated that this hypothesis
is worth testing, and that the tool developed will provide deeper
information on the activity of neuronal networks and their alter-
ations. The essence of the proposed joint analysis was illustrated
by a simulation (Fig. 2C), in which a spike type composition of
a burst was seen for the first time. The value of the method
was demonstrated by analyzing the MEA  measurements from a
pharmacological experiment with several different chemical appli-
cations; the effects of the pharmacological agents were observed
with both traditional spike and burst analysis, and with the pro-
posed joint analysis of spikes and bursts, where we demonstrated
that the proposed joint analysis reveals information on the net-
work activity which is not obtainable by the traditional analyses,
i.e., the burst participation of the different types of spikes,
and the changes of this by chemical modification of the neuronal
activity.

In the analysis of the pooled data, the overall results were cal-
culated in each phase of the pharmacological experiment per well
and not per electrode. With this approach, we aimed to study the
general behavior of the networks in the different experimental
phases. We  are confident that regardless of the variability in our
data (Heikkilä et al., 2009; Kapucu et al., 2012), the function of the
proposed method was  described, and the new information obtain-
able by the method demonstrated. We  observed that indeed there
are different dynamics of spike waveform types contributing to the
bursts and spikes in general.

To investigate the stability of the signals, especially motivated
by the large deviation seen in Spike-V, we took a look at the sta-
bility of the spike waveforms during the 300-second measurement
after the 1st wash when the Spike-V appeared (Fig. 6B and G). We
analyzed each disjoint 100-second section separately. Especially
the first and third 100-second sections of the recording had similar
clustering results as the complete recording, exhibiting a cluster
of highly varying spike waveforms. However, spike waveforms in
the second 100-second section were different. This demonstrates
that the network function was changing during the recording. In
general, one possible disturbing effect may  have been the relatively
short 1-minute stabilizing period before the measurement after the
MEAs were placed in the measurement device. However, due to the
described observed behavior during the 100-second sections, we
can assume that a longer stabilizing period would not have resulted
in more stable networks.

Another issue is the effect of overlapping spikes. Especially for
bursting action potentials, spike sorting has been always chal-
lenging (Lewicki, 1998; Quiroga et al., 2004; Wild et al., 2012). In
our work, especially for the pooled data, spike sorting represents
average waveform types obtained from large datasets. Waveform
distortions caused by overlapping spikes can be expected to be seen
as average and standard deviation waveforms which greatly differ
from the general spike average and standard deviation waveforms.
Here, highly distorted spikes which could not be assigned to any
cluster during spike sorting, accounted for approximately 3.7% of
all the analyzed spikes (3.36% for the burst spikes and 0.34% for
the individual spikes). Additionally, average and standard devia-
tion waveforms of the obtained spike types were consistent over

the different phases of the experiment for both burst and individual
spikes. In conclusion, even though the effects of overlapping could
be seen in our analysis, they are not expected to change our results
or conclusions.
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Using the proposed method, here, we show that the burst spike
ypes and the spikes in general may  have different dynamics. By
ssessing the results both as percentual changes with respect to the
aseline activity for each spike type, and as changes in the actual
urst spike counts, different views were gained to the changes in
he network activity. In the literature, either absolute counts, such
s spike and burst counts (Gopal, 2003; Brewer et al., 2009; Hogberg
t al., 2011) or changes of percentual values (Gramowski et al.,
000; Ylä-Outinen et al., 2010) are given. Keefer et al. (2001) and
ohnstone et al. (2010) provided the results partially in both forms.
owever, simultaneous analysis of both quantities has not been
ommon practice, and not utilized in drawing comparative con-
lusions. Here, we demonstrated the usefulness of utilizing both
pproaches simultaneously in the joint analysis.

The polarity of the measured waveforms has been described
o depend on the location of the neuron relative to the electrode
Henze et al., 2000; Gold et al., 2006). Thus, the observed changes in
he spike waveforms and the spike type compositions of the bursts

ay  have resulted from chemical induced functional changes in
he cells or networks, morphological effects on the cells, different
ell compartments contributing to the measurements, or from any
ombination of these. Nevertheless, we conclude that the observ-
ble effects are not random, but consistent manifestations of the
hanges in the networks. In long-term experiments, cell movement
ay  also affect spike waveforms, which should naturally be evi-

ent also in the controls. Here, the experiment was acute, spike
orting was equally successful in all phases of the pharmacological
xperiment, and the spike type formation and assignment worked
onsistently; thus, the observed changes in spike waveforms due to
he pharmacological applications did not interfere with spike sor-
ing. It is also to be noted that the number of spikes available for
he analysis may  also affect the spike sorting results. Here, spike
orting worked consistently.

The pharmacological effects observed in the joint analysis are
lear and interesting. Joint analysis results do provide more infor-
ation on the network changes. Unraveling the actual reasons

or, and the consequences of the observed spike type compo-
itions of the bursts, and their changes due to pharmacological
nd other treatments, call for detailed studies with in-depth neu-
onal network analysis providing information on the sources of
pikes, including information on active neuronal types and cell
ompartments. This is naturally called for in any spike sorting based
nalysis.

.1. Further applicability

Here, the spike sorting by Quiroga et al. (2004) and burst detec-
ion by Kapucu et al. (2012) were employed. However, the proposed
oint analysis framework (Fig. 1) can be implemented with any
pike sorting and burst detection algorithms appropriate for the
easurement data at hand. This is important to facilitate both

ifferent analysis approaches, and the different characteristics of
pikes and bursts in the in vitro networks derived from differ-
nt species and origins; the differences in network behavior have
ubstantial influence on the applicability of different spike sorting
nd burst detection methods, and also call for more objective and
utomated methods (Kapucu et al., 2012). For spike sorting, the
dvantages and drawbacks of supervised and unsupervised algo-
ithms can be argued: An automatic classification can be corrected
r optimized by the user with unsupervised approaches in a final
lassification step which makes the approach still supervised but
ess subjective and less time consuming (Martínez and Quiroga,

013). Certainly it would be preferable to have an accurate and fully
nsupervised algorithm, which still remains a largely open ques-
ion (Martínez and Quiroga, 2013). The only assumptions imposed
y the proposed joint analysis framework itself are that there are
ce Methods 259 (2016) 143–155 153

sortable action potential waveforms and detectable bursts present
in the data.

To possibly alleviate the effects of high variability in the data,
the single channel analysis used here merely to demonstrate the
method, could also be employed in the analysis of the entire MEA
by analyzing each channel separately. Thereafter, should the single
channel analyzes produce mutually corroborative results, over-
all conclusions could be drawn. However, combining the single
channel analyses results to an overall result would require the
development of a separate statistically valid method. Straighter for-
ward, the analysis of single channel data can be employed to reveal
the spatial distributions of the different types of spikes compos-
ing the bursts. This analysis technique would be promising, e.g.,
for tracking the spike waveforms and their network participations.
Single electrode data analysis naturally considers the local network
in the vicinity of the electrode, whereas the analysis pooled data
provides a better view to the overall activity and allows statisti-
cal analysis, while possibly losing information on particular local
network phenomena.

The proposed joint analysis can be performed on all detected
spikes, or alternatively, separately on burst spikes and non-burst
spikes. In applying the analysis on such different sets of spikes, one
needs to consider the possibly different functions of spikes occur-
ring in different circumstances, such as in bursts or individually
(Valiante and Carlen, 2014). Here, our main aim was the analysis of
bursts, which can be assumed to manifest actual network activity.
Similarly, instead of bursts, spike trains can be analyzed with the
proposed method providing the spike types and their changes in
the spike trains. Naturally, the same can be done also with individ-
ual spikes, i.e.,  for the spikes not in bursts or trains as demonstrated
in Fig. S2. Thus, complementary information on the different pro-
cesses in the networks can be obtained by the selection of the data
to be analyzed. Given spike sorting and burst and/or train detection
methods appropriate for the data at hand, the framework is appli-
cable in the analysis of any electrophysiological data, not only in
the analysis of in vitro measurements.

4.2. Conclusions

Currently, there is a great call for methods to analyze neuronal
network function from in vitro MEA  recordings in more detail, for
example, for research on basic biological questions such as neu-
ronal network development and learning, for the assessment of
various culturing methods, and for drug research and neurotoxicol-
ogy (Coecke and Price, 2007; LeFew et al., 2013). Here, we propose
a new joint analysis method that provides the spike type compo-
sitions of the bursts. We  showed that the spike type compositions
of bursts may  change subject to environmental effects. Specifically,
based on the presented results, pharmacological substances may
affect the spike type compositions of the bursts, which are not
seen in traditional spike and burst analysis, including spike sor-
ting as traditionally utilized. Thus, with our joint analysis, more
detailed information on the network behavior and its changes can
be obtained.
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al-Price AK, Suñol C, Weiss DG, van Vliet E, Westerink RHS, Costa LG.
Application of in vitro neurotoxicity testing for regulatory purposes: sympo-
sium III summary and research needs. NeuroToxicology 2008;29(3):520–31,
http://dx.doi.org/10.1016/j.neuro.2008.02.008.

anerjee A, Ellender TJ. Oscillations in the developing cortex: a mechanism for estab-
lishing and synchronizing an early network? J Neurosci 2009;29(48):15029–30,
http://dx.doi.org/10.1523/JNEUROSCI. 4567-09.2009.

rewer GJ, Boehler MD,  Ide AN, Wheeler BC. Chronic electrical stimu-
lation of cultured hippocampal networks increases spontaneous spike
rates. J Neurosci Methods 2009;184(1):104–9, http://dx.doi.org/10.1016/
j.jneumeth.2009.07.031.
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Table S1
The experiment and analysis structure. The MEAs, MEA wells, and the numbers of wells (i.e., the numbers of separate cultures,
n) included in each test and analysis, along with the well inclusion criteria. The individual MEAs are identified by numbers. On
each MEA chip, there were six wells with nine microelectrodes in each well.

Analysis method Test MEAs and MEA wells
included in the analysis

Number of
wells (n) Well inclusion criteria

Spike Sorting Based
Analysis

Baseline MEA 1, all wells
MEA 2, all wells 12

All wells (no exclusion criteria)

1st Wash MEA 1, all wells
MEA 2, all wells 12

CNQX MEA 1, all wells
MEA 2, all wells 12

CNQX+D-AP5 MEA 1, all wells
MEA 2, all wells 12

2nd Wash MEA 1, all wells
MEA 2, all wells 12

GABA MEA 1, all wells
MEA 2, all wells 12

Bicuculline MEA 1, all wells
MEA 2, all wells 12

Spike Activity
Analysis

and

Burst Detection

Baseline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Minimum of 50 spikes detected
in a 300 s recording from an
electrode of a well in at least one
phase of the experiment (Kapucu
et al., 2012)

1st Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX+D-AP5 MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

2nd Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

GABA MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Bicuculline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Burst Analysis

and

Proposed Joint
Analysis

Baseline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

Minimum of 50 spikes, and at
least one burst detected with the
employed burst detection
algorithm (Kapucu et al., 2012)
in a 300 s recording from an
electrode of a well

1st Wash MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C, E, F 10

CNQX+D-AP5 MEA 1, wells A, B, C, F
MEA 2, wells A, B, C, E, F 9

2nd Wash MEA 1, wells A, B, C, F
MEA 2, wells A, B, C, E 8

GABA MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, C 8

Bicuculline MEA 1, wells A, B, C, D, F
MEA 2, wells A, B, E, F 9
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Table S2
The numbers of channels in the wells which exhibited more than 50 spikes in 300 s for different experiment phases. The
individual MEAs are identified by numbers whereas the individual wells are identified by capital letters. On each MEA chip, there
were six wells with nine microelectrodes in each well.

Wells Baseline 1st Wash CNQX CNQX+D-AP5 2nd Wash GABA Bicuculline
MEA 1, well A 7 6 3 3 1 0 2
MEA 1, well B 6 5 4 0 0 0 0
MEA 1, well C 9 7 8 8 7 5 5
MEA 1, well D 7 4 2 0 0 0 0
MEA 1, well E 0 0 0 0 0 0 0
MEA 1, well F 3 4 1 3 4 1 1
MEA 2, well A 9 6 1 0 4 3 0
MEA 2, well B 9 9 9 5 9 9 8
MEA 2, well C 7 3 0 1 0 0 0
MEA 2, well D 0 0 0 0 0 0 0
MEA 2, well E 5 4 1 0 2 0 0
MEA 2, well F 0 1 0 0 0 0 0
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Fig. S1. The numbers of each type of spikes in bursts relative to the total numbers of spikes (A) for the single channel analysis
(c.f. Fig. 4G), and (B) for the pooled data analysis (c.f. Fig. 6G).
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Fig. S2. The numbers of each type of spikes in individual spikes (A) for the single channel analysis (c.f. Fig. 4G), and (B) for the
pooled data analysis (c.f. Fig. 6G).
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Human Stem Cell-Derived Neuronal
Networks
Maria Toivanen 1†, Anssi Pelkonen 1†, Meeri Mäkinen 1, Laura Ylä-Outinen 1, Lassi Sukki 2,

Pasi Kallio 2, Mervi Ristola 1*† and Susanna Narkilahti 1*†

1NeuroGroup, BioMediTech Institute and Faculty of Medicine and Biosciences, University of Tampere, Tampere, Finland,
2Micro and Nanosystems Research Group, BioMediTech Institute and Faculty of Biomedical Sciences and Engineering,

Tampere University of Technology, Tampere, Finland

Measurement of the activity of human pluripotent stem cell (hPSC)-derived neuronal

networks with microelectrode arrays (MEAs) plays an important role in functional in

vitro brain modelling and in neurotoxicological screening. The previously reported

hPSC-derived neuronal networks do not, however, exhibit repeatable, stable functional

network characteristics similar to rodent cortical cultures, making the interpretation of

results difficult. In earlier studies, microtunnels have been used both to control and guide

cell growth and amplify the axonal signals of rodent neurons. The aim of the current study

was to develop tunnel devices that would facilitate signalling and/or signal detection

in entire hPSC-derived neuronal networks containing not only axons, but also somata

and dendrites. Therefore, MEA-compatible polydimethylsiloxane (PDMS) tunnel devices

with 8 different dimensions were created. The hPSC-derived neurons were cultured in

the tunnel devices on MEAs, and the spontaneous electrical activity of the networks

was measured for 5 weeks. Although the tunnel devices improved the signal-to-noise

ratio only by 1.3-fold at best, they significantly increased the percentage of electrodes

detecting neuronal activity (52–100%) compared with the controls (27%). Significantly

higher spike and burst counts were also obtained using the tunnel devices. Neuronal

networks inside the tunnels were amenable to pharmacological manipulation. The results

suggest that tunnel devices encompassing the entire neuronal network can increase the

measured spontaneous activity in hPSC-derived neuronal networks on MEAs. Therefore,

they can increase the efficiency of functional studies of hPSC-derived networks onMEAs.

Keywords: human pluripotent stem cells, microelectrode array, neuronal network, tunnel device, in vitro model

INTRODUCTION

Analysis of neuronal network activity in vitro is a pivotal part of modern brain disease modelling,
neuropharmacological testing, and neurotoxicological screening (Johnstone et al., 2010; Valdivia
et al., 2014). In vitro neuronal networks derived from human pluripotent stem cells (hPSCs)
can replace animal-derived models and better predict responses in humans (Cavanaugh et al.,
2014; Hunsberger et al., 2015; Pei et al., 2016). Furthermore, their activity can be measured using
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microelectrode arrays (MEAs) (Johnstone et al., 2010; Jones et al.,
2011; Moser, 2011). For example, the effect of a neurotoxin on
the MEA-activity of a hPSC-derived network can be observed
before any morphological changes (Ylä-Outinen et al., 2010).
However, analyses of MEA data from hPSC-derived networks
can be very challenging due to low percentage of electrodes
(often <20%), or entire arrays, that detect neuronal activity
(Ylä-Outinen et al., 2010; Tukker et al., 2016). Even when the
hPSC-derived networks produce robust, measurable activity, the
necessary differentiation and functional development can be very
slow, taking up to several months (Odawara et al., 2016). The
variable and slow development of neuronal network activity on
MEA appears to be characteristic to all neuronal cultures of
human origin; in primary human neurons, which do not require
pre-differentiation, the emergence of electrical activity can take
nearly 40 days, where as in corresponding rat neurons the
same development happens in only 10 days (Napoli and Obeid,
2016). Therefore, it is clear that new approaches are needed
to facilitate the analysis of hPSC-derived neuronal network
functions.

Microengineered polydimethylsiloxane (PDMS) devices can
be used to answer specific questions on mechanisms of neural
function and pathology (Taylor et al., 2005; Scott et al., 2013; Ren
et al., 2015), and they can also be used to facilitate the analysis
of electrical function of hPSC-derived networks. PDMS devices
consisting an open chamber (or “well”) can guide the network
to grow more densely on top of the measuring electrodes, and
thus facilitate the development and detection of neuronal activity
(Kreutzer et al., 2012). PDMS microtunnel devices, on the other
hand, increase the detected activity by amplifying extracellular
electrical signals detected by the MEA (FitzGerald et al., 2009;
Wieringa et al., 2010; Wang et al., 2012). According to a generally
accepted theory in the field this occurs because signal amplitudes
measured by MEA in tunnels are influenced by a derivative
of Ohm’s law (U = R I), where the resistance of the medium
inside the tunnel increases as the tunnels height (h) and width
(w), i.e., cross section (A) decreases and length (l) increases
(R = ρ (l / A)). The increased resistance, in turn, manifests
as higher potential differences during electrical activity of the
measured cells, which translates to an increased signal-to-noise
ratio (SNR) in the MEA recordings. However, the microtunnels
providing the best amplification (cross sections ≤100 µm2, h
≤ 5µm) are designed to encompass only neurites and not
neuronal somata or entire neuronal networks, and often require a
custommade electrode array (FitzGerald et al., 2008; Dworak and
Wheeler, 2009; Hong et al., 2017). These neurite-encompassing
microtunnels are useful for analysing certain parameters such as
the speed of signal conduction along axons, but there is a need
for larger tunnel devices which can provide robust MEA data
from entire neuronal networks containing also dendrites and
cell somata.

In this study, the objective was to develop tunnel devices
that are compatible with a commercially available MEA
platform, and are able to house entire hPSC-derived neuronal
networks and concomitantly possess sufficiently small features
to amplify the extracellular signals on MEAs in comparison to
standard cultures. Therefore, hPSC-derived neuronal networks

were cultured on MEAs in tunnel devices with different
dimensions. The spontaneous electrical activity of the neuronal
networks in the tunnels was measured up to 5 weeks and
compared to data from standard MEA controls. We observed
that while the tunnels provided little or no improvement
of signal detection, they increased the measured network
activity considerably. Thus, the use of the tunnel devices
solved one of the main problems in studying hPSC-derived
networks using MEAs, which is the low percentage of active
electrodes.

MATERIALS AND METHODS

Production of MEA-Compatible PDMS
Tunnel Devices
Custom PDMS tunnel devices and SU-8 moulds for the
devices were fabricated using rapid prototyping methods
(Duffy et al., 1998). The outer diameter of the PDMS
devices (Figure 1A) was 15mm and the height was
approximately 3mm to be compatible with the MEA array
(60MEA200/30iR-Ti MEAs, MultiChannelSystem [MCS],
Germany) and amplifier (MEA2100, MCS). The PDMS devices
contained two cell plating areas that were interconnected
by tunnels and a reference electrode well. The designed
tunnel dimensions were varied as presented in Table 1 and
Figure 1. The cell cultivation area in front of the tunnels
is covered by a PDMS lid. The different PDMS tunnels
were aligned on top of the MEA electrodes as illustrated in
Figures 1B–F.

PDMS (Sylgard 184, Dow Corning) devices were fabricated
using methods described by Park et al. (2006). The moulds were
fabricated from SU-8 3050 (Micro Resist Technology GmbH)
on top of a silicon wafer. A 15-mm-diameter punching tool
was used to punch individual devices out of PDMS sheets.
A 3-mm-diameter manual punching tool was used to create
inlets (cell plating areas; Figure 1A) at a distance of 100–
1,000µm from the tunnel mouth, and an opening for the
reference electrode. The use of circular cell supply inlets and
the need to have equal tunnel lengths created a lid around
the punching hole. Thus, the MEA electrodes placed in front
of the tunnels were covered by the PDMS lid located either
43 or 105µm above the MEA surface depending on the
tunnel height. Hereafter, these electrodes located underneath
the PDMS lid but outside the tunnels are referred as outside
electrodes.

The dimensions of the tunnel devices were characterised
using both light microscopy and profilometry. A Zeiss Axio
Imager.A1m (Carl Zeiss AG) was used to inspect the mould
for potential faults. A Bruker Dektak XT stylus profilometer
(Bruker Corporation) was used to measure the heights
of the microstructures from the mould. According to the
measurements, the mould heights were 43 ± 7µm and 105 ±

15µm. The variation in heights was caused by the slight bending
of the silicon wafers by the spinner vacuum during spin-coating,
which caused the features to be thicker in the middle of the
moulds.
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TABLE 1 | Tunnel dimensions and number of tunnels, electrodes and MEAs.

w (µm) h (µm) l (µm) Number of

MEA plates

Electrodes per

tunnel, outside

area or MEA well

Total n of analysed

tunnels, outside areas or

MEA wells

Total n of

analysed

electrodes

Total n of active electrodes per week

1 2 3 4 5

6-well MEA control 5\– 9 30\–\– 270\– 75 107 120 146 101

1-well MEA control 4\– 59 4\–\– 236\– – 1 18 39 42

Outside 43 – 13\8 12 13\8\– 156\96 29 87 112 119 118

Outside 105 – 21\15 12 21\15\– 254\180 9 74 150 157 154

100 43 1,000 5\4 4 6\4\5 24\16 13 18 24 24 24

100 105 1,000 7\5 4 9\5\7 36\20 2 14 24 34 31

500 43 1,000 1\– 11–12 2\–\2 23\– 3 2 12 21 23

500 105 1,000 2\– 11–12 4\–\3 46\– 1 6 34 40 44

750 43 1,000 3\2 15–16 4\2\2 63/32 8 24 40 47 48

750 105 1,000 7\5 15–16 9\5\6 142/80 7 48 71 92 91

1,500 43 1,000 5\2 31 5\2\4 155/62 11 69 127 131 127

1,500 105 1,000 7\5 31 7\5\3 217\155 4 39 167 111 137

The tunnel width (w), height (h) and length (l) are presented in the first three columns. “Outside” refers to electrodes outside the actual tunnels but underneath the PDMS lid (Figure 1).

The second number after the backslash indicates the corresponding number in the pharmacological experiment (Figure 6), and the third number after the second backslash indicates

n in the CytoSpectre network orientation analysis (Figure 3E).

Preparation of PDMS Tunnel Devices and
MEAs for Cell Culture
The MEAs were always cleaned before use according to
manufacturer’s instructions (washed with 1% Tergazyme [Sigma-
Aldrich], rinsed with distilled H2O and autoclaved). MEAs were
coated with 0.05% polyethylenimine as previously described
(Ylä-Outinen et al., 2010). To make the tunnels hydrophilic and
thus amenable to coating, the PDMS devices were treated with
oxygen plasma in a PICO plasma system (Diener electronic) for
3min at 50W. They were manually aligned under a microscope
on the MEA electrodes and reversibly bonded to the MEAs, i.e.,
they could still be manually removed. Mouse laminin (20µg/ml;
Sigma-Aldrich) was pipetted into the PDMS tunnel devices on
MEAs through both cell plating areas (Figure 1A). Cell culture
control plates (4-well plate, Nunc, Thermo Fisher Scientific, Inc.)
were coated with 20µg/ml or 10µg/ml mouse laminin in wells
with or without coverslips (Ø = 13mm, VWR), respectively.
The MEAs and the control plates were incubated with the
laminin solutions at +4◦C overnight as previously described
(Ylä-Outinen et al., 2010).

Neural Differentiation and Cell Culture
The human embryonic stem cell (hESC) line Regea 08/023
and the human induced pluripotent stem cell (hiPSC) line
04311.WT were used in the experiments. BioMediTech has
approval from the Finnish Medicines Agency (FIMEA) to
perform research with human embryos (Dnro 1426/32/300/05).
There are also supportive statements from the regional
ethical committee of Pirkanmaa Hospital District for the
derivation, culturing, and differentiation of hESCs (R05116) and
hiPSCs (R08070). This study was carried out in accordance
with the recommendations of FIMEA and Pirkanmaa
Hospital District with written informed consent from all
subjects who provided cell material. All subjects gave written

informed consent in accordance with the Declaration of
Helsinki.

The timeline for the experiments is shown in Figure 2.
The hESCs and hiPSCs were differentiated into neural cells
for 8–10 weeks in neurosphere cultures in differentiation
medium (NDM) consisting of 1:1 Dulbecco’s Modified Eagle’s
Medium/F12:Neurobasal Medium supplemented with 2mM
GlutaMax, 1x B27 supplement, 1x N2 supplement (all from
Gibco Invitrogen), 25 U/ml penicillin/streptomycin (Lonza
Group Ltd) and, in this neurosphere differentiation stage,
20 ng/ml basic fibroblast growth factor (bFGF, R&D Systems)
as previously described (Lappalainen et al., 2010) with or
without low-dose naltrexone LDN193189 (100 nM; Stemcell
Technologies, Inc.).

The neurospheres containing pre-differentiated neural cells
were manually dissected into small cell aggregates (Ø∼50–
200µm). Approximately 15 small aggregates (50,000–150,000
cells in total) were plated in both cell plating areas of the PDMS
devices (i.e., both ends of the tunnels) as close to the tunnels
as possible to ensure tunnel colonization, and similarly on
control plate wells. The plating procedure was identical for each
device. The PDMS devices on the MEAs were submerged in
the cell culture medium (1ml). The cells were maintained in a
humidified incubator at 37◦C and 5% CO2. Half of the medium
was changed three times a week. After 1 week in adherent
culture, 4 ng/ml bFGF and 5 ng/ml brain-derived neurotrophic
factor (BDNF) (Gibco Invitrogen) were added to the
medium.

Immunocytochemistry
The control cells were fixed after 14 days in adherent culture,
and immunocytochemical (ICC) staining was performed
as previously described (Lappalainen et al., 2010) to verify
the neural identity of the cells. Primary antibodies, rabbit
anti-beta-III Tubulin (β-tub) (1:2000; GenScript) and rabbit
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FIGURE 1 | Designs of the tunnel devices. The PDMS tunnel devices (A) consist of two cell plating areas that are interconnected by tunnels, and a reference

electrode well. The two tunnel heights are presented in the lower right corner in (A). The red dashed lines indicate the cross section of a tunnel, in this case 100µm

wide. The numbers in (A) provide the tunnel widths (w) and heights (h) in µm. Tunnels with different dimensions were aligned on MEAs (B–F). Dark gray indicates

PDMS bonded to the MEA surface, light grey represents cell cultivation areas in the tunnels and areas under the PDMS lid, while the red dashed lines indicate tunnel

perimeters. The numbers in (B–F) provide the tunnel widths (w) and lengths (l) in µm.

FIGURE 2 | Timeline of the experiments. Neurons were differentiated in

neurosphere culture for 8–10 weeks before adherent culture in tunnel devices

on MEAs and in standard cell culture wells (control cells). MEA measurements

were performed twice weekly over 5 weeks, and a pharmacological test was

performed at the end of the culture. Neurite orientation analysis was

performed from the phase contrast images taken at the 5th week.

Immunocytochemistry was performed on control cells after 2 weeks in

adherent culture for both cell lines.

polyclonal anti-Microtubule-Associated Protein 2 (MAP2)
(1:400; Millipore), were used together with secondary antibodies,
Alexa 488 anti-rabbit and Alexa 568 anti-mouse (both 1:400;

Molecular Probes). In addition, the nuclei of the cells were
stained with 4′,6-diamidino-2 phenylindole (DAPI), which
was included in the mounting medium (Vectashield Mounting
Medium with DAPI, Vector Laboratories). The cells were imaged
with a fluorescence microscope (Olympus IX51, Olympus
Corporation).

Phase Contrast Microscopy and Neurite
Orientation Analysis
The cells were imaged with a phase contrast microscope
(Nikon Eclipse TE2000-S, Nikon Corporation) once per week
to follow the neuronal morphology, migration and network
formation. The cell culture control plates were used as a normal
microenvironment cell control to evaluate neuronal viability,
morphology and migration. The control plates were followed for
2 weeks.

The orientation of the neurites was analysed using
CytoSpectre 1.2 software (http://www.tut.fi/cytospectre)
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(Kartasalo et al., 2015). The software utilises spectral analysis
and calculates the orientations of image components, in
this case neurites (Hyysalo et al., 2017), and describes their
variance with a circular variance value, which is 1 when the
components are randomly aligned, and 0 when all components
are completely unidirectional. The software was used in the
mixed component mode and spectral resolution/noise was set
to balanced. Wavelength settings (component size) were set to
1µm (minimum) and 30µm (maximum). The orientation of
neurites inside the tunnels was analysed using phase contrast
images obtained at week 5 after plating, and compared to images
of the freely growing networks on cell culture control plates. The
electrodes and their tracks were excluded from the image analysis
by using a custom MATLAB script which automatically detected
the electrodes and the tracks and replaced their pixel values
with local mean intensities computed from the corresponding
regions of each image, and by using CytoSpectre’s component
size filtering.

MEA Measurements
MEA measurements were performed with an MEA system
consisting of a filter amplifier MEA2100, software MC_Rack
and temperature controllers TC02 set at 37◦C (all from MCS).
The electrical activity of the neuronal networks was measured
twice a week for 5 weeks (Figure 2). The duration of each
recording was 10min and the sampling rate was 25 kHz. To
analyse the noise, signal amplitude and SNR in the tunnel devices,
the MEA data were compared to earlier recordings from the
same 60MEA200/30iR-Ti MEAs with no PDMS tunnel devices,
referred to as the 1-well MEA control. The 1-well MEA control
is an open volume system with no liquid volume restrictions.
To analyse the development of network activity, the data were
compared to recordings from 60-6wellMEA200/30iR-Ti MEAs
(MCS), in which the individual wells were separated using
SpikeBooster devices (BioMediTech) (Kreutzer et al., 2012), and
is referred to as the 6-well MEA control. The dimensions of the
cell culturing areas on the SpikeBooster devices are the same
as the cell plating areas on the tunnel devices, and the 6-well
MEA control can be considered a partially restricted volume
system. The combination of 6-well MEAs and SpikeBooster is the
most used MEA setup in our laboratory, and it typically provides
the best network activity development. All used MEAs had the
same surfacematerial (Si3N4), electrodematerial (TiN), electrode
diameter (30µm) and electrode-to-electrode distance (200µm).

Pharmacological testing with tetrodotoxin (TTX; 1µM,
Tocris Bioscience) was performed at the end of the study
(Figure 2). MEA activity was measured for 5min after addition
of fresh medium to the MEA and after addition of TTX to
the medium where the PDMS device was submerged. TTX
and the equipment used for handling it were stored, handled
and disposed according to institutional safety regulations
(BioMediTech institute and Faculty of Medicine and Biosciences,
University of Tampere).

Signal Analysis and Statistics
Spikes were detected from the MEA data using MATLAB (The
MathWorks, Inc.) with a custom-made analysis program based

on Quiroga et al. (2004). Analysis was performed separately
for each electrode (modified from Quiroga et al., 2004). First,
the voltage signal was filtered (200–3,000Hz band pass). Next,
the noise was calculated as the median (md) of the absolute
values from the filtered recording divided by 0.6745. Signal values
which exceeded five times this noise value were considered as
spikes. Both negative and positive spikes were detected. Spikes
larger than 500 times noise were removed as artefacts. For spike
waveform analysis, 0.8 and 1.76ms of voltage signal was clipped
before and after the largest absolute value of the spike from the
filtered data. The detector dead time between two waveforms
was 1.48ms. The peak-to-peak amplitudes were measured as
the difference between the highest and lowest voltage values
in the stored waveforms. A peak-to-peak md was obtained
from all waveforms from one channel to identify a single value
per channel. SNR was calculated by dividing the md peak-
to-peak spike amplitudes by the corresponding noise values.
An electrode was regarded as an active electrode (measuring
neuronal activity) if more than 2 spikes were recorded in aminute
(spike frequency 0.033Hz). The threshold was determined by
measuring the spike rates from empty MEAs and MEAs with
TTX-silenced neuronal cultures (data not shown). Percentage
of active electrodes was calculated for each tunnel and control
well separately and electrodes underneath the PDMS devices
were excluded from the analysis. Data from the electrodes at the
tunnels mouth (under the red dashed line in Figures 1B–F) were
not included in analyses because they could be considered neither
outside nor tunnel electrodes. Bursts (clusters of spikes) were
detected separately for each electrode using a method based on
Kapucu et al. (2012) which defines bursts using the cumulative
moving average of inter-spike intervals.

The number of repeats (n) in different analyses are presented
in Table 1. Statistical analyses were performed in SPSS (IBM).
The MEA data were found to have a non-normal distribution,
and therefore the nonparametric Kruskal-Wallis test with Dunn’s
post hoc test was used to determine whether there were
statistically significant differences among the different tunnels
and controls. The data from the neurite orientation analysis
(CytoSpectre results) were found to be normally distributed
and thus were analysed by univariate analysis of variance with
Bonferroni’s post hoc test. A p-value less than 0.05 was considered
significant.

RESULTS

Neuronal Network Cultures in Tunnel
Devices
After cell plating, the neurons started to migrate and elongate
neurites into the tunnels. The first neurites and neurons entered
the tunnels as early as 3 days after plating, and typically
by 2–3 weeks the neurons had formed a network covering
approximately the entire area inside the tunnels. Examples
of network growth from the narrowest (w = 100µm) and
widest tunnels (w = 1,500µm) are shown in Figures 3A,B,
respectively. Occasionally, the reversible PDMS-MEA bonding
led to partial detachment of some of the PDMS devices from
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FIGURE 3 | Network development in tunnels and immunocytochemistry images of neuronal cultures. Network development in an h = 43µm, w = 100µm tunnel

(A) and an h = 43µm, w = 1,500µm tunnel (B). The electrode-to-electrode distance is 200µm. Red dashed boxes in (A,B) show the location of the corresponding

subfigures on the right, where somata are indicated by black and neurite bundles by white arrowheads, d, days. Representative MEA traces from the same week are

shown under each tunnel image. The electrodes from which the traces were obtained are marked with white dots. Immunocytochemistry images of two cell lines:

(C) the hiPSC line 04311.WT and (D) the hESC line 08/023 growing on cell culture controls plates. The cell nuclei (DAPI, blue) and neuronal markers

(microtubule-associated protein 2 [MAP2] and class III tubulin [β-tub], green) were stained. (E) Neurite orientation analysis confirmed significantly smaller circular

variances of the networks in tunnels than in freely growing open cultures. nopen culture is 8 and n otherwise is 2–7 (Table 1). Statistical difference between the groups

was analysed using univariate analysis of variance, and the * symbols indicate significance based on Bonferroni’s post hoc test vs. freely growing open cultures (*0.05

> p ≥ 0.01; **0.01 > p ≥ 0.001; ***p > 0.001).

the MEAs. The cultures with insufficient PDMS-MEA bonding
were excluded from the experiments. The neuronal nature of
the used cells was verified by immunocytochemical staining for
known neuronal markers (Figures 3C,D). Cell viability in the
tunnels was good, and no significant cell death or detachment

was observed with phase contrast microscopy during the 5-week
culture period. The tunnels contained neurites and cell somata
migrated into the tunnels. Toward the end of the culture the
neurites tended to form thick bundles that were typically next
to the PDMS walls regardless of the tunnel width. All tunnels
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affected neuronal network development by causing neurite
orientation (Figures 3A,B) compared with random neuronal
networks without tunnels (Figures 3C,D). This observation was
verified by the neurite orientation analysis, which showed that the
mean circular variance values in the networks inside tunnels were
significantly smaller than in freely growing networks [F(3, 31)
= 6.63, p = 0.001; Figure 3E]. The tunnel height had no
significant effect on the neurite orientation [F(1, 31) = 2.94, p =

0.097].The neurites in the narrowest (w = 100µm) tunnels were
the most unidirectional (Figures 3A,E,).

MEA Signal Detection Inside Tunnel
Devices
To determine whether the different tunnel dimensions affected
the signal detection on MEA, we calculated the noise values,
md peak-to-peak signal amplitudes, and from these, the
corresponding SNRs in each active electrode using a custom-
made MATLAB algorithm (Figure 4). Examples of the neuronal
signals are shown in the narrow tunnel (w = 100µm) and wide
tunnel (w= 1,500µm) (Figures 3A,B).

Data from standard 1-well MEAs served as the relevant
control for these parameters because the tunnel device data were
obtained using the same individual MEAs. The 1-well MEA
control data did not contain measurements from the first week
after plating, and week 1 data were therefore omitted from
this analysis but are presented in Supplementary Figure 1. The
outside-group refers to the electrodes outside the tunnels but
under the PDMS lid (Figure 1), and thus have the same h as the
tunnel electrodes.

The md noise values were higher in the electrodes inside
the PDMS tunnels in comparison to the 1-well MEA control
(md 1.3 µV; Figures 4A,B). In the h = 43µm tunnels, noise
was significantly increased in the electrodes inside w = 100µm,
w = 750µm, and w = 1,500µm tunnels (md 1.8, 2.0, and
2.0, p < 0.001; Figure 4A). The 6-well MEA control had a
comparatively high noise level (md 3.1 µV). In the h = 105µm,
the tunnels noise was significantly increased in w = 500µm, w
= 750µm, and w = 1,500µm tunnels (md 1.9, 1.9, and 1.8; p
< 0.001; Figure 4B). In the h = 105µm devices, the noise was
particularly high at the first week after plating (Supplementary
Figure 1), probably due to system stabilization and/or protein
adsorption to the electrode surface. However, inclusion of the
data in the analyses had no significant effect on the results. In
general, noise was significantly higher in the h = 43µm devices
compared with the h = 105µm devices (p < 0.001; Figure 4A
vs. Figure 4B). These results suggest that PDMS tunnels can
increase noise in MEA recordings depending on the tunnel
dimensions.

In agreement with the increased noise values, the md peak-
to-peak signal amplitudes were increased in electrodes inside
tunnel devices when compared with the 1-well MEA control (md
13.3 µV; Figures 4C,D). In the h = 43µm tunnel devices, the
amplitudes were significantly increased in the outside electrodes
as well as the electrodes in w = 100µm, w = 750µm and
w = 1,500µm tunnels (md 18.4, 18.9, 20.1, and 19.5 µV,
respectively; p < 0.001; Figure 4C). The 6-well MEA control
had relatively high signal amplitudes (md 24.3 µV). In the h =

105µm tunnels, the amplitudes were significantly increased in

FIGURE 4 | Noise in active electrodes, signal amplitude and signal-to-noise

ratio. The noise was calculated for active electrodes in h = 43µm (A) and h =

105µm tunnel devices (B) and controls (6 and 1-well MEAs). The tunnel width

or control group is indicated on the x-axes. The median signal amplitude in

active electrodes in h = 43µm (C) and h = 105µm devices (D) and controls

was also calculated. The signal-to-noise-ratio (SNR) in h = 43µm (E) and h =

105µm devices (F) was calculated from the noise and median signal

amplitude in active electrodes. n (active electrodes) is 61–547 (weekly

numbers of active electrodes are in Table 1). Please note that the low number

of h = 43µm, w = 500µm tunnels (2) may affect the results. Statistical

differences between groups were analysed using the Kruskal-Wallis test, and

the * symbols indicate significant differences using Dunn’s post hoc test vs. the

1-well control (*0.05 > p ≥ 0.01; **0.01 > p ≥ 0.001; ***p > 0.001).

Frontiers in Neuroscience | www.frontiersin.org 7 October 2017 | Volume 11 | Article 606

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Toivanen et al. PDMS Tunnels Increase MEA Activity

the electrodes in w = 500µm, w = 750µm, and w = 1,500µm
tunnels (md 18.2, 20.0, and 18.0 µV; p < 0.001; Figure 4D).
In general, signal amplitudes were significantly higher in the
electrodes in the h = 43µm devices compared with the h =

105µm devices (p < 0.001; Figure 4C vs. Figure 4D). These
results suggest that PDMS tunnel devices can increase MEA
signal amplitude depending on the device dimensions.

SNR was found to be higher in the electrodes in tunnel devices
compared with the 1-well MEA control (md 8.0, Figures 4E,F).
In the h= 43µm tunnel devices, SNR was significantly increased
in the outside electrodes under the PDMS lid as well as electrodes
in w = 100µm, w = 750µm, and w = 1,500µm tunnels
(md 10.0, 9.9, 9.1, and 9.9, respectively; p < 0.001; Figure 4E).
SNR was lowest in the 6-well MEA controls (md 7.7). In the
h = 105µm tunnel devices, SNR was significantly increased
in the outside electrodes as well as electrodes in w = 100µm,
w = 500µm, w = 750µm, and w = 1,500µm tunnels (md
9.7, 9.8, 9.6, 10.1, and 9.7, respectively; p < 0.001; Figure 4F).
The tunnel height had no significant effect on SNR (p = 0.244;
Figure 4E vs. Figure 4F). In summary, the SNRs recorded from
inside the tunnel devices were very similar, thus making the
differences in noise and signal amplitudes between different
designs irrelevant in terms of MEA signal detection. However,
it appears that a PDMS tunnel device on the MEA in general
improves SNR.

Tunnel Devices Increase Spike and Burst
Activity on MEA
To assess whether the tunnel devices could affect the spike and
burst activity on MEA, we analysed the percentage of active
electrodes, spike count and burst count in active electrodes
using our custom-made MATLAB algorithm (Figure 5). We
compared the activity data from tunnel electrodes to the 6-well
MEA control. The statistical analyses between the tunnel devices
and controls were performed separately each week because the
activity in the tunnel electrodes increased dramatically over time.

The percentage of active electrodes increased in the tunnel
devices (Figures 5A,B). At week 1, the percentage of active
electrodes was highest in the 6-well MEA controls. However,
while the percentage in the 6-well MEA controls decreased
from 46 to 27% over 5 weeks, the percentage in the tunnel
devices steadily increased, surpassing the 6-well MEA controls
2–4 weeks after plating and finally reaching 52–100% at week
5. The percentage of active electrodes was especially high in the
w = 100µm and w = 500µm tunnels, reaching 80–100% by
week 5. The percentages were also higher in the h = 43µm
tunnels compared with the h = 105µm tunnels (69–100%
vs. 52–85% at week 5; Figure 5A vs. Figure 5B). The smallest
tunnels (h = 43µm, w = 100µm) were best in terms of the
percentage of active electrodes, reaching 100% as early as week 3
(Figure 5A).

There were significantly more spikes per active electrode in
the tunnel devices compared with the 6-well MEA controls
(Figures 5C,D). The md spike count in the 6-well MEA controls
never reached higher than 125 over 10min (week 4). The md
spike count was highest, with 3,449 spikes over 10min, in the

smallest tunnels (h = 43µm, w = 100µm) at week 5 (p < 0.001;
Figure 5C). The outside electrodes in the h = 43µm tunnel
devices also had high spike counts, with md reaching 2,715 at
week 5. The spike counts between the outside electrodes and
the w = 100µm tunnels did not differ significantly during any
week. The spike counts were also significantly increased in higher
(h = 105µm) devices compared with the 6-well MEA controls
(Figure 5D). The maximal spike count in the h= 105µmdevices
was reached at week 4, when the md spike count in the w
= 500µm tunnels was 992 (p < 0.001). The md spike count was
nearly as high in the w = 100µm tunnels for the corresponding
time point (964). In general, the spike count was higher in the h
= 43µm tunnel devices compared with the h = 105µm devices.
For example, in the w = 100µm tunnels, the difference was
significant at weeks 4 (2,886 and 964, respectively; p = 0.013)
and 5 (3,449 vs. 907, respectively; p = 0.002; Figure 5C vs.
Figure 5D). Taken together, the spike count data showed that
the w = 100µm tunnels and outside area of the h = 43µm
tunnel devices were the best to increase the amount of measured
network activity.

As with the spike counts, the burst counts were also increased
in the tunnel devices compared with the 6-well MEA controls.
In the 6-well MEA controls, the md burst count was highest at
week 5, with 6 bursts over 10min (Figures 5E,F). In the smallest
tunnels (h = 43µm, w = 100µm), the burst count reached a
maximum, 373, at week 4 (p < 0.001; Figure 5E). The burst
counts were also very high in the outside electrodes of the h =

43µm tunnel devices, with 250 bursts at week 5 (p < 0.001).
The burst counts between the outside electrodes and the w =

100µm tunnels did not differ significantly during any week. The
burst counts were also significantly increased in the higher (h
= 105µm) tunnels compared with the 6-well MEA controls,
achieving a maximum of 108 at week 4 in the w = 500µm
tunnels (p < 0.001; Figure 5F). The md burst count was also
high in the w = 100µm tunnels at the same week, with 80
bursts. However, the number of bursts in the h= 105µm tunnels
was generally less than in the h = 43µm tunnels. For example,
in the w = 100µm tunnels, the difference was significant at
weeks 4 (80 and 373, respectively; p = 0.006) and 5 (56 and
368, respectively; p = 0.002; Figure 5E vs. Figure 5F). The burst
count data suggested that the MEA activity was highest in w =

100-µm-wide tunnels and the outside area of the h = 43-µm-
high tunnel devices, which is consistent with the spike count
results (Figures 5C,D). However, considering also the percentage
of active electrodes (Figures 5A,B), it is not the area outside the
tunnels, but particularly the smallest tunnels (h = 43µm, w =

100µm), that had the greatest ability to increase the amount of
measured network activity.

MEA Activity Inside Tunnel Devices Can Be
Affected by Pharmacological Treatment
To test whether the MEA signals inside the tunnel devices
originated from neuronal activity, we measured the MEA
activity inside the devices before and after TTX treatment
(Figures 6A,B). TTX inhibits the function of neuronal voltage-
gated sodium channels and, therefore, blocks the electrical
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FIGURE 5 | Percentage of active electrodes, spike count and burst count. The percentage of active electrodes was calculated from the MEA data for the h = 43µm

(A) and h=105µm tunnel devices (B) as well as the controls (6 and 1-well MEAs). Total n of analysed electrodes was 23-270 (Table 1). The spike count in the active

electrodes over 10min was also analysed for the h = 43µm (C) and h = 105µm tunnel devices (D) and controls. The number of bursts over 10min was analysed

from the spike data for the h = 43µm (E) and h = 105-µm-high tunnel devices (F) and the controls. n (active electrodes) was 1-167 (Table 1). Please note that the

low number of h = 43µm, w = 500µm tunnels (2) may affect the results. Statistical differences between groups each week were analysed using the Kruskal-Wallis

test, and * symbols indicate significant differences using Dunn’s post hoc test vs. the 6-well control (*0.05 > p ≥ 0.01; **0.01 > p ≥ 0.001; ***p > 0.001).

activity of neurons. After addition of regular medium, the
percentage of active electrodes was between 26% (h = 105µm,
outside electrodes) and 94% (h = 43µm, w = 100µm). After
the addition of TTX to the medium, the percentage of active
electrodes dropped between 5% (h = 105µm, w = 1,500µm)

and 0% (e.g., h = 43µm, w = 100µm). The effect of TTX
on MEA activity in tunnel devices was prompt and clear,
showing that the measured activity was of neuronal origin
and that the tunnel devices can be used in pharmacological
experiments.
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FIGURE 6 | Percentage of active electrodes before and during TTX.

Percentage of active electrodes in h = 43µm (A) and h = 105µm tunnel

devices (B) during 5-min recordings after changing the medium and adding

TTX. Total n of analysed electrodes was 16–180 (Table 1).

DISCUSSION

The aim of this study was to develop novel tunnel devices
that would facilitate and enhance the detection and analysis
of extracellular electrical signals recorded from hPSC-derived
neuronal networks. Neurons were cultured on MEAs covered
by PDMS tunnel devices with varying dimensions, and the
spontaneous electrical activity was measured for 5 weeks. The
tunnels induced unidirectional growth of neurites, and the
neuronal networks filled the tunnels in 2–3 weeks. The PDMS
tunnel devices in general improved SNR, although none of the
tested tunnel devices improved the MEA signal detection more
than others. The tunnel devices increased network activity, and
the smallest tunnels (h = 43µm, w = 100µm) were the best
ones in this regard. The neuronal activity inside the tunnels was
affected by TTX treatment.

Previously, tunnel devices on MEAs have been studied using
rodent derived networks (Goyal and Nam, 2011), but the current
setup is, to the best of our knowledge, the first to test the
compatibility of PDMS tunnels with neuronal networks of
human origin. Cells were plated to both ends of the tunnels, and
this ensured neurite growth and cell migration into the tunnels.
The hPSC-derived networks remained viable and active for the
entire 5-week follow-up period, and we did not observe viability
problems that could result from too small medium volume
or flow inside the tunnels. The tunnels induced unidirectional
growth of neurites, in contrast to the random orientation in
freely growing cultures. Interestingly, similar tunnels in the
study of Goyal and Nam (2011) appeared to instead induce
more random neurite orientation and to increase branching of
rat primary hippocampal neurons. This difference may reflect
both the developmental stage of the neurons and their region-
specific morphology (Dotti et al., 1988). It is also possible that
there is some selectivity in the tunnels for axons over dendrites,
which can explain some of the observed neurite orientation.
However, the tunnels did not exclude dendrites because plenty

of cell somas, from which dendrites branch off, migrated into
the tunnels. The two cell populations attracting each other from
the opposite ends of the tunnel probably also cause the neurites
to grow in a more oriented manner. Overall, the results suggest
that hPSC-derived neuronal networks are compatible with PDMS
tunnel devices on MEA.

In this study, we aimed to improve the detection of electrical
activity from human stem cell-derived neuronal networks on
MEA using tunnel devices. A generally accepted theory in the
field states that signal amplitudes measured by MEA in tunnels
are influenced by a derivative of Ohm’s law, where the resistance
of the medium inside the tunnel increases as the tunnels cross
section (h andw) decreases and length increases (FitzGerald et al.,
2008, 2009; Wang et al., 2012). The increased resistance, in turn,
manifests as higher potential differences during electrical activity
of the measured cells, i.e., higher signal amplitudes measured by
theMEA.However, apart for the slightly higher signal amplitudes
in the h = 43µm in comparison to the h = 105µm tunnels,
there was no clear connection between tunnel the cross section
(h and w) and the signal amplitudes. Additionally, earlier studies
examining tunnel devices have reported significant, considerably
larger increases in noise and signal amplitudes when measuring
rodent neurons (Morales et al., 2008; Dworak and Wheeler,
2009; FitzGerald et al., 2009; Goyal and Nam, 2011; Habibey
et al., 2015). The w and h of our smallest tunnels (w = 100µm,
h = 43µm) were most similar to the tunnels described by Goyal
and Nam (w = 50 or 100µm, h = 50µm) (Goyal and Nam
2011), who obtained spike amplitudes of several hundred µV,
considerably higher than in our tunnels. This difference is most
likely due to different tunnel lengths, since the length of the
tunnels described by Goyal and Nam was 7-fold compared with
our tunnels, and such an increase in the tunnel length has been
shown to amplify the signal significantly (FitzGerald et al., 2008,
2009). However, in terms of signal detection, it is most useful to
study the ratio between the noise and signal amplitude (SNR).
Here, SNR in any of the tested tunnels did not increase more
than 1.3-fold, reaching a value of 10. Although the increase was
statistically significant, the median SNRs were rather modest
in comparison to those reported earlier for the much smaller,
axon-encompassing microtunnels, where SNR has reached as
high as 80 (Wang et al., 2012) or even 450 (Pan et al., 2014)
depending on the tunnel dimensions. Furthermore, the SNR in
the current study did not depend on tunnel dimensions. Thus,
it seems likely that the slight improvement in SNR occurred
because the PDMS device guided the neurons to grow on or
near the electrodes, and shortened the distance between the signal
source and detector (Obien et al., 2015). It is also possible that the
cleaning procedures between the experiments have affected the
signal detection properties of the MEAs. All and all, the results
concur with earlier simulation studies and the general theory in
the field (FitzGerald et al., 2008, 2009; Wang et al., 2012), which
suggest that the current, comparatively high and wide, but short,
tunnels do not provide high enough resistance to improve signal
detection on MEA.

Although the tested PDMS tunnel devices had nomajor effects
on SNR, we found that the tunnel devices dramatically increased
the percentage of active electrodes and the amount of detected
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spike and burst activity on those electrodes when measuring
hPSC-derived neuronal networks. Despite the advantages and
potential of hPSC-derived networks in in vitro modelling
(Hunsberger et al., 2015), they can be very slow (Odawara et al.,
2016) and unpredictable in developing neuronal activity, and
the low percentage of activity-detecting electrodes can especially
complicate MEA data acquisition and analysis (Ylä-Outinen
et al., 2010; Tukker et al., 2016). In our setup, the smallest of
the tested tunnels were able to increase the portion of active
electrodes up to 100% in only 3 weeks, increasing spike activity
12-fold and burst activity 30-fold at the same time. It is possible
that the observed activity increases because the electrodes in
the tunnels observe the same signal from multiple sites of the
same neuron or network. However, in this case the signals
in the tunnel electrodes would appear synchronous, and we
observed synchronous activity only occasionally (spanning to
two or three adjacent electrodes), while majority of the activity
was non-synchronous. Increasing spike activity and temporal
clustering of spikes into bursts are generally considered as signs
of network activity maturation (Kapucu et al., 2012; Biffi et al.,
2013; Odawara et al., 2016). It is possible that the maturation
here was accelerated because the tunnels increased the density of
neurons by limiting the area on which they can grow. However,
according to earlier results from primary rodent cultures, simply
increasing cell density cannot make the percentage of active
electrodes exceed 60%, and once the maximum has been reached,
increasing cell density merely decreases activity (Biffi et al.,
2013). According to our own experience the maximum of active
electrodes in hPSC-derived cultures is ∼50%. This suggest that
some additional feature of the smallest tunnels, such as the effect
on neurite orientation or efficient placing of the network on
the electrodes, can significantly increase the detected network
activity.

Not only the smallest but also larger tunnels significantly
increased the amount of detected activity in comparison to
control MEAs, and in particular the electrodes outside the
actual tunnels but under the PDMS lid detected very high
spike and burst activity. This finding implies that either the
outer walls of the tunnels (at a right angle to the tunnel
itself, Figure 1) function as guiding barriers that localize the
developing networks on the outside electrodes, or that the
tunnels funnel the networks from the outside area (Figure 3A),
or both. However, we cannot exclude the possibility that the
increase in detected activity reflects an increase in sensitivity
of the system because the extracellular signals are detected
when they cross a threshold, which depends on the noise level.
This phenomenon could explain the increased activity in the
h = 43µm devices in comparison to the h = 105µm devices.
Besides changes in measurement sensitivity, the differences in
results between the tunnel heights can be influenced by the
batch-to-batch variation of hPSCs. Still, the increased activity
inside the tunnels followed the observed growth of the neuronal
network, and differences in activity between the controls and
PDMS device electrodes increased over time, indicating a
facilitation of network activity development. The results suggest
that PDMS tunnel devices are a valuable tool for increasing
the measurable activity on MEA and can therefore save time
and money when using hPSC-derived neurons in disease

modelling, pharmacological testing or toxicological screening
in vitro.

If tunnel devices are to be used for in vitro modelling, the
activity inside the tunnels must be amenable to pharmacological
manipulation. To date, reports from pharmacological
experiments in tunnel devices are lacking, except one (Dworak
and Wheeler, 2009). Here, we evaluated the effects of a well-
established blocker of neuronal activity (TTX) on the MEA
signals from entire neuronal networks inside PDMS tunnels.
The MEA measurements were performed directly after addition
of TTX to the medium, and the results showed that the
pharmacological effect of a neuron-specific toxicant inside the
tunnels was clear and manifested immediately.

We conclude that PDMS tunnel devices on MEAs are
a suitable environment for cultivating neuronal networks of
human origin. Although the effects of the tunnel devices on SNR
were modest, the devices substantially increased the percentage
of active electrodes and amount of detected neuronal network
activity in a design-dependent and robust fashion. The tunnels
are also suitable for pharmacological testing. Therefore, PDMS
tunnel devices encompassing neuronal networks are a promising
tool for reducing time and costs in analyses of the activity of
hPSC-derived neuronal models on MEAs.
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Supplementary Figure 1. Weekly noise in all and in active electrodes, signal amplitude and 

signal-to-noise ratio. The weekly noise was calculated for all electrodes in h=43 µm (A) and h=105 

µm devices (B) and controls (6- and 1-well MEAs). Total n of analysed electrodes was 23-270 (Table 

1). The weekly noise was also calculated for the active electrodes in h=43 µm (C) and h=105 µm 

devices (D) and controls. Below these is presented the weekly median signal amplitude in active 

electrodes in h=43 µm (E) and h=105 µm devices (F) and controls. The weekly signal-to-noise-ratio 

in h=43 µm (G) and h=105 µm devices (H) and controls was calculated from the noise and median 

signal amplitude in active electrodes. n (active electrodes) was 1-167 (Table 1). The + symbols indicate 

whether measurement week affected the results according to Kruskal-Wallis test (+: 0.05>p≥0.01; ++: 

0.01 >p≥ 0.001; +++: p>0.001). The * symbols indicate the significance of the difference between the 

particular week and week 1 within the particular tunnel device or control according to Dunn’s post hoc 

test (*: 0.05>p≥0.01; **: 0.01 >p≥ 0.001; ***: p>0.001). 
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The electrical activity of the brain arises from single neurons communicating with
each other. However, how single neurons interact during early development to
give rise to neural network activity remains poorly understood. We studied the
emergence of synchronous neural activity in human pluripotent stem cell (hPSC)-
derived neural networks simultaneously on a single-neuron level and network level. The
contribution of gamma-aminobutyric acid (GABA) and gap junctions to the development
of synchronous activity in hPSC-derived neural networks was studied with GABA
agonist and antagonist and by blocking gap junctional communication, respectively.
We characterized the dynamics of the network-wide synchrony in hPSC-derived
neural networks with high spatial resolution (calcium imaging) and temporal resolution
microelectrode array (MEA). We found that the emergence of synchrony correlates with
a decrease in very strong GABA excitation. However, the synchronous network was
found to consist of a heterogeneous mixture of synchronously active cells with variable
responses to GABA, GABA agonists and gap junction blockers. Furthermore, we show
how single-cell distributions give rise to the network effect of GABA, GABA agonists and
gap junction blockers. Finally, based on our observations, we suggest that the earliest
form of synchronous neuronal activity depends on gap junctions and a decrease in
GABA induced depolarization but not on GABAA mediated signaling.

Keywords: human pluripotent stem cells, stem cell derived neurons, microelectrode array, calcium imaging,
synchrony, gap junctions, neural network, excitatory GABA

INTRODUCTION

A better understanding of the human brain and its development would allow us to answer
questions such as how the brain functions, how the brain malfunctions, and how the brain can be
cured. Despite scientific progress, the nature and function of the human brain remains to be fully
understood. The brain carries out cognitive functions and behavior using electrical activity. The
electrical activity of the brain arises from single neurons communicating with each other. Groups of
communicating neurons form neural networks, which function as the computing hubs of the brain.
How single neurons give rise to neural network activity remains poorly understood. Patterned
neural network activity arises when asynchronous neurons self-organize their firing patterns into
synchronous activity (for review Corlew et al., 2004; Blankenship and Feller, 2010; Kerschensteiner,
2014; Luhmann et al., 2016). Different patterns of activity arising during development have been
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described in several systems and uniformly consist of events of
synchronous firing of neurons throughout the neural network
separated by periods of silence (Blankenship and Feller, 2010;
Moore et al., 2011). These patterns differ in the extent of activity
propagation and the fraction of cells recruited (Kerschensteiner,
2014). This synchronous firing has been observed in vivo
(Landmesser and Szente, 1986; Khazipov et al., 1997) and ex vivo
(Ben-Ari et al., 1989; Garaschuk et al., 1998; Menendez De La
Prida et al., 1998; Corlew et al., 2004), as well as in vitro both
in primary (Khalilov et al., 1997; Leinekugel et al., 1998) and
stem cell-derived cultures (Illes et al., 2007; Heikkilä et al., 2009).
However, the series of mechanisms that initiate the events of
synchronous network activity and the mechanisms suppressing
activity during the quiescent periods are not fully understood
(Kerschensteiner, 2014).

The mechanisms responsible for controlling the patterned
activity are currently thought to consist of a combination
of pacemaker-like membrane properties of single neurons
and the network interactions between them (Blankenship and
Feller, 2010; Momose-Sato and Sato, 2013; Kerschensteiner,
2014). The network interactions mediated by traditional
synaptic neurotransmitters in developing neural networks have
been shown to work also via extra synaptic transmission
(Blankenship and Feller, 2010). Additionally, the mechanisms
act homeostatically, adapting to induced impairments by
employing an alternative mechanism (Blankenship and Feller,
2010; Kerschensteiner, 2014). However, patterned activity has
also been shown to arise in in vitro cell cultures, which provide
a simpler system for studying its basic mechanisms (Opitz
et al., 2002; Sun et al., 2010). Despite the complexity of the
environment during development, the network interactions that
participate in the patterning of activity during synchronous
network events have been found to include a traditional synaptic
neurotransmitter gamma-aminobutyric acid (GABA) and gap
junctions (Momose-Sato and Sato, 2013). GABA is an inhibitory
synaptic neurotransmitter of the adult brain, but in the immature
brain, GABA can also excite neurons (Feller, 1999; O’Donovan,
1999; Ben-Ari, 2002). Similarly, gap junctional coupling in an
adult brain differs from that of an immature one (Blankenship
and Feller, 2010). The role of both GABA and gap junctions
in driving the patterned network activity remains uncertain
as the reports from different in vivo and ex vivo preparations
contradict each other (Conhaim et al., 2011; Kerschensteiner,
2014). Furthermore, species differences in preparations might
also interfere in the translatability across species, which has been
shown to be especially poor in the brain (Haston and Finkbeiner,
2016).

Several aspects differ between the primate and the rodent
brain (Finlay and Darlington, 1995). For example, developing
primate neural networks contain primate-specific stem cell
populations and neurons (Hill and Walsh, 2005; Rakic, 2009).
The cellular constituents of human-specific neural development
can be successfully captured in human pluripotent stem cell
(hPSC)-derived neural cultures (Shi et al., 2012). Here, we
studied the contribution of GABA and gap junctions to the
development of synchronous activity in hPSC-derived neural
networks. Developing networks were measured simultaneously

at a single neuron resolution with calcium imaging and
on a network level with microelectrode arrays (MEAs). The
single-neuron responses were associated with the network
responses by comparing the calcium imaging and MEA
recordings as well as by employing a large scale single-cell
analysis. In this article, we show that the strength of GABA
excitation played a key role in the formation of network-wide
synchrony. Furthermore, synchronous network activity was
produced by neurons of different functional maturity levels
acting in concert. Finally, we show that the synchronous
network activity in hPSC-derived neural networks was not
mediated by endogenous GABA and is modulated by gap
junctions.

MATERIALS AND METHODS

Human Embryonic Stem Cells
The neural networks used in this study were differentiated
from the human embryonic stem cell line Regea 08/023 (Regea
08/023, European Human Embryonic Stem Cell Registry). Regea
08/023 has been previously derived (Skottman, 2010) and was
maintained as previously described (Toivonen et al., 2013).
This work was conducted under the approval of the Ethics
Committee of Pirkanmaa Hospital District for the derivation,
characterization, and differentiation of hESC-lines (Skottman,
R05116) and under an approval of Valvira, the Finnish National
Authority for Medicolegal Affairs, for research on human stem
cells (1426/32/300/05).

Neural Cell Derivation, Cell Plating and
Coating
The neural differentiation of hESCs was performed as described
by Lappalainen et al. (2010). Basic fibroblast growth factor
(bFGF) was used at 20 ng/ml during the neurosphere phase. After
suspension differentiation, the neurospheres were mechanically
dissected.

The pieces of aggregates were plated on thin MEA dishes with
a 180-µm-thin recording area, 59 substrate-embedded titanium
nitride microelectrodes, a silicon nitride isolator, and an internal
reference electrode (60ThinMEA200/30iR-ITO, Multi Channel
Systems MCS GmbH). Electrodes with a 30-µm diameter were
organized in an 8 × 8 grid with 200 µm spacing. MEA dishes
were coated (overnight at +4◦C or 2 h at +37◦C) with PEI
(0.1% polyethylenimine, Sigma-Aldrich) and subsequently with
mouse laminin (20 µg/ml, Sigma-Aldrich, St. Louis, MO, USA).
Altogether, 36 (29/36 were successful) neural networks were
plated onto MEAs. The bFGF was withdrawn at the beginning
of adherent culture in MEA. Half of the culture medium was
replaced three times a week. The timeline for the experiments is
shown in Figure 1.

Follow-Up Recordings
MEA follow-up measurements were performed twice a week
for 4 weeks or until the end-point measurement. The follow
up measurements were performed with the MEA wells sealed
with semi-permeable membranes (ALA MEA-MEM, ALA

Frontiers in Cellular Neuroscience | www.frontiersin.org 2 March 2018 | Volume 12 | Article 56

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Mäkinen et al. Development of Activity in Networks

FIGURE 1 | Timeline for the experiments. Top timeline: human pluripotent stem cell (hPSC)-derived neural precursors were cultured as neurospheres for 8 weeks.
Next, neural precursors were plated and cultured as adherent cells in order to form neural networks. The functional maturation of the networks was followed by
microelectrode array (MEA) measurements twice a week. At each of the 4 weeks, an end-point measurement, MEA and Ca2+, was performed for 5–9 neural cultures
(Table 1, column 1). Bottom timeline: first, neural cells were labeled for calcium imaging. Next, simultaneous MEA and Ca2+ recording was performed, and a series
of pharmacological agents were applied. The series consisted of gamma-aminobutyric acid (GABA), the GABAA receptor antagonist bicuculline (Bic), the gap
junction blocker carbenoxolone (CBX), glutamate (glut) and high potassium (K+).

Scientific Instruments, Westbury, NY, USA). The voltage from
the microelectrodes was measured with a filter amplifier
MEA2100 (Multi Channel Systems MCS GmbH, Reutlingen,
Germany). The temperature was controlled with an external
heater unit (TC02, MCS) set to +38◦C, and the cultures
were allowed to settle for 1 min in the system before each
5-min follow-up recording. An analog-to-digital conversion
was performed at a 50-kHz sampling frequency. The same
recording setup was used during combined MEA recording
and calcium imaging except the semi-permeable membrane was
not used.

End-Point Recordings
Preparation for Calcium Imaging
For the end-point measurement, neural cells (Table 1, 1st
column) were loaded with Fluo-4 AM (4 µM, F14201, Thermo
Fisher Scientific) diluted in fresh cell culture medium for 30 min
at 37◦C and 5% CO2. This was followed by a wash with fresh
Ringer’s solution for 30 min at 37◦C and 5% CO2. The Ringer’s
solution contained 140 mM NaCl, 10 mM HEPES, 10 mM D

glucose, 3.5 mM KCl, 1.25 mM NaH2PO4, 2 mM CaCl2 and
1 mM MgCl2 (all from Sigma-Aldrich) dissolved in dH2O, pH
adjusted to 7.4 with NaOH.

Pharmacology
In the beginning of each combined MEA recording and calcium
imaging session (Table 1, 1st column), a baseline was measured
after the culture was perfused with Ringer’s solution for at
least 10 min. Pharmacological substances were applied to neural
cultures via a gravitation-fed perfusion system (2 ml/min, ALA
Scientific). Before the cells were perfused, the substances were
diluted to their final concentrations. Treatments were applied
in the following order: GABA (100 µM, GABA, A5835-10 g,
Sigma), GABAA receptor antagonist bicucullinemethionine
(10 µM, Bic, 14343-10MG, Sigma-Aldrich), gap junction blocker
carbenoxolone (CBX; 25 µM, CBX, C4790, Sigma-Aldrich),
L-glutamic acid (30 µM, glut, G8415-100 g, Sigma), and
KCl (5 mM, K+, P9541-500G, Sigma-Aldrich). Each substance
application was separated by a 3–5-min perfusion with Ringer’s
solution.

TABLE 1 | Numbers of measured and analyzed samples.

Age at Calcium imaged Analyzed calcium Analyzed ROIs Analyzed synchronous
endpoint (& MEA measured) networks imaged networks (on MEA) (networks) networks (ROIs)

1 w 7 (5) 5 (4) 3496 (5) -
2 w 13 (6) 4 (3) 2132 (4) -
3 w 11 (7) 4 (3) 2136 (4) 3 (1358)
4 w 11 (9) 4 (4)∗ 2018 (3) 2 (1216)
Total 42 (27) 17 (14) 9782 (16) 5 (2574)

All the networks measured with MEAs were simultaneously calcium imaged. Likewise, the calcium imaging was analyzed from all the networks whose MEA activity was
analyzed. ∗One of the networks was excluded from detailed quantification (Analyzed ROIs) due to the amount of noise in the recording. w refers to week, MEA refers to
microelectrode array, ROI refers to region of interest, in this case, individual neuron.
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Calcium Imaging
During calcium imaging, the neural network activity was imaged
every 0.5 s (2 Hz) with a fluorescent imaging system consisting of
anOlympus IX61 invertedmicroscope (10× objective, NA= 0.5),
an Andor iXon 885 EMCCD camera (Andor Technology, Belfast,
Northern Ireland) and a Polychrom V monochromator (TILL
Photonics, Munich, Germany). Images were acquired with TILL
Photonics Live Acquisition software. Images were exported into
TIFF-stacks from TILL Photonics Offline Analysis software and
loaded into MATLAB.

MEA Analysis
Altogether, recordings from 14 neural networks (3–4 per
timepoint, Table 1, 2nd column), all also included in the calcium
analysis, were analyzed (Supplementary Figure S1). The digitized
recordings were imported to MATLAB (MathWorks, Inc.,
Natick, MA, USA) using the NeuroShare library (NeuroShare
Library, 2003). The recorded raw MEA signals were noisy due
to the noise caused by the perfusion and imaging system. Noise
was removed by subtracting the median voltage of all electrodes
from the voltage of each individual electrode. The signal was
bandpass filtered (200–3000 Hz). Several windows (0.05, 0.1, 0.5,
1, 10, 30, 50, 70, 90, 100, 300 s) with different overlap (30%, 50%
and 80%) were compared for optimal noise reduction. Finally,
the signal was analyzed in 30-s windows with an 80% overlap.
The median of window noise was calculated, and spikes were
detected as events that crossed five times the median threshold
similar to Quiroga et al. (2004). Detector dead time was 1.5 ms.
Spike timestamps and cut-out waveforms (spanning 1 ms prior
and 2.2 ms after the maximum of the spike) were stored.

Quantification and Presentation of MEA
Data
A grayscale spike rate raster plot was obtained by calculating the
spike rate from the spike timestamps for each electrode with 2-s
binning. The spike rate was then represented as a grayscale from
white to black [0, 0.5 Hz]. For network-level analysis, a combined
spike rate (10-s bins, 80% overlap) from all electrodes, with the
exception of the ground electrode, was calculated. Network-wide
peaks in spike rate were detected using the MATLAB Signal
Processing Toolbox. The prominence of an activity peak was
calculated as the difference in activity between the peak and
the surrounding baseline. Thus, the prominence allowed for
the comparison of the increase in activity whether the baseline
contained a high or low amount of activity. A prominence of
0.05 was used as a criterion for activity peaks. Peak detection
provided values for peak width, prominence, height and timing.
The values are represented in images per peak (dots in Figure 2F)
and as medians of detected peaks (horizontal lines in Figure 2F).

Calcium Imaging Analysis
To extract information from all of the cells in the imaged
area, an automated segmentation was performed in MATLAB.
Altogether, recordings from 17 neural networks (we randomly
selected a set of measurements to reach 4–5 measurements
per timepoint, Table 1, 2nd column) were analyzed. All of

the imaging recordings corresponding to the analyzed MEA
recordings were analyzed.

Segmentation
In MATLAB, images taken during calcium imaging were
segmented with a foreground and background marker-guided
watershed transformation (Supplementary Figure S2). Images
were preprocessed in MATLAB by averaging 50 subsequent
frames and scaling pixel values to range [0, 1].

Foreground markers were generated by a sequence of
morphological operations. A threshold marker was used to
identify high-intensity objects when performing morphological
opening on the preprocessed image. The result of the
morphological opening was subtracted from the averaged and
scaled image. The resulting image was eroded with a flat
morphological disk-shaped structuring element with a radius
of 2. Next, the regional maxims were detected from the processed
image, and the result was first eroded and then dilated by using a
3 by 3 neighborhood for both operations.

Background markers were generated by setting the value
of the pixels in the foreground marker locations on the
preprocessed image to the same value. The image was converted
to a black-and-white image by thresholding with Otsu’s (1979)
method. The resulting binary image was used to compute the
Euclidean distance transform further used in the Fernand Meyer
watershed algorithm (Meyer, 1994). The watershed regions were
set to 0, thus leaving the outside areas background markers
with a value of 1. To ensure that none of the foreground and
background markers were touching, the background markers
were dilated with a flat morphological disk-shaped structuring
element with a radius of 2, and the resulting pixels were removed
from the set of foreground pixels.

For the final watershed transformation, the preprocessed
image was parallel filtered with a predefined Sobel horizontal
edge-emphasizing 2D-filter and its transpose. The values outside
the bounds were assumed to be equal to the array border value
for both operations. A watershed transformation was performed
on an image generated from the square root of the sum of the
exponents of the filtering operations with regional minimums
imposed to locations specified by foreground and background
markers.

Tracking
The segmentation results were tracked by minimizing the
distance between the centroids of detected cells. This was
performed by using a cost matrix generated from the distances
between the centroids of areas resulting from segmentation. A
gating threshold of 20 was used for distances together with a
gating cost of 5000. The cost of non-assignment was set to 500.
The minimum track age was set to 20 and visibility to 0.5 of the
time. The optimal track was calculated with the James Munkres’s
variant of the Hungarian assignment algorithm (Munkres, 1957).

The track information was used to generate a fluorescence
intensity trace for each cell. Altogether, traces from 9782 cells
were collected. Each fluorescent intensity trace was normalized to
[0, 1]. Thus, the intensity value 1 reflects the maximum intensity
of a cell during the recording, and measured responses are
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FIGURE 2 | Spontaneous synchronized network activity during baseline. (A) Normalized raster plot of spontaneous intracellular Ca2+ fluctuations from all neurons
(n = 393) in the imaged area from one synchronous network. Each row of pixels (y-axis, number of neuron) contains normalized intensity changes (gray scale bar)
during a 5-min (x-axis) recording from one neuron. Vertical stripes (arrow heads) denote network-wide synchronous intracellular calcium rises. (B) Representative
single-neuron intracellular calcium level traces (y-axis) from 10 representative synchronously active neurons. Neurons are selected from the recording shown in (A).
Traces show the normalized fluorescent calcium dye intensity (y-axis) over time (x-axis). The asterisks mark synchronous intracellular calcium rises. (C) MEA
recording from nine selected electrodes during baseline activity in one network. Each row contains a voltage trace from one electrode. Asterisks mark the moments
of synchronous activity. Voltage values associated with detected spikes are drawn in red. Vertical scale bar denotes a 40-µV change in the measured voltage, and
the horizontal scale bar denotes 20 s of time. (D) MEA recording as a grayscale spike rate raster plot during synchronous baseline activity from the same network at
the same time as in (A). Spikes detected from individual electrodes are indicated by gray levels according to the associated scale bar. Each row represents the spike
rate (gray scale bar) detected by one electrode (n = 60, y-axis) on one row in the grayscale raster plot. Synchronous network activity marked with arrow heads.
(E) Network activity as summed Ca2+ fluctuations (green) and global MEA firing rate (blue) from one representative network (393 neurons) during baseline. Vertical
scale bar corresponds to a 20% change in fluorescence (green trace) and 0.02-Hz change in spike rate (blue trace). Asterisks mark the peaks of network activity
detected during the baseline for the summed calcium signal (green) and whole MEA spike rate (blue). (F) Widths of the network activity peaks from summed Ca2+

fluctuations (green, n = 27 peaks) and global MEA firing rate (blue, n = 46 peaks) for all networks (n = 5 networks). ∗∗∗marks significant (p < 0.001) difference
between peak widths measured by calcium imaging or MEA during baseline. (G) Number and relative proportion of synchronous, asynchronous and loosely
synchronous network activity found at each time point.

expressed as a fraction of the saturation level of the fluorescent
signal (Carmignoto et al., 1998; Maravall et al., 2000).

The collected traces were filtered with a Butterworth bandpass
filter (0.0013–0.02 Hz), and traces with a standard deviation
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greater than 0.05 were removed as noisy. Traces with less than a
10% increase in normalized fluorescence during the application
of high potassium were removed as inactive or originating
from cells other than neurons. The amount of remaining
traces in a network was always more than 98% of the initial
traces.

Quantification and Presentation of Calcium Imaging
Data
The images of all included calcium traces (117–1354 traces per
image) were formed by aligning all individual calcium traces
of a recording (n = 17 networks, Table 1, 2nd column). To
estimate the network response (n = 5 networks), the individual
traces were bandpass filtered [0.005–0.2 Hz] with a Butterworth
filter and normalized. The traces were then summed, and the
sum was normalized. Network activity peaks were detected when
the peak prominence exceeded 0.025. The same criterion was
used for individual traces (n = 2574 traces from synchronous
networks). Peak detection for both individual traces and network
traces was done with the MATLAB Signal Processing Toolbox.
Peak detection provided values for peak width, prominence,
height and timing. The values are represented in result images
per peak (dots in Figures 2F, 5C, 6D, 7D,E) and as medians
of detected peaks (asterisks in Figures 5E,F, 6F, 7F,G). The
change in peak prominence or inter-peak interval was counted
as difference from baseline. Relative change was obtained by
dividing the change with the baseline value. The distribution of
peak prominences and inter-peak intervals were represented as
histograms obtained with 0.005 and 1-s binning, respectively.
Change distributions were also represented as a histogram,
all with 5% binning. Cumulative sums were obtained from
the aforementioned histograms. Excitatory GABA responses
were calculated by low-pass filtering traces with a 0.024-Hz
Butterworth filter and summed during baseline and GABA
application. The difference between these two was taken as the
excitatory GABA response.

Statistical Analysis
For data represented in Figures 2F, 5C, 6D, 7D,E Wilcoxon
signed rank test (paired, two-tailed, nonparametric) was
performed in GrapPad Prim 5.02. For data represented in
Figures 5D, 6E the Pearson correlation coefficients and p-values
were calculated in MATLAB.

RESULTS

Emergence and Properties of Synchronous
Network Activity
To study the development of neuronal network functionality,
hPSC-derived neural cells were plated on top of MEAs and
allowed to spontaneously form neural networks (n = 17,
Supplementary Figure S3). The development of activity in
neural cell cultures was followed by measuring extracellular
voltage signals twice a week with the underlying MEA. In
addition, at 1-week, 2-week, 3-week, and 4-week, and 4-w
time points, intracellular calcium level changes were measured
simultaneously withMEA recording (Table 1, column 1). During

this measurement, a series of pharmacological agents (see
‘‘Materials and Methods’’ section Figure 1) was applied.

Live-cell calcium imaging during baseline revealed three
distinct patterns of activity. We labeled these patterns of activity
as synchronous, asynchronous and loosely synchronous activity.
A representative recording from one synchronous network is
shown in Figure 2A. The synchronous activity was marked
by tightly synchronous rises of intracellular calcium seen as
white vertical stripes with clear borders when measurements
from all neurons in the imaged field of view were aligned.
A representative recording from one asynchronous network
is shown in Supplementary Figure S4C. The aligned traces
from asynchronous networks did not show any stripes. A
representative recording from one loosely synchronous network
is shown in Supplementary Figure S4D. Loosely synchronous
networks were distinguished from asynchronous by the presence
of stripes, but when compared to synchronous networks their
borders were not clear-cut and contained staggered ends
of calcium traces. The difference between synchronous and
loosely synchronous networks was more clear when comparing
individual neuronal traces (Figure 2B and Supplementary Figure
S4B, respectively). In synchronous networks the neurons were
mostly silent between network events and had their highest
activity during the event, while the activity during events was not
remarkably different from the activity between network events in
the loosely synchronous networks.

These synchronous network events occurred at a median rate
of 0.03 Hz (∼2 per minute, n = 5 networks, Table 1, column 4),
but the interval between events varied on average from 18 s to
49 s. The activity was studied more closely at the level of a
single trace, and the activity of 10 individual neurons from
a synchronous network is shown in Figure 2B. From single-
neuron traces, it was possible to see that the participating neurons
were not active during every network event and that the level of
increase in calcium in a cell during synchronous activity varied
between events.

Synchronized activity was also detected in the simultaneously
performed MEA recordings (n = 5, Table 1, column 4). On
MEA recordings, the synchronous network events were seen
as an increase in the number of detected spikes occurring in
a limited time window across several electrodes. Figure 2C
shows a representative recording from selected electrodes from
one network. When the spikes trains were observed more
closely, the number of detected spikes associated with network
events clearly varied between events. Furthermore, few spikes
were also detected during the less active intervals between
the network events. Electrodes measuring the highest levels of
activity within one network were usually participating in the
synchronous activity as well. Spike rates across the MEA during
several network events in one neural culture are shown in
Figure 2D.

Next, the network responses of the calcium imaging and
MEA recordings were formed by summing the signal of
individual components, single-neuron calcium traces or single-
electrode spike rates, respectively (n = 5, Table 1, column 4).
Aligned network responses from calcium imaging and the
MEA recording from one representative network are shown
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in Figure 2E. The intracellular calcium rises and the fast
extracellular field potential changes on MEA were temporally
associated with each other. The temporal association between
the calcium imaging and MEA recording indicates that the
recorded intracellular calcium rises arise from action potential
firing. However, one of five networks with synchronous activity
associated with the intracellular calcium rises did not show
any synchronous activity on the MEA recording. Compared to
the intracellular calcium rises, the extracellular signals recorded
during the synchronous activity peaked higher above baseline
and returned back to baseline faster. This was further studied by
quantifying the width of network activity peaks. The widths of
network activity peaks of network events are shown in Figure 2F.
The action potential firing window (1.6 s, median of 27 peaks
from five synchronous networks) was significantly (p < 0.001)
smaller and more stable than the window of intracellular calcium
fluctuation (8.7 s, median of 46 peaks from five synchronous
networks).

The synchronous activity, seen as stripes in aligned
Ca2+ traces, was detected in neural networks earliest after
3 weeks of adherent culture. The amount of different types
of network activity patterns at each week of adherent
culture is shown in Figure 2G (n = 17, Table 1, 2nd
column). Before 3 weeks, network activity was mainly
asynchronous (78%, 7 of 9, Supplementary Figure S4), with
a minority (22%, 2 of 9) of networks loosely synchronous
(Supplementary Figure S4). After 3 weeks, the majority (80%,
6 of 8) of the recorded networks manifested synchronous
activity, with a minority of asynchronous networks
(20%, 2 of 8).

To summarize, we observed the emergence of synchronous
activity in hPSC-derived neural networks earliest at 3 weeks.
The synchronous activity was observed as population-wide
increases in activity measured simultaneously by calcium
imaging and MEA.

GABA Response in Single Cells
The responses to GABA application during combined calcium
imaging and MEA recording were analyzed. The assessment
of aligned intensities from whole networks (n = 17) revealed
that loosely synchronized neural networks (n = 2 networks,
n = 1419 neurons) contained strongly GABA-depolarized
neurons that did not participate in synchronous network events.
A representative recording during GABA application from a
loosely synchronous network is shown in Figure 3A.

The role of the depolarizing GABA response of individual
neurons in relation to the generation of a synchronously active
network was further studied by quantifying the single-neuron
responses (n = 8959, Table 1, column 3) to GABA application.
There was no clear connection between the network age and
response to GABA. Thus, we formed three groups based on
the network activity pattern (synchronous, loosely synchronous,
and asynchronous). The proportions of neurons within each
network with respect to the GABA response level are shown
in Figures 3B,C. The stronger the GABA depolarization, the
smaller the proportion of those responses in synchronous
networks compared to the proportion in asynchronous and

FIGURE 3 | GABA responses in single neurons. (A) Normalized raster plot of
spontaneous intracellular Ca2+ fluctuations from all neurons (n = 774) in the
imaged area from one loosely synchronous network during GABA application
(black bar, 3 min). Each row of pixels (y-axis, number of neuron) contains
normalized intensity (gray scale bar) changes during a 10-min (x-axis)
recording from one neuron. Black arrow head points to a group of neurons
with a high intracellular calcium rise in response to GABA application. White
arrow heads point to events of loose synchronous activity. White asterisks
mark the lack of synchrony. (B) Reverse cumulative sum of % of neurons in
the field of view (y-axis) with respect to the depolarizing response of single
neurons to GABA application (x-axis) is shown for each network. Neurons
from 1 (n = 774, 1354, 472, 493 and 403), 2 (n = 645, 454, 538 and 495), 3
(778, 117, 670 and 571) and 4 (n = 585, 823, 393) weeks old networks are
represented with orange, blue, black and green respectively. (C) Reverse
cumulative sum of % of neurons in the field of view (y-axis) with respect to the
depolarizing response of single neurons to GABA application (x-axis) is shown
for each network. Neurons from networks with synchronous activity (n = 117,
670, 571, 823 and 393 neurons), no synchrony (n = 585, 778, 454, 1354,
493, 495, 472, 403 and 531 neurons) and loose synchrony (n = 774 and
645 neurons) are represented with orange, blue and black, respectively.
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loosely synchronous networks. No clear change in the network
composition was observed regarding the culture age. Thus,
synchronous networks were the least GABA depolarized when
compared to asynchronous and loosely synchronous networks.
Furthermore, each of the synchronous networks (5 of 5)
had a distribution of GABA responses from depolarizing to
inhibitory.

Individual traces were compared more closely to study their
participation in the network-wide synchronous activity. Four
representative traces from three types of observed responses
are shown in Figure 4A. The individual neurons within one

FIGURE 4 | Heterogeneous GABA responses in single network. (A) Groups of
four representative normalized calcium level (y-axis) traces with different
responses to GABA application (black bars) within one network. Traces are
examples of a slight increase in intracellular calcium (top), no response
(middle), and an inhibition of activity (bottom) during GABA application.
Horizontal scale bar corresponds to 100 s. Vertical scale bar corresponds to a
0.4 (40% of max) increase in calcium indicator fluorescence intensity.
(B) Example of synchrony between differently behaving neurons in the same
network [same as in (A)]. Traces are from four neurons exited by GABA
(green), four neurons not responding to GABA (purple/pink), and four neurons
inhibited by GABA (blue). Black bar corresponds to GABA application.
Asterisks mark the moments on synchronous activity peaks. Horizontal scale
bar corresponds to 100 s. Vertical scale bar corresponds to a 0.2 (20% of
max) increase in calcium indicator fluorescence intensity.

network could, for example, be moderately depolarized, have no
response or be inhibited as a response to GABA application.
Traces representing different responses were combined to study
if there was synchrony between neurons with different responses
to GABA. A representative alignment is shown in Figure 4B.
Neuronal cells with different GABA responses were observed
to participate in the synchronous activity together within the
network (5 of 5).

In summary, we observed that the presence of synchronous
spontaneous activity in hPSC-derived networks was associated
with a lack of strongly GABA-depolarized neurons and a
smaller proportion of neurons depolarized by GABA than in
asynchronous and loosely synchronous networks. Furthermore,
we observed that strongly GABA-depolarized neurons are often
not participating in network activity patterns.

GABA Response in Synchronously Active
Networks on the Network Level
To reveal any spatial organization of neurons within the
networks with respect to GABA responses, the neurons of the
imaged area were pseudo-colored based on their GABA response.
A pseudo-colored image of the area is shown in Figure 5A. No
organizational pattern based on the different maturity level of the
neurons, as defined by the GABA response, was observed in the
networks.

To assess how the heterogeneous network responded as
a whole to increased GABA, calcium imaging and MEA
recordings were studied on the network level. Synchronously
active networks (five networks, 1702 neurons, Table 1, column 4)
were used in this analysis because they were the only networks
that showed stable network-wide activity. The global network
activity was assessed as summed calcium fluctuations for
calcium imaging and as firing rate of the whole MEA for one
representative network as shown in Figure 5B. To compare
the synchronous networks to each other, the network-level
events, peaks of synchronous activity, were quantified with
respect to their prominence from the baseline level of activity
between peaks. The global activity peak prominence during
calcium imaging at baseline and during GABA application is
shown for each synchronous network (n = 5) in Figure 5C.
The synchronous networks responded to GABA application in
two different manners. The network-level activity was either
strongly and significantly (p< 0.05) inhibited or not significantly
(p > 0.05) affected, even though the networks contained cells
excited by GABA. Furthermore, these two response groups
differed in their baseline activity. The initial activity during
synchrony was high (over 0.1 peak prominence) for networks
strongly blocked by GABA and low (less than 0.05 peak
prominence) for networks that barely responded to GABA. The
change in interval between synchronous peaks of activity during
GABA application was also analyzed but no clear change was
observed.

The connection between the initial activity level and the
GABA response was further studied on the single-neuron level
by measuring the initial peak prominence and change in peak
prominence during GABA application. The peak prominence
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FIGURE 5 | Synchronously active networks are a heterogeneous mixture of synchronously active neurons with different GABA responses. (A) Spatial distribution of
neurons (n = 393) colored based on their response to GABA (from green to black = strongly excited to not responding, from black to red = not responding to strongly
inhibited) from one representative network. (B) Network activity as summed Ca2+ fluctuations (green, 393 neurons) and global MEA firing rate (blue) from one
representative network during GABA application (back bar, 4 min). Black bar shows the time of GABA application. Asterisks mark the population activity peaks
detected from the network activity traces (calcium imaging = green, MEA = blue). (C) Peak prominence of Ca2+ network activity [example trace represented in green
in (B)]. Each dot represents an individual peak prominence (marked with asterisks in B) of network activity during baseline and GABA application. Peaks of activity
from different groups of networks are represented by different colors. Horizontal bars represent the median network activity peak prominence for each network
group. ∗marks significant (p < 0.05) difference between peak prominence during baseline and GABA application. (D) The single-neuron responses to GABA as a
change in peak prominence (y-axis) plotted against the initial peak prominence (x-axis) from 688 (dark green, neurons from networks with strong GABA inhibition)
and 1886 (purple, neurons from networks with barely any GABA response) neurons from the synchronous networks. (E) Distributions of the single-neuron peak
prominence during baseline for all synchronous networks. Different networks are represented by different colors (black: 117, orange: 670, green: 571, blue: 823 and
purple: 393 neurons). Distribution depicts the peak prominence (x-axis) and the % of neurons in the network with the corresponding peak prominence (y-axis). The
asterisks represent the medians of the peak prominence of the network activity. (F) Distributions of single-neuron peak prominence changes in response to GABA
application for all synchronous networks. Different networks are represented by different colors (black: 117, orange: 670, green: 571, blue: 823, and purple:
393 neurons). Distribution depicts the peak prominence % change (x-axis) and the % of neurons in the network with the corresponding peak prominence change
(y-axis). The asterisks represent the medians of the peak prominence change in the network activity.

associated with the initial activity is shown in Figure 5D. During
GABA application, similar to the network-level responses, the
individual neurons with a higher initial activity were more
strongly inhibited than neurons with a low initial activity.
The correlation between initial activity and strength of GABA
effect for neurons within strongly or barely inhibited networks
was −0.7273 (p < 0.0002) and −0.7175 (p < 0.000005),
respectively. This seemed to be independent of the network they
were from. To see if the composition of the neural networks
was connected to the network-level response, the proportion
of neurons with respect to their initial activity (Figure 5E)
and strength of GABA inhibition (Figure 5F) was quantified
for each network. The synchronous networks with higher

initial activity contained a larger proportion of neurons with
higher initial activity. This pattern was seen as an increased
proportion of neurons with a peak prominence of 0.1–0.2.
Likewise, the networks inhibited more strongly with GABA
contained larger proportions of neurons with stronger GABA
inhibition.

In summary, the network was observed to be a heterogeneous
mixture of neurons with different responses to GABA.
Furthermore, the synchronous networks were either highly active
at baseline and strongly inhibited by GABA or less active during
baseline and barely affected by GABA. Furthermore, on the
single-cell level, initial activity was related to the GABA response
in a network-independent manner. The proportion of neurons
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with high initial activity correlated with the network response
to GABA.

GABAergic Signaling in Synchronously
Active Networks
The role of endogenous GABAergic signaling in synchronous
network activity (five networks, 1702 neurons, Table 1,
column 4) was studied by blocking GABAA receptors with
bicuculline (Bic). Responses to endogenous GABAergic activity
blockade were analyzed from combined calcium imaging and
MEA recordings. A representative calcium imaging and MEA

recording from one network is shown in Figures 6A–C. Despite
the presence of the GABAA receptor blocker and the presence
of GABA-responsive neurons, no disruption of the synchronous
activity was observed. Thus, the synchronous activity is not
completely dependent on GABAergic signaling.

The network-level response to blockade of endogenous
GABAergic signaling was quantified to study if there was an
effect. The global activity peak prominence during calcium
imaging at baseline and during GABAA receptor blockade is
shown for each synchronous network (n = 5) in Figure 6D.
The synchronous networks responded to GABAergic signaling

FIGURE 6 | Two classes of networks with different GABAergic signaling. (A) Normalized raster plot of spontaneous intracellular Ca2+ fluctuations from all neurons
(n = 393) in the imaged area from one synchronous network during GABAA receptor blocker (bicuculline (Bic), 3 min) application (black bar). Each row of pixels
(y-axis, number of neuron) contains the normalized intensity (gray scale bar) changes during a 7-min (x-axis) recording from one neuron. Vertical stripes (arrow heads)
denote synchronous intracellular calcium rises. (B) A grayscale spike rate raster plot of an MEA recording from the same network at the same time as calcium
imaging in (A). Spikes detected from individual electrodes (n = 60, y-axis) are indicated by gray levels according to the associated scale bar. Black bar denotes
GABA receptor blocker (Bic) application. Timescale (x-axis) is the same as in (A). (C) Network activity as summed Ca2+ fluctuations (green) and global MEA firing
rate (blue) from one representative network (393 neurons, same as in A,B) during GABAA receptor blocker (Bic) application (back bar). Asterisks mark the population
activity peaks detected from the network activity traces (calcium imaging = green, MEA = blue). (D) Peak prominence of the Ca2+ level-based network activity
(example trace represented green in C). Each dot represents an individual peak prominence (marked with asterisks in C) of network activity during baseline and
GABAA receptor blocker (Bic) application. Peaks of activity from different groups of networks are represented by different colors. Horizontal bars represent the
median network activity peak prominence for each network group. ∗marks significant (p < 0.05) difference between peak prominence during baseline and blocker
application. (E) The single-neuron responses to GABAA receptor blockade as a change in the peak prominence (y-axis) plotted against the initial peak prominence
(x-axis) from 688 (dark green, neurons from networks with high initial activity) and 1886 (purple, neurons from networks with low initial activity) neurons from the
synchronous networks. (F) Distributions of single-neuron peak prominence changes in response to GABAA receptor blockade for all synchronous networks. Different
networks are represented by different colors (black: 117, orange: 670, green: 571, blue: 823, and purple: 393 neurons). The distribution depicts the peak
prominence % change (x-axis) and the % of neurons in the network with the corresponding change (y-axis). The asterisks represent the medians of the peak
prominence changes in the network activity.
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blockade on the network level in two different manners.
These two groups of networks were the same as those seen
during GABA application and baseline. Endogenous GABAergic

signaling blockade did not significantly (p > 0.05) inhibit the
networks with a high initial activity but significantly significant
(p < 0.05) increased activity in the networks with low initial

FIGURE 7 | Network responses to blockade of gap junction-mediated signaling in synchronous networks. (A) Normalized raster plot of spontaneous intracellular
Ca2+ fluctuations recorded from all neurons (n = 393) in the imaged area from one synchronous network during baseline (BL) and gap junction blocker (CBX)
application (black bar). Each row of pixels (y-axis, number of neuron) contains the normalized intensity (gray scale bar) changes during a 14.5-min (x-axis) recording
from one neuron. Vertical stripes (arrow heads) denote synchronous intracellular calcium rises. Brackets mark the gap between vertical lines of synchronous activity,
the inter-peak interval, during baseline (∗) and CBX application (∗∗). The arrows indicate two adjacent network events, one during baseline and one during CBX
application. (B) A grayscale spike rate raster plot of an MEA recording from the same network at the same time as the calcium imaging in (A). Spikes detected from
individual electrodes (n = 60, y-axis) are indicated by gray levels according to the associated scale bar. Black bar denotes gap junction blocker (CBX) application.
Timescale (x-axis) same as in (A). The arrows indicate two adjacent network events, one during baseline and one during CBX application. (C) Network activity as
summed Ca2+ fluctuations (green) and global MEA firing rate (blue) from one representative network (393 neurons, same as in A,B) during gap junction blocker (CBX)
application (back bar). Asterisks mark the population activity peaks detected from the network activity traces (calcium imaging = green, MEA = blue). Duration of the
shown signals is the same as in (A). The arrows indicate two adjacent network events, one during baseline and one during CBX application. (D) Inter-peak interval of
Ca2+ level-based network activity (example trace represented green in C). Each dot represents an individual value between two adjacent peaks (marked with
asterisks in C) of network activity during baseline or gap junction blocker (CBX) application (3 min during the end of application). Horizontal bars represent the median
network activity peak intervals. ∗∗marks significant (p < 0.01) difference between inter-peak interval during baseline and blocker application. (E) Peak prominence of
Ca2+ level-based network activity (example trace represented green in C). Each dot represents an individual peak prominence (marked with asterisks in C) of
network activity during BL and gap junction blocker (CBX) application. Only the last 3 min of activity during CBX application were taken into consideration due to the
slow effect of CBX. Horizontal bars represent the median network activity peak prominence. ∗marks significant (p < 0.05) difference between peak prominence
during baseline and blocker application. (F) Single-neuron (n = 393) inter-peak interval distribution of one representative network during baseline (pink shaded area)
and gap junction blocker application (purple non-shaded area). The distribution depicts the inter-peak interval (x-axis) and the % of neurons in the network with the
corresponding interval (y-axis). The asterisks (now vertical lines) represent the inter-peak interval of the network activity (same as horizontal lines in D) during baseline
(pink) and gap junction blockade (purple). (G) Distributions of single-neuron inter-peak interval changes in response to gap junction signaling blockade for all
synchronous networks. Different networks are represented by different colors (black: 117, orange: 670, green: 571, blue: 823, and purple: 393 neurons). The
distribution depicts the inter-peak interval % change (x-axis) and the % of neurons in the network with the corresponding change (y-axis). The asterisks represent the
medians of the inter-peak interval changes in the network activity.
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activity (). The change in interval between synchronous peaks of
activity during Bic application was analyzed but no clear change
was observed.

The connection between the initial activity level and the
response to GABAergic signaling blockade (with Bic) was further
studied on the single-neuron level. The neuron responses as
peak prominence with respect to initial activity are shown in
Figure 6E. Unlike responses to GABA, the responses to blockade
of GABAergic signaling did not depend on the initial activity
of the neuron. The correlation between the initial activity and
strength of GABAA blockade for neurons within strongly or
barely inhibited networks was 0.2022 (p = 0.293) and −0.2451
(p = 0.238), respectively. However, the single-neuron response
was dependent on the behavior of the network it resided in.
The proportions of neurons with respect to their response
to GABAergic signaling blockade was quantified (Figure 6F).
The distribution of single-neuron responses within the network
seemed to determine the network-level response. Networks
inhibited or stimulated by blockade of GABAergic signaling
had larger proportions of neurons inhibited or stimulated by
blockade of GABAergic signaling, respectively.

In summary, the blockade of endogenous GABAergic
signaling did not disrupt the synchronous activity. However, the
activity was decreased in networks with high and increased in
networks with low initial activity. The response of the single
neurons did not depend on their own initial activity but on the
network in which they resided. Additionally, the distribution of
single-neuron responses seemed to determine the network-level
response to GABAergic signaling blockade.

Role of Gap Junction-Mediated Signaling
in Synchronously Active Networks
The role of gap junction-mediated signaling in synchronous
network activity (five networks, 1702 neurons, Table 1,
column 4) was studied by blocking gap junctions with CBX.
The responses to application of the gap junction blocker during
combined calcium imaging and MEA recording were analyzed.
A representative calcium imaging and MEA recording from one
network is shown in Figures 7A–C. The gap junction blocker
used is known to have a slowly appearing effect. Thus, only
the last 3–4 min of application were used for analysis. The gap
junction blocker visibly decreased (4 of 5) or gradually abolished
(1 of 5) the occurrence of synchronous peaks of activity. This
was seen in both synchronous calcium rises (example recording
in Figure 5A) and MEA recordings (example recording in
Figure 5B). There was no clear change in the dynamics (rise time,
decay time, peak width) of the single network-level peaks to gap
junction blockade; however, the interval between peaks increased
visibly.

To compare the network responses between synchronous
networks, calcium imaging and MEA recordings were quantified
on the network level, and peaks of network-level activity
were detected from both data sets. The global activity peak
interval and peak prominence during calcium imaging at
baseline and during gap junction blockade are shown for each
synchronous network (n = 5) in Figures 7D,E, respectively.
Quantification of network activity peaks confirmed that the

interval between peaks increased significantly (p < 0.01) in all
synchronous networks with gap junction blockade Furthermore,
the gap junction blocker caused a slight but significant
(p < 0.05) reduction in peak prominence in all synchronous
networks.

The synchronous networks were further studied on the single-
neuron level by quantifying the inter-peak interval distribution
for each network. Representative single-neuron peak interval
histograms containing all neurons (n = 393) in one network
during baseline and gap junction blockage are shown in
Figure 7F. The network-level values seemed to correspond
to a subpopulation within the distribution both before and
after gap junction signaling blockade. To study if there was
correlation between the network and subpopulation response,
the distributions of single-neuron responses were analyzed for
each network. Inter-peak interval change histograms for all
synchronously active networks with their respective network
changes are shown in Figure 7G. The gap junction blocker
increased the interval between peaks in a subpopulation of
neurons. Of the synchronous networks, 80% (4 of 5) contained
a subpopulation of neurons that showed a similar inter-peak
interval change compared to the change in the whole network.
The distinct histogram peaks corresponding to the whole-
network response suggests that there exists a gap junction-
dependent population that regulates the activity of the whole
network. We could not further identify this subpopulation based
on physiological responses.

In summary, blockade of gap junction-mediated signaling was
found to affect the synchronously active networks by decreasing
the size and occurrence of the synchronous peak of activity.
Furthermore, a subpopulation of neurons was observed to have
an inter-peak interval change that was similar to that in the
network response.

DISCUSSION

In this article, we describe the synchronous neuronal activity
on a single-neuron and network level in hPSC-derived neural
networks. Furthermore, we address two mechanisms generally
responsible for the development of synchronous activity. In
hPSC-derived neural cultures, synchronous activity was detected
after 3 weeks of culture with calcium imaging and MEA
recordings. The emergence of synchronous activity was found
to associate with the decrease in excitatory GABA responses.
Furthermore, the synchronous network activity did not depend
on endogenous GABAergic signaling. Also, neurons with GABA
responses varying from excitatory to inhibitory were found to
act synchronously to give rise to the network activity. Large-
scale analysis revealed that the network response was dependent
on the responses at the single-neuron level. A subpopulation of
neurons connected by gap junctions had a modulatory role in
the synchronous network activity. Together, these results suggest
that the earliest form of synchronous neuronal activity depends
on gap junctions and a decrease in GABA excitability but not on
endogenous GABAergic signaling.

hPSC-derived neurons form network-level activity patterns
through their synchronization. This synchronization is
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dependent on decreased GABA excitability. Neurons with
strong GABA induced depolarization did not participate in the
synchronous activity. Furthermore, strong GABA depolarization
of neurons was seen only in loosely synchronized and
asynchronous networks. However, weakly GABA-depolarized
neurons participated in the network activity in synchrony
with strongly GABA-inhibited neurons. This observation is
in line with previous studies where developing circuits in
mouse PSC-derived networks (Illes et al., 2007, 2009, 2014;
Risner-Janiczek et al., 2011) and rodent cortical cultures
(Baltz et al., 2010) have been shown to also contain neurons
inhibited by GABA. The very strong depolarizing GABA
response might be due to the activation of higher affinity,
extrasynaptic GABAA receptors. These receptors are activated by
ambient GABA as opposed to synaptic GABA and cause a very
strong depolarization (Sipilä et al., 2005). The disappearance
of the strongly GABA-depolarized neurons could mark the
replacement of the extrasynaptic receptors with synaptic, lower
affinity GABA receptors along with the maturation of network
connectivity. The weak GABA depolarization, on the other
hand, could be related to the dual role (Ben-Ari et al., 1997;
Khazipov et al., 1997; Leinekugel et al., 1997; Lamsa et al.,
2000; Cherubini and Ben-Ari, 2011) of GABA during network
oscillations. The dual role arises from reversal of the Cl- gradient
during activity and manifests as initial depolarization followed
by inhibition. Such a switch would be possible with a lower but
still depolarizing intracellular Cl- concentration. On the network
level, we observed that the proportion of GABA-depolarized
neurons was smaller in synchronous networks than in loosely
synchronous and asynchronous networks. This difference is
in line with previous studies that showed a decrease in the
excitatory actions of GABA during network maturation in
cortical cultures (Baltz et al., 2010) and in vivo (Ge et al., 2006).
Furthermore, the addition of GABA inhibited network activity
or had no effect. This result contrasts with the observations of
excitatory GABA-driven network-level activity in ex vivo rat
preparations (Leinekugel et al., 1997). The combination of the
large-scale single-cell data with network activity showed that in
our culture system, the switch from a depolarizing (excitatory)
to inhibitory GABA response seemed to be a switch in individual
neurons rather than in the whole network.

Here, the occurrence of synchronous network events did
not depend on the GABAergic connections; however, the
GABAergic connections did regulate network activity levels
during synchronous events. The synchronous events occurred
despite the presence of a GABAA receptor antagonist. The
use of Bic, however, does not allow the direct assessment of
Bic insensitive GABAC receptors or extrasynaptic receptors.
Our observation is in line with previous reports of regular
GABA-independent correlation in networks with functional
GABA receptors from ex vivo rat (Garaschuk et al., 2000; Allene
et al., 2008), ex vivo mouse cortex (Dupont et al., 2006; McCabe
et al., 2006), ex vivo chick retina (Catsicas et al., 1998), embryonic
rat cortical culture (Opitz et al., 2002; Baltz et al., 2010), and
hPSC cultures (Kirwan et al., 2015). In contrast, GABAergic
signaling has been shown to be required for correlated firing in
ex vivo rat (Schwartz et al., 1998; Allene et al., 2008) and mouse

(Aguiló et al., 1999) as well as embryonic rat cortical culture
(Voigt et al., 2001). We observed that while the occurrence was
not affected, the level of activity during the synchronous network
events was decreased (similar to ex vivomouse, Hunt et al., 2006)
or increased in networks with high or low initial activity and
strong or no response to externally applied GABA, respectively.
The low initial activity, no response to externally applied GABA
and stimulation by GABAA receptor blockade could all be caused
by tonic inhibition of the continuous activation of extrasynaptic
GABA receptors (Glykys and Mody, 2007; Holter et al., 2007).
On the other hand, the combination of high baseline activity,
a strong inhibitory response to externally applied GABA and
inhibition by GABAA receptor blockade could in turn arise
from activity-dependent depression via the GABA receptor
(Chub and O’Donovan, 2001). Thus, the networks that respond
differently to applied GABAergic modulators seem to contain
differently acting GABAergic circuits that both regulate firing
during network events. A shift in the behavior of developing
GABAergic circuitry has previously been observed in ex vivo
mouse cortex, where a GABAA receptor blocker was initially
inhibitory to network activity but became stimulatory during
network maturation (Allene et al., 2008; Conhaim et al.,
2011).

Gap junctions modulate the periodicity of the synchronous
network activity by modulating the activity of a subpopulation
of neurons. The gap junction blocker used (CBX) has been
reported to have a broad range of nonspecific effects (Tovar
et al., 2009). Here, the nonspecific effects were avoided by using
a concentration <50 µM and observing the effect of CBX after
5 min of application. The gap junction blocker decreased the
occurrence of synchronous events by increasing the interval
between events. The change in the interval of the network events
matched the change in the interval of the activity of a group
of single neurons. Our results are in agreement with previous
results obtained in vivo from the developing rat cortex (Yang
et al., 2009), ex vivo fetal human tissue (Moore et al., 2014), and
rat cortex (Yuste et al., 1995; Peinado, 2001; Molchanova et al.,
2016), as well as ex vivo adult rat (Lamsa and Taira, 2003) and
chick retina (Catsicas et al., 1998) where gap junction blockers
decreased the occurrence of synchronous events. Thus, the gap
junction-based mechanism for modulating the occurrence of
synchronous network events can be argued to be retained in
several biological models of developing neural networks. In
contrast, the results obtained in mouse cortex ex vivo show that
gap junction blockade completely blocks synchronous activity
(Dupont et al., 2006; Hunt et al., 2006; Sun and Luhmann, 2007).
Thus, this difference may suggest that the developing neural
networks in mice may differ from those in rats, chicks and,
ultimately, humans in this aspect.

Developing neural networks are affected by their constituent
neural cells, and the formation of network functionality has been
suggested to be impaired in cultured neural networks that lack
astrocytes (Kuijlaars et al., 2016). The neural networks studied
here have been shown to be primarily composed of neurons
with a minor astrocyte population (Lappalainen et al., 2010).
In this study, network activity was measured via functionality
of its neuronal component, recorded by calcium imaging and
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MEAs. Similar to our previous studies (Heikkilä et al., 2009),
synchronous activity was observed in MEA recordings from
the hPSC-derived neural networks. This synchronous activity
is a hallmark of developing neural networks and is a shared
feature between in vitro (van Pelt et al., 2005; Illes et al., 2014)
and in vivo (Garaschuk et al., 2000; Khazipov and Luhmann,
2006; Moore et al., 2011) networks, suggesting that developing
neural networks can be accurately modeled with cell cultures.
A difference between the developing networks in vitro and
in vivo is the lack of the laminar structure in the former.
However, a special network structure (i.e., cortical lamination)
has previously been shown to be unnecessary for the formation
of functional networks with rhythmic synchronized activity
in vivo (Simmons and Pearlman, 1982), or ex vivo (Opitz
et al., 2002). Thus, the observations from this study add to
the growing body of evidence that the development of early
network functionality in neuronal networks is not dependent on
orderly structure. In conclusion, the described culture system
and the observed network phenomena are a useful tool for
studying the development of synchronous activity in developing
neural circuits of human origin and the mechanisms behind
the emergence of said activity. Studies performed with networks
containing neurons starting from their most immature stage
are important as they capture the mechanisms and spontaneous
activity specific to a restricted period of development, not
emerging in the adult brain (Blankenship and Feller, 2010;
Momose-Sato and Sato, 2013). Furthermore, transient cell
populations, some of which differ between primates and rodents
(Hill and Walsh, 2005; Rakic, 2009), emerge and disappear
during early network formation, laying the groundwork for
further network development (Luskin and Shatz, 1985). Such
populations and their contribution to the network activity
development can only be observed in human-derived immature
neural cell cultures.

Summary
In conclusion, we showed that the single-neuron excitatory
response to GABA decreases as neurons start to participate
in synchronous network activity. As this change occurs, these
neurons give up their individual activity pattern and jointly give
rise to the network activity pattern. In hPSC-derived networks,

this activity pattern is at least partially modulated by connections
between neurons. Furthermore, we showed that gap junction-
mediated connections modulate the interval between events,
allowing network events to occur more frequently. In addition,
GABAergic connections are not necessary for the occurrence of
network events but act as limiters of activity during synchronous
events. Together this control over the occurrence and level
of activity during synchronous events allows the networks to
control the activity of its single-neuron components. The control
over activity in turn allows the immature neural networks to form
an internally controlled activity pattern.
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1 Supplementary Figures and Tables 

1.1 Supplementary Figures 

 

 

Supplementary Figure 1. The analysis process for one electrode during the MEA analysis. The 

median signal calculated across all electrodes is subtracted from the electrode signal. This subtraction 

is followed by filtering. The filtered signal is divided into windows, and the noise of each window is 

used to set the spike detection threshold for that window. The spike detection threshold is then used to 

detect spikes in the filtered signal. The output results are spike timestamps and cut-out waveforms. 
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Supplementary Figure 2. The analysis process for a set of 50 subsequent images from the calcium 

imaging analysis. The first column depicts the preprocessing of the 50 frames into an averaged image. 

The second column depicts the analysis process for the generation of foreground markers from the 

preprocessed image. The third column depicts the analysis process for generating the background 

markers. The fourth column depicts the final segmentation analysis process from the preprocessed 

image, foreground and background markers. The bottom row contains images from different parts of 

the analysis of the same set of images. From left to right: preprocessed image, foreground markers, 

background markers and the final segmentation result. 
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Supplementary Figure 3. Two-week-old hPSC-derived neural culture on top of a thin MEA (MEA 

dishes with 180 µm thick recording area) a few minutes prior to calcium imaging. The distance between 

two electrodes is 200 µm.  
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Supplementary Figure 4. (A) Representative single-neuron intracellular calcium level traces from 4 

asynchronously active neurons. Neurons are selected from the recording shown in (C). Traces show 

the normalized fluorescent calcium dye intensity (y-axis) over time (x-axis). (B) Representative single-

neuron intracellular calcium level traces from 4 loosely synchronously active neurons. Neurons are 

selected from the recording shown in (D). Traces show the normalized fluorescent calcium dye 

intensity (y-axis) over time (x-axis). Scale same as in (A). The asterisks mark the moments of 

synchronous activity. (C) Normalized (scalebar) raster plot of spontaneous intracellular Ca2+ 

fluctuations from all neurons (n = 403) in the field of view from one asynchronous network. Each row 

of pixels (y-axis) contains the normalized intensity changes during a 5-min (x-axis) recording from one 

neuron. (D) Normalized (scalebar) raster plot of spontaneous intracellular Ca2+ fluctuations from all 

neurons (n = 774) in the field of view from one loosely synchronous network. Each row of pixels (y-

axis) contains the normalized intensity changes during a 5-min (x-axis) recording from one neuron.  

 

 


	Mäkinen_artikkeli_1.pdf
	Fluorescent probes as a tool for cell population tracking in spontaneously active neural networks derived from human pluri...
	1 Introduction
	2 Materials and methods
	2.1 Cells
	2.1.1 HESC line derivation and maintenance
	2.1.2 Derivation of neural cultures

	2.2 Fluorescent dyes
	2.3 Cell viability
	2.4 Immunocytochemistry
	2.5 Imaging system
	2.6 Microelectrode array system
	2.7 Statistical analysis

	3 Results
	3.1 Optimizing labeling
	3.2 Effect on viability and proliferation
	3.3 Optimizing immunocytochemistry
	3.4 Co-culturing

	4 Discussion
	Acknowledgements
	References


	Mäkinen_artikkeli_2.pdf
	Joint analysis of extracellular spike waveforms and neuronal network bursts
	1 Introduction
	2 Materials and methods
	2.1 Cell preparations and the pharmacological experiment
	2.1.1 Cell culturing
	2.1.2 Pharmacological experiment

	2.2 MEA measurements
	2.3 MEA measurement analysis
	2.3.1 Spike count statistics
	2.3.2 Spike detection and sorting
	2.3.3 Spike type identification and labeling
	2.3.4 Burst detection
	2.3.5 The proposed joint analysis
	2.3.6 Mathematical considerations regarding the proposed joint analysis


	3 Results
	3.1 Results of single channel pharmacological experiment data analysis
	3.2 Results of full pharmacological experiment data analysis

	4 Discussion and conclusions
	4.1 Further applicability
	4.2 Conclusions

	Acknowledgments
	Appendix A Supplementary data
	References


	Mäkinen_artikkeli_3.pdf
	Optimised PDMS Tunnel Devices on MEAs Increase the Probability of Detecting Electrical Activity from Human Stem Cell-Derived Neuronal Networks
	Introduction
	Materials and Methods
	Production of MEA-Compatible PDMS Tunnel Devices
	Preparation of PDMS Tunnel Devices and MEAs for Cell Culture
	Neural Differentiation and Cell Culture
	Immunocytochemistry
	Phase Contrast Microscopy and Neurite Orientation Analysis
	MEA Measurements
	Signal Analysis and Statistics

	Results
	Neuronal Network Cultures in Tunnel Devices
	MEA Signal Detection Inside Tunnel Devices
	Tunnel Devices Increase Spike and Burst Activity on MEA
	MEA Activity Inside Tunnel Devices Can Be Affected by Pharmacological Treatment

	Discussion
	Author contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


	Mäkinen_artikkeli_4.pdf
	GABA and Gap Junctions in the Development of Synchronized Activity in Human Pluripotent Stem Cell-Derived Neural Networks
	INTRODUCTION
	MATERIALS AND METHODS
	Human Embryonic Stem Cells
	Neural Cell Derivation, Cell Plating and Coating
	Follow-Up Recordings
	End-Point Recordings
	Preparation for Calcium Imaging
	Pharmacology
	Calcium Imaging

	MEA Analysis
	Quantification and Presentation of MEA Data
	Calcium Imaging Analysis
	Segmentation
	Tracking
	Quantification and Presentation of Calcium Imaging Data
	Statistical Analysis


	RESULTS
	Emergence and Properties of Synchronous Network Activity
	GABA Response in Single Cells
	GABA Response in Synchronously Active Networks on the Network Level
	GABAergic Signaling in Synchronously Active Networks
	Role of Gap Junction-Mediated Signaling in Synchronously Active Networks

	DISCUSSION
	Summary

	AUTHOR CONTRIBUTIONS
	FUNDING
	ACKNOWLEDGMENTS
	SUPPLEMENTARY MATERIAL
	REFERENCES



