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ABSTRACT 

Social media provides users with advanced opportunities for social interaction 
and extended social networks. Parallel to this, however, are emerging virtual 
forms of victimization and offending. One example of this is online hate, which 
refers to online communication that threatens or degrades an individual or a 
social group. This dissertation examines how online hate offending and 
victimization are related to social relations among adolescents and young adults, 
both online and offline. Moreover, it analyzes how online hate is associated with 
social capital embedded in online and offline social networks and online group 
behavior. This dissertation consists of five separate studies examining online hate 
offending, victimization, and exposure.  Studies were conducted among Finnish 
young people but also in cross-national context involving Finland, Germany, the 
United Kingdom, and the United States. According to the results of these studies, 
online hate is related to online and offline social relations but in different ways. 
Both online hate offending and victimization were positively associated with 
social capital in online environment. In addition, online group behavior was 
associated with an increased likelihood of online hate offending. Offline social 
capital, in turn, associated with a lower risk of being an agent or victim of online 
hate offending. And furthermore, strong connection to offline social networks 
buffered the harmful consequences of victimization due to online offending. 
Online hate also reflects social tensions deriving from the wider societal 
condition. Thus, the results of this dissertation imply that social media has 
potential to both connect and disconnect individuals. Those online users with 
strongest connections to their online social networks are also most likely to be 
involved in online conflicts. Social media can also accentuate inter-group conflicts 
and distinctions in the society. 

 



 

ABSTRAKTI 

Sosiaalinen media tarjoaa käyttäjilleen edistyneitä mahdollisuuksia 
vuorovaikutukseen ja laajojen sosiaalisten verkostojen luomiseen. Näiden 
mahdollisuuksien myötä on kuitenkin syntynyt myös uusia aggression ja 
sosiaalisten konfliktien muotoja.  Yksi esimerkki tästä on verkkoviha, joka viittaa 
internetissä tuotettuun tai jaettuun yksilöitä tai sosiaalisia ryhmiä loukkaavaan tai 
uhkaavaan materiaaliin. Vihasisältö verkossa on herättänyt huolta laajalti ja se on 
ollut viime vuosina tasaisesti yhteiskunnallisen keskustelun kohteena. Tässä 
väitöskirjassa tutkitaan, miten verkkovihan tuottaminen tai sen kohteeksi 
joutuminen ovat yhteydessä nuorten ja nuorten aikuisten sosiaalisiin suhteisiin 
verkossa ja sen ulkopuolella. Tarkemmin työssä tarkastellaan verkkovihan 
yhteyksiä sosiaaliseen pääomaan ja ryhmäkäyttäytymiseen. Väitöskirja koostuu 
viidestä osatutkimuksesta, joissa käsitellään sekä verkkovihan tuottamista että sen 
kohtaamista ja kohteeksi joutumista Suomessa, Saksassa, Iso-Britanniassa ja 
Yhdysvalloissa. Tutkimustulosten mukaan verkkoviha on yhteydessä sosiaalisiin 
suhteisiin, mutta nämä yhteydet ovat erilaisia verkossa ja sen ulkopuolella. 
Sosiaalinen pääoma verkossa ennusti sekä todennäköisempää verkkovihan 
tuottamista että sen uhriksi joutumista. Lisäksi verkkovihan tuottaminen oli 
yhteydessä ryhmäkäyttäytymiseen verkossa. Sen sijaan ne nuoret ja nuoret 
aikuiset, joilla oli paljon sosiaalista pääomaa verkon ulkopuolella, olivat muita 
harvemmin verkkovihan tuottajia tai sen uhreja. Vahvat sosiaaliset suhteet verkon 
ulkopuolella voivat myös suojata nuoria ja nuoria aikuisia verkossa tapahtuvien 
uhrikokemusten kielteisiltä vaikutuksilta. Lisäksi tutkimustulokset osoittavat, että 
verkossa leviävä vihasisältö heijastaa yhteiskunnan sosiaalisia jännitteitä. Tulosten 
perusteella voidaan päätellä, että verkkovuorovaikutus sekä yhdistää että erottaa 
ihmisiä. Ne käyttäjät, joilla on vahvimmat yhteydet sosiaalisen median sosiaalisiin 
verkostoihin, ovat myös muita todennäköisemmin osallisina virtuaalisissa 
konflikteissa. Tämän lisäksi sosiaalinen media voi kärjistää ennestään 
yhteiskunnallisia kahtiajakoja.  
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1 INTRODUCTION 

During this century, social media has significantly modified human 
communications and social networks, especially among young people. Social 
media users are becoming increasingly connected and aware of the social ties that 
originate from their offline lives (Hampton, 2016; Hampton, Goulet, Rainie, & 
Purcell, 2011), but online interaction also allows users to engage with virtual social 
networks (Abbas & Mesch, 2018; Cole, Nick, Zelkowitz, Roeder, & Spinelli, 
2017; Wellman & Gulia, 1999; Williams, 2006). The large number of social media 
users, the multitude of interaction setups, and the existence of extended online 
social networks all enable new forms of abuse (Peterson & Densley, 2017). 
Online hate (or cyberhate) is a form of abuse that threatens or degrades 
individuals or social groups in the online space (Keipi, Näsi, Oksanen, & Räsänen, 
2017; Oksanen, Hawdon, Holkeri, Näsi, & Räsänen, 2014). Online hate targets 
various social categories (e.g., religious groups or sexual minorities) as well as 
personal characteristics such as appearance (Costello, Hawdon, Ratliff, & 
Grantham, 2016; Keipi, Näsi, et al., 2017; Lunstrum, 2017). Concrete forms of 
online hate include terrorist organizations’ hate propaganda (Benigni et al., 2017; 
Klausen, 2015), moral panic that targets social groups (Awan & Zempi, 2016; 
Lunstrum, 2017; Williams & Burnap, 2016), and racist campaigns that target 
individuals (Pew Research Center, 2017a; Pew Research Center, 2017b).  

Since the 1990s, the Internet has served as an efficient medium for 
disseminating ideas and establishing social networks, and hate-based groups were 
among the first to realize this (Levin, 2002). In addition to these groups’ websites, 
mainstream social media has grown to include clear examples of threatening and 
degrading communication (Costello et al., 2016; Hawdon, Oksanen, & Räsänen, 
2017; Oksanen, Hawdon, Holkeri, et al., 2014). Several characteristics make social 
media a well-matched environment for hostile communication. First, social media 
users can share their thoughts with wide audiences relatively free of external 
control—anonymously in some cases (Barkun, 2017; Keipi, 2015). When online, 
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people can also network with those who share a hateful ideology; this facilitates 
the reinforcement and spread of hostile ideas (Douglas, 2007; Oksanen, Hawdon, 
& Räsänen, 2014). On the other hand, disagreements between social networks 
only tend to further polarize members of each group (Bakshy et al., 2015; Yardi 
& Boyd, 2010; Zollo et al., 2017). In addition, emotions connect online users, 
with negative emotions such as anger being especially likely to fuel online 
discussions (Song, Dai, & Wang, 2016).  

Online hate is internationally recognized as a significant social problem 
(Council of Europe, 2015; Gagliardone et al., 2015). However, the legislation on 
online expression varies across nations. Most liberal countries such as the United 
States value freedom of speech even in case of hostile communication; other 
nations, however, are more willing to set limits on hostile expressions (Hawdon 
et al., 2017).  

In recent years, researchers have expanded the body of research on online 
hate, using both survey results (Costello et al., 2016; Hawdon et al., 2017; 
Oksanen, Hawdon, Holkeri, et al., 2014) and data derived from social media 
settings (Burnap & Williams, 2015; Klaussen, 2015; Williams & Burnap, 2016). 
However, knowledge is still needed about how online and offline social dynamics 
relate to hostile online behaviors.  

The aim of this dissertation is to contribute to the research by assessing how 
offending and victimization due to online hate are related to online and offline 
social networks and group behavior. This was done using a social psychological 
theoretical framework to combine two approaches: social identity (Tajfel & 
Turner, 1979; Turner & Oakes, 1986) and social capital (Coleman, 1988; Lin, 
1999; Putnam, 1993). Together, these approaches provide a unique perspective 
on online hate, highlighting the ways in which both online and offline social 
networks contribute to online hate. In addition, this perspective acknowledges 
that both online-specific group behavior and the wider societal-group 
relationships are important in the online hate phenomenon.  

This dissertation comprises five empirical studies: Study 1 analyzed how 
online hate offending is associated with the perceived quality of social relations 
(i.e., cognitive social capital) in both the offline and online environments. Study 
2, in turn, analyzed the associations between the victimization to online hate and 
the quality of both online and offline social relations. Study 3 examined whether 
the victimization to offensive crime online is associated with lower subjective 
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well-being and whether either offline or online social belonging buffered this 
association. Study 4 analyzed the associations between online-hate-based 
offending and online group behavior (i.e., social homophily, social identification, 
and self-stereotyping in online interactions). Study 5 analyzed whether 
quantitative and qualitative changes in online hate exposure are associated with 
wider societal situations.  
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2 SOCIAL MEDIA AND ONLINE HATE 

2.1 Social media and changing social networks 

Internet use is increasing globally, especially for communicative purposes and 
particularly among adolescents and young adults (Organisation of Economic Co-
operation and Development [OECD], 2016). In Finland, nearly 100% of people 
aged between 16 and 34 use the Internet (compared to 88% of the total 
population), and 95 to 96% use the Internet several times a day (Official Statistics 
of Finland, 2017). In addition, social media applications (e.g., Facebook, 
Instagram, and Twitter) have become key mediums for social interaction. The 
number of social-networking-site (SNS) users has been increasing (Official 
Statistics of Finland, 2014 & 2016; Pew Research Center, 2015a); SNS use is 
particularly common among teenagers and young adults (Official Statistics of 
Finland, 2016; OECD, 2016; Pew Research Center, 2015b).  

Online communication has evolved relatively quickly. Domestic use of the 
World Wide Web increased during the 1990s, but the original online 
infrastructure (Web 1.0) was rather passive (Kaplan & Haenlein, 2010; O’Reilly, 
2005). Those with the skills and opportunity to create and publish online content 
were able to reach ever-increasing audiences, but this infrastructure excluded the 
majority of users, who remained mere consumers of information (Keipi, Näsi, et 
al., 2017; Kra ̈mer, Neubaum, & Eimler, 2017). Toward the beginning of 2000s, 
Web 2.0 technology (O’Reilly, 2005) enabled participatory online use, thus 
making self-expression, information coproduction, and two-way communication 
more accessible; thus, the average online user became far more active (Keipi, 
Näsi, et al., 2017; Kra ̈mer et al., 2017; O’Reilly, 2005). The SNSs and other social 
media sites that leveraged this architecture emerged around the beginning of 
2000s (Kaplan & Haenlein, 2010; Keipi, Näsi, et al., 2017). SNSs combine people, 
technology, and social practices into so-called networked publics, which have 
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become a major part of communication, especially for younger users (Boyd, 2011, 
2014). 

Van Dijck (2013a, 2013b) has used the concepts of connectedness and 
connectivity to describe the evolution of SNSs. The term connectedness refers to 
users’ ability to establish and maintain social connections through social media 
platforms. The databaselike architecture allowed users to create personal profiles 
and to network and communicate with other users, mainly by exploiting social 
ties that originated from offline social networks (Boyd and Ellison, 2007; Van 
Dijck, 2013a). The term connectivity describes the change in SNS architecture from 
enabling connectedness between users to maximizing the number of connections 
and the amount of data flowing within SNSs; platform owners can then monetize 
these connections and generated data (Van Dijck, 2012, 2013b). Thus, users are 
not just connected to other users, as the platforms’ algorithmic functions (e.g., 
Facebook’s newsfeed or LinkedIn’s network updates), for example, filter contacts 
and content or make suggestions to users, thus generating activity. Content that 
receives more views, comments, likes, or comments is more profitable for 
platform owners (Van Dijck, 2013a). Thus, even hostile or socially destructive 
online phenomena can be economically profitable for the platforms as long as 
they generate participation and increase data flow (Pew Research Center, 2017a).  

Since their emergence, social media platforms have significantly shaped social 
networks. According to Hampton (2016) these platforms’ ability to help users 
maintain social relations and engage in person-to-network (or one-to-many) 
communication has led to social networks and communities that are characterized 
by persistent contact and pervasive social awareness. Persistent contact refers to 
continuous social ties; such social relationships can more easily endure life events 
that used to disconnect people (e.g., moving to another city or changing 
workplaces). Due to the pervasive social awareness, in turn, users are constantly 
aware of the immediate activities, opinions, interests, and even locations of those 
in their social circle (Hampton, 2016). However, high awareness of and 
connectedness to social networks can also cause distress (Hampton, Rainie, Lu, 
Shin, & Purcell, 2015) and induce a spiral of silence, as people may choose to 
withhold thoughts that they think others in their social network would not 
approve of (Hampton et al., 2014). 

Social media use has been mostly driven by offline lives and social connections 
(Boyd & Ellison, 2007; Hampton et al., 2011; van Dijck, 2013a); people with large 
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offline social networks tend to have large online social networks as well (Abbas 
& Mesch, 2018). However, from the beginning, online interaction has facilitated 
the development of new social ties independent of spatiality and of offline social 
networks (Abbas & Mesch, 2018; Williams, 2006), including through the 
formation of online communities that are based on shared interests (Wellman & 
Gulia, 1999). In this case, communities are conceived as social networks instead 
of as spatial entities (Wellman, 1979); more specifically, the online community is 
defined “as the network of personal relationships to which a given individual 
belongs and that he or she manages” (McEwen & Wellman, 2013, pp. 168–169). 
Thus, online communities include membership in a network of interconnected 
online users with mutual interests.  

Online communities can form through various platforms, including Facebook 
(Bliuc, Best, Iqbal, & Upton, 2017; Chan & Fu, 2017), Twitter (Benigni, Joseph, 
& Carley, 2017; Komorowski, Huu, & Deligiannis, 2018), YouTube (Oksanen et 
al., 2015; Rotman & Preece, 2010), and discussion forums (Graham, Jackson, & 
Wright, 2016; Sowles, Krauss, Gebremedhn, & Cavazos-Rehg, 2017). 
Communities can also evolve around interconnected platforms that utilize 
various context-specific affordances for interaction and information sharing 
(Matamoros-Ferna ́ndez, 2017). The motivation behind online community 
formation varies, and it includes (but is not limited to) content sharing (Kaplan 
& Haenlein, 2010; Mikal, Rice, Kent, & Uchino, 2015), professional cooperation 
(Komorowski et al., 2018; McLoughlin, Patel, O’Callaghan, & Reeves, 2018), peer 
support (Bliuc et al., 2017; Sowles et al., 2017), political participation (Chan & Fu, 
2017; Wang & Shi, 2018), and radicalization or racism (Benigni et al., 2017; 
Matamoros-Ferna ́ndez, 2017).  

Online communities can serve an important function in individuals’ social 
relatedness. Participation in online communities can foster engagement, social 
support, and a sense of belonging (Sun, Fang, & Lim, 2014; Walther & Jang, 
2012), even for large-scale, anonymous, and restricted communication (Mikal et 
al., 2015). These online social ties are particularly important for individuals whose 
social relations in traditional social environments are weak (Cole et al., 2017; Leist, 
2013; Mesch, 2012). Thus, online communities can fulfill the basic human need 
for belonging (Baumeister & Leary, 1995). In addition, online communities can 
offer alternative or complementary forms of social interaction. As SNS users are 
persistently and pervasively connected to their personal networks (Hampton, 
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2016), they may choose to refrain from expressing certain thoughts or aspects of 
their identities to avoid disagreements or social sanctions (Hampton et al., 2014). 
In this case, people with marginalized ideologies or identities are especially likely 
to engage with online communities so as to find others who will validate opinions 
and identities that are rejected elsewhere (Chang & Bazarova, 2016; Chun & Lee, 
2017; Dengah, Snodgrass, Else, & Polzer, 2018; Haas, Irr, Jennings, & Wagner, 
2011). 

The self-selection of online social affiliations may lead to homophilic social 
relations. The tendency to network with people who are similar to oneself is of 
course not limited to online communication (McPherson, Smith-Lovin, & Cook, 
2001). However, as homophily in social relations tends to increase in parallel with 
possibilities for social selectivity (Bahns, Pickett, & Crandal, 2011), the self-
selective nature of social media interaction is particularly suitable for social 
homophily (Kang & Chung, 2017; Liang & Fu, 2017; Oksanen, Hawdon, & 
Räsänen, 2014). The combination of homophilic social networks and the need 
for a shared reality can lead to echo chambers in which users are only exposed to 
information from like-minded users (Bakshy, Messing, & Adamic, 2015; Stern & 
Ondish, 2018). Even though social network composition is the key determinant 
of online information exposure (Bakshy et al., 2015), other factors reduce 
information diversity as well, including personal preferences and the SNSs’ 
algorithmic filtering technology (Helberger, Karppinen, & D’Acunto, 2016; 
Keipi, Näsi, et al., 2017; Pariser, 2011).  

In addition to opinion congruence, shared emotional valence also encourages 
people to engage with online discussions (Himelboim, Smith, & Shneiderman, 
2013; Himelboim et al., 2016; Song, Dai, & Wang, 2016). In other words, people 
are more likely to participate in discussions and social networks that share the 
direction of their stance (positive or negative). Perhaps surprisingly, expressing 
and sharing emotions with those who have similar emotional valence appears to 
be the main driver of online political discussion, and discussions that express 
anger are the most likely to encourage participation (Song et al., 2016). 

Echo chambers reinforce cohesion within online social networks but also lead 
to polarization and conflicts between networks (Boutyline & Willer, 2017; 
Densley & Peterson, 2017; Stern & Ondish, 2018; Yardi & Boyd, 2010; Zollo et 
al., 2017). In some cases, online communities are explicitly formed as antagonistic 
responses to other groups (Lo, Surian, Prasetyo, Zhang, & Ee-Peng, 2013; 
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Zielinski, Nielek, Wierzbicki, & Jatowt, 2018). This tendency toward polarization 
and stratification in online social networks is referred to as “cyberbalkanization” 
(Van Alstyne & Brynjolffson, 2005), a concept that appears to also predict offline 
polarization on the societal level, especially among young people (Chan & Fu, 
2017). However, polarization is not an automatic feature of online 
communication; it is related to users’ personal characteristics and to specific 
forms of online use and social engagement (Williams, 2007). 

2.2 Online aggression and online hate 

Social media is an important source of interaction and offers possibilities for 
participation and social belonging. However, communication in social media is 
sometimes characterized by hostile behavior such as cyberbullying, harassment, 
flaming, trolling, and spreading of hateful content or misinformation (Hutchens, 
Cicchirillo, & Hmielowski, 2015; Keipi, Näsi, et al., 2017; Näsi, Räsänen, 
Kaakinen, Keipi, & Oksanen, 2017; Pew Research Center, 2017a, 2017b; Williams 
& Burnap, 2016).  

Online hate is content that threatens or degrades individuals or social groups 
(Hawdon et al., 2017; Keipi, Näsi, et al., 2017; Lunstrum, 2017; Oksanen, 
Hawdon, Holkeri, et al., 2014; Perry & Olsson, 2009; Waldron, 2012). This 
content can be directed toward sexual minorities, political factions, or ethnic and 
religious groups, among others, but it can also target personal characteristics such 
as appearance. Thus, online hate is a heterogenic collection of hostile expressional 
phenomena; it can be motivated by emotions such as hatred or anger, but this is 
not an essential part of the definition (Brown, 2017). 

Online hate is a distinct form of online abuse, but it shares some similarities 
with other types of online aggression such as cyberbullying, harassment, and 
flaming. Cyberbullying and harassment are forms of peer abuse that directly target 
a certain individual (including behaviors such as stalking and the spreading of 
misinformation), but online hate is defined as threatening or degrading actions 
that can target either an individual or an entire social category (Jones, Mitchell, & 
Finkelhor, 2013; Keipi, Kaakinen, Oksanen, & Räsänen, 2017). Cyberbullying and 
harassment can involve elements of online hate, as in some examples of racist or 
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political harassment (Pew Research Center, 2017a), but this is not essential. The 
difference between online hate and flaming, in turn, is that flaming refers to 
aggressive verbal outbursts due to emotional disinhibition (Voggeser, Singh, & 
Go ̈ritz, 2018); online hate, however, also includes more deliberate and 
ideologically motivated hostilities (Hawdon et al., 2017; Keipi, Näsi, et al., 2017; 
Waldron, 2012). 

Online hate can have direct and indirect consequences. Researchers on other 
forms of online abuse have reported that online victimization can be hurtful and 
is associated with poorer mental health and increased distress (Fahy et al., 2016; 
Ybarra, Mitchell, Wolak, & Finkelhor, 2006). Being threatened or degraded online 
likely has parallel effects. Researchers have also expressed concerns about the 
indirect consequences of hateful online content, including its potential to induce 
offline violence against certain groups (Awan & Zempi, 2016; Douglas, 2007) or 
to endanger social inclusiveness for some groups (Waldron, 2012).  

Online hate has become a part of national and international policy debates 
(Council of Europe, 2015; Gagliardone et al., 2015; U.S. National Intelligence 
Council, 2017). At the same time, however, authorities still have difficulty policing 
hostilities and offending actions in cyberspace (Wall & Williams, 2013; Williams 
et al., 2013). Germany’s new online-hate-speech law tackles the problem by 
obligating SNS operators to remove reported hate material from their pages 
(British Broadcasting Corporation [BBC], 2018). It is worth noting that Germany 
already stands out for its strict legislation on hate speech (Allen & Norris, 2011; 
Hawdon et al., 2017). At the other end of the continuum are countries such as 
the United States that favor freedom of speech in their national legislation 
(Waldron, 2012). The drive to reduce hateful online content, which is widely 
shared but only partly legislation-driven has led SNS companies to develop 
protocols for identifying and managing such content (The Guardian, 2018; Pew 
Research Center, 2017b), as well as user-driven activism aimed at countering 
online hate (Farkas & Neumayer, 2017).  

The spread of hostile content online is not a new phenomenon. Various hate 
groups have been active online since the start of the domestic Internet (Levin, 
2002). White supremacy groups in United States were the first to take advantage 
of the Internet’s expressional freedom to disseminate their ideologies and recruit 
members (Douglas, McGarty, Bliuc, & Lala, 2005; Gerstenfeld, Grant, & Chiang, 
2003; Levin, 2002; M. A. Wong, Frank, & Allsup, 2015).  A variety of hate groups, 
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including European far-right movements (Caiani & Parenti, 2013; Lucassen & 
Lubbers, 2012) and Islamist terrorist organizations (Benigni et al., 2017; Klausen, 
2015), now use the Internet and social media. Online hate groups are part of 
wider hate-propagation ecosystem that includes online communities, offline 
activist groups, and political agents (George, 2017). 

Hate communities’ websites are not the only apparent source of hostile online 
content in the mainstream online experience (Costello et al., 2016; Foxman & 
Wolf, 2013; Hawdon et al., 2017; Oksanen, Hawdon, Holkeri, et al., 2014). Users 
encounter online hate on Facebook (Farkas & Neumayer, 2017; Lunstrum, 2017), 
Twitter (Burnap & Williams, 2015; Klaussen, 2015; Williams & Burnap, 2016), 
YouTube (Sureka, Kumaraguru, Goyal, & Chhabra, 2010), online blogs and 
forums (Cammaerts, 2009; Flores-Yeffal, Vidales, & Plemons, 2011; Sela, Kuflik, 
& Mesch, 2012), and news websites’ comments and discussion sections (Erjavec 
& Kovačič, 2012; Rains, Kenski, Coe, & Harwood, 2017). However, it is worth 
noting that, although online hate content is highly visible, only a small proportion 
of all material shared on social media is hateful (Jakubowicz et al., 2017; Williams 
& Burnap, 2016). 

Social media is a particularly suitable environment for online hate. For 
example, the physical disconnect between the perpetrator and victims (Vakhitova, 
Reynald, & Townsley, 2016) and the ability that users have (at least on some 
platforms) to threaten or degrade others while remaining anonymous (Black, 
Mezzina, & Thompson, 2016; Densley & Peterson, 2017; Keipi et al., 2014) can 
lower the threshold for hostile behavior. In social media, one can easily find like-
minded social networks to welcome and verify even one’s hostile thoughts 
(Barkun, 2017; Oksanen, Hawdon, Holkeri, et al., 2014). These networks’ group 
processes are likely to further amplify the extreme attitudes of their members 
(Douglas, 2007; McGarty et al., 2011). Hate-based networks with rigid and clearly 
structured worldviews can be psychologically and socially rewarding for 
participants, as they offer social ties to similarly minded people and a shared sense 
of purpose and meaning (Jasko, LaFree, & Kruglanski, 2016; Simi, Blee, 
DeMichele, & Windisch, 2017; Stern & Ondish, 2018). Given that SNSs provide 
efficient means for information sharing and one-to-many communication, such 
hateful content can spread widely through social media (Barkun, 2017; Flores-
Yeffal et al., 2011), especially in times of social tension or after triggering events 
(Awan & Zempi, 2016; Sela et al., 2012; Williams & Burnap, 2016).  
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Not all threats of degraded online communication reflect a hostile ideology 
per se, but toxic disinhibition may motivate some confrontational online 
interaction (Voggeser et al., 2018). In other words, threatening or degrading 
communication can result from a clash of views between users or between 
groups. Although SNSs allow users to engage in high selectivity regarding their 
social ties and content, these users are still exposed to contradictory information 
and interactions (Bakshy et al., 2015). In line with this, online confrontations 
usually develop around discussions of public issues (Cionea, Piercy, & Carpenter, 
2017; Erjavec & Kovačič, 2012) and are triggered by interactions that cross the 
borders of online networks (Densley & Peterson, 2017; Hutchens et al., 2015; 
Zollo et al., 2017).  
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3 SOCIAL PSYCHOLOGICAL RISK FACTORS OF ONLINE HATE 

Social psychology underlines that both personal and environmental factors are 
important in shaping human behavior (Crocker & Canevello, 2012; Lewin, 1936). 
This aim is manifested in prominent social psychological models regarding 
aggressive behavior, such as the general aggression model (Anderson & 
Bushman, 2002), the script-based information-processing model (Huesman, 
1988), and the social information-processing model (Dodge & Crick, 1990). 
These models account for personal characteristics and the social environment, 
thus deriving a holistic understanding of the psychosocial process behind 
aggressive behavior. 

Online communication and social media have formed a new vector for hostile 
behavior. According to a review by Peterson and Densley (2017), the emerging 
forms of aggressive behavior in online environments share many of the risk 
factors traditionally associated with aggression, but they also have their own 
particularities. Personal attributes (e.g., impulsivity and internalizing symptoms) 
and group processes are associated with offline aggression offline, but they also 
have context-specific roles in online aggression (Peterson & Densley, 2017). 

Impulsivity is a multidimensional concept that refers to insufficient self-
control and a personal propensity to engage in maladaptive behavior 
(Bettencourt, Talley, Benjamin, & Valentine, 2006; De Wit, 2009). Furthermore, 
impulsivity is related to sensation seeking, urgency, low perseverance, and low 
premeditation (Whiteside & Lynam, 2001). High impulsivity is an established risk 
factor for violence and criminal behavior (Krakowski & Czobor, 2013; Krueger, 
Markon, Patrick, Benning, & Kramer, 2007), and it has also been associated with 
cyberbullying (Vazsonyi, Machackova, Sevcikova, Smahel, & Cerna, 2012; R. Y. 
M. Wong, Cheung, & Xiao, 2018) and offensive online behavior (White, Cutello, 
Gummerum, & Hanoch, 2017). Social media users are able to significantly 
customize their communication environments according to their own 
preferences, but these users still encounter material that clashes with their 
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personal views (Bakshy et al., 2015). Thus, an insufficient capacity for behavioral 
disinhibition can lead to hostility in online confrontations. In addition, the lack 
of social presence and behavioral accountability in online communication could 
further lower impulsive persons’ tendency to reflect on their behavior (Van 
Royen et al., 2017).  

Internalizing symptoms are characteristic of depression, anxiety, and other 
negative-affect-laden disorders (Achenbach, 1966; Krueger & Markon, 2006). 
These symptoms can reduce individuals’ capacity for emotional and behavioral 
regulation (Selby, Anestis, & Joiner, 2008), which may then be manifested in 
aggressive behavior (Krakowski & Czobor, 2013). Internalizing symptoms have 
also been linked to cyberbullying (Bonanno & Hymel 2013; Chen et al., 2017). In 
online interactions, such behavior can be perpetrated without making physical 
contact with the victims (Vakhitova et al., 2016); some online platforms even 
provide a veil of anonymity (Black, 2016). This can make hostile online behavior 
relatively safe for the offenders, thus making it more likely that those with 
internalizing symptoms experience such behavior (Peterson & Densley, 2017).  

Group processes can induce online hate (Peterson & Densley, 2017). Online 
social interaction is characterized by homophilic social networks that evolve 
around shared interests and ideologies (Bakshy et al., 2015; Kang & Chung, 2017). 
Unlike with internal cohesion, online groups are often polarized in opposite 
directions, and border-crossing contacts between networks tend to be negative 
(Rains et al., 2017; Yardi & Boyd, 2010; Zollo et al., 2017). In this study, online 
hate’s risk factors related to group processes are examined via a theoretical 
framework that consists of the social identity approach (SIA; Tajfel & Turner, 
1979; Turner & Oakes, 1986) and social capital theory (Coleman, 1988; Lin, 1999; 
Putnam, 1993).  

3.1 Social identity approach to online hate 

Intergroup conflicts and prejudiced attitudes are major themes in the social 
psychological tradition (Allport, 1954; Brown 2010; Tajfel, 1970). These 
objectives are particularly salient within the SIA, which is arguably the most 
influential social psychological theory for explaining group behavior (Haslam, 
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Ellemers, Reicher, Reynolds, & Schmitt, 2010; Hogg et al., 2004). The SIA is 
based on components of social identity theory (SIT; Tajfel & Turner, 1979 & 
1986) and self-categorization theory (Turner, 1985; Turner, Hogg, Oakes, 
Reicher, & Wetherell, 1987). Together, these theories form an interactionist 
framework that emphasizes how group behavior is produced in a reciprocal 
interaction between individual psychological processes and societal context 
(Hogg, Terry, & White, 1995; Turner & Oakes, 1986).  

According to SIT, social affiliations partly define a person’s self-concept 
(Tajfel & Turner, 1979; Turner & Reynolds, 2010). Thus, self-conception is 
dependent on which social groups a person belongs to (i.e., the in-groups) and 
on comparisons to groups that person does not belong to (i.e., out-groups). As 
people strive to achieve positive self-esteem and distinctiveness, they tend to 
favor in-groups over out-groups (Tajfel, 1970; Tajfel & Turner, 1979). The key 
evidence for this “groupness” of social behavior was derived from experiments 
using trivial groups that lacked a shared history of interactions between groups 
or group members (Tajfel, 1970; Tajfel, Billig, Bundy, & Flament, 1971). In 
addition to esteem and distinctiveness, possible motives for social identification 
with in-groups include uncertainty reduction (Hogg et al., 2004), social 
connection, meaningfulness, competence, and self-continuity (Thomas et al., 
2017; Vignoles, 2011).  

The mechanism of classifying people into in-group and out-group categories 
is universal, but the concrete forms of this behavior are dependent on the wider 
sociocultural context of intergroup relations, as well as on situational and personal 
factors (Tajfel, 1970; Tajfel et al., 1971; Tajfel & Turner, 1986). Tajfel and Turner 
(1979) proposed three conditions in which categories or attributes become means 
of social identification and intergroup comparison. Membership in a social group 
must be internalized for it to become relevant to the self-concept. In addition, 
social situations cause certain characteristics to be salient identity markers, and 
certain out-groups to be relevant points of reference. Political views and 
ethnicities, for example, can appear as relevant markers of social identities in 
some contexts but not in others.   

Self-categorization theory supplements SIT by further elaborating on social 
categorization’s role in self-conception (Turner, 1985; Turner et al., 1987). Social 
categorization is a cognitive process in which people are perceived as 
representatives of social categories (e.g., ethnic groups or genders) instead of as 
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unique individuals (Allport, 1954; Tajfel et al., 1971). In line with this, self-
categorization theory suggests that self-categorization replaces the personal self-
concept with a depersonalized self-conception on the social-category level 
(Turner, 1985; Turner et al., 1987). According to Turner and Oakes (1986), “a 
self-categorization is a cognitive grouping of the self as identical (similar, 
equivalent, interchangeable) to some class of stimuli in contrast to some other 
class of stimuli” (p. 241). For this reason, people tend to see themselves in terms 
of prototypical group attributes—a tendency known as self-stereotyping (Hogg 
et al., 2004; Leach, van Zomeren, Zebel, Vliek, & Ouwerkerk, 2008; Turner & 
Oakes, 1986).  

Self-categorization also induces intergroup polarization, as categorization 
moves toward both optimal similarity within groups and maximal difference 
between groups (Turner & Oakes, 1986). Thus, people find opinions that are 
actually more radical than the group average—but also more clearly distinct from 
the out-group’s views—to be prototypical of their in-groups. Furthermore, the 
social identity of deindividuation (SIDE) model predicts that, as the self-concept 
moves from the personal level to the social level, social control replaces internal 
control, thus encouraging people to follow perceived or expected group norms 
in their behavior (Reicher, Spears, & Postmes, 1995; Reicher, Spears, Postmes, & 
Kende, 2016).  

As discussed above, the SIA predicts that people in general favor in-groups 
over out-groups (Tajfel, 1970; Tajfel & Turner, 1979). However, social identity’s 
relationship to out-group discrimination is complex, and in-group identification 
does not automatically lead to out-group antipathies. In the minimal-group 
condition (Tajfel et al., 1971), social identification appears to be mainly related to 
an in-group-favoring allocation of positive outcomes (rewards); it is related only 
to lesser degree (or not at all) to the biased allocation of negative outcomes such 
as punishments (Brown, 2010; Mummendey et al., 1992). Instead of applying in-
group favoritism, people tend to share negative outcomes equally between groups 
or attempt to minimize the total amount of punishment. Given this tendency, the 
SIA needs further elaboration to explain when exactly social identification is 
based on mere in-group liking and when it also induces out-group discrimination. 

Jackson and Smith (1999) have suggested that, by its nature, social 
identification can be either insecure or secure. Insecure social identification is 
characterized by identification with the in-group, a depersonalized self-
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conception, a perceived common fate between in-group members, and a 
conflictual relationship with out-groups. In secure social identification, on the 
other hand, the individual identifies with the in-group, but other elements are 
missing. Of these two forms of social identification, only the insecure form is 
related to intergroup bias or negative attitudes toward out-groups; secure social 
identity is related to positive perceptions of out-groups (Jackson & Smith, 1999).  

Social identification is rooted in a sociocultural intergroup context (Tajfel et 
al., 1971; Tajfel & Turner, 1979, 1986; Turner & Oakes, 1986). This means that 
conflicts between social groups change in saliency depending on the societal 
situation. Staub and Bar-Tal (2003) proposed that societal contexts that threaten 
basic human needs are likely to motivate hostilities against the groups that are 
perceived to be responsible for the unsatisfactory circumstances (Staub & Bar-
Tal, 2003). Thus, intergroup conflicts escalate in times of fear, economic 
recession, political polarization, or perceived intergroup threats, for example 
(Baumeister, 1997; Staub, 1989; Staub & Bar-Tal, 2003).  

The societal conditions that motivate intergroup conflicts and out-group 
bigotry are key factors in several social-identity-based theories. Proponents of 
terror-management theory (Greenberg, Solomon, Pyszczynski, & Lyon 1990; 
Greenberg, Pyszczynski, & Solomon, 1986) have suggested that identification 
with the in-group and the resulting shared worldview function as a death-anxiety 
buffer. Hostilities are targeted toward those who threaten this buffer and people 
are willing to accept violent military operations (Burke, Martens, & Faucher, 
2010) and martyrdom-based attacks (Pyszczynski et al., 2006) to enhance security. 
According to uncertainty-identity theory (Hogg, 2007), personal and social 
uncertainty can induce stronger identification with clearly bounded in-groups 
(Hogg, 2014; Hogg et al., 2013), accentuate perceived group differences 
(Federico, Hunt, & Fisher, 2013), and lead to the dehumanization of out-groups 
(Esses, Medianu, & Lawson, 2013). Group-threat theorists (Stephan & Renfro, 
2002; Stephan, Ybarra, & Rios Morrison, 2009), in turn, have emphasized that a 
perceived threat from out-groups (whether realistic or symbolic) can motivate 
negative attitudes (Riek, Mania, & Gaertner, 2006) and discrimination (Kauff, 
Asbrock, Issmer, Thörner, & Wagner, 2015) toward those groups. 

Social media interaction can generate new forms of social identification and 
intergroup relations. Certain online groups are increasingly important reference 
groups for identification (Howard & Magee, 2013; Lehdonvirta & Räsänen, 2011; 
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Tikal, Rice, Kent, & Uchino, 2016). In addition, online social-identity dynamics 
can induce intergroup conflicts and lead to discrimination against or even 
dehumanization of out-groups (Rains et al., 2017; Synnott, Coulias, & Ioannou, 
2017). In line with the SIA (Turner and Oakes, 1986), attitudinal polarization is 
characteristic of online intergroup behavior (Lo et al., 2013; Yardi & Boyd, 2010; 
Zielinski et al., 2018; Zollo et al., 2017), and societal triggering events shape 
intergroup online processes just as they do for offline processes (Awan & Zempi, 
2016; Williams & Burnap, 2016).  

According to SIDE, social identification’s deindividuation effect is particularly 
common in online interactions, which often facilitate anonymous communication 
and reinforce group-based categorizations instead of personal identities (Lea & 
Spears, 1991; Reicher, Spears, & Postmes, 1995). Deindividuation is related to 
aggression in general (Densley & Peterson, 2017), but especially so in an online 
context (Christopherson, 2007; Fox & Tang, 2014; Peterson & Densley, 2017; 
Rains et al., 2017; Tang & Fox, 2016). However, as the SIDE model indicates, 
deindividuation is related to increased aggression only when aggressive behavior 
is a group norm (Christopherson, 2007; Lea & Spears, 1991; Reicher, Spears, & 
Postmes, 1995).  

3.2 Social capital approach to online hate 

The meaning of social relationships and communities for human behavior and 
well-being has been an enduring theme in the social sciences (Bourdieu, 1984; 
Durkheim, 1879/2002; Tönnies, 1887/1988; Wellman, 1979). As a part of this 
continuum, the theory of social capital refers to the value of social networks to 
individuals and social collectives (De Silva, McKenzie, Harpham, & Huttly, 2005). 
The concept has been defined in different ways (Bourdieu, 1984; Coleman, 1988; 
Putnam, 1993, 2000), but the common ground for all social capital approaches 
(SCAs) is that social capital is conceived as an asset investment in social networks 
(Lin, 1999).  

Here, the starting point is Putnam’s (1993, 2000) theory that social capital 
consists of social networks and norms or reciprocity and trust embedded within 
them. Moreover, social capital has both internal and external value (Putnam & 
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Goss, 2002). For example, for social network members, internal value comes in 
the form of information or social support. The external or public value, in turn, 
refers to a positive spillover mechanism in which social capital invested in certain 
social networks facilitates a wider scale of social organizations.  

Although Putnam’s conception of social capital emphasizes the meaning of 
solidarity groupings in local communities (e.g., villages or neighborhoods), social 
capital can also be seen as an investment in egocentric personal networks (e.g., 
ties to groups of friends and colleagues) (Lin, 1999; Wellman, 1979; Wellman, 
2001; Wellman et al., 2001). This view reflects the wider shift from locale-based 
communities to communities embedded in personal networks (Wellman, 1979 & 
2001; Wellman et al., 2001). From this network perspective, social capital is 
defined as “investment in social relations by individuals through which they gain 
access to embedded resources to enhance expected returns of instrumental or 
expressive actions” (Lin, 1999, p. 39). In other words, social capital is generated 
and utilized within nonspatial personal networks, such as professional networks 
or online communities, instead of more easily observable civic participation in 
public places (Wellman et al., 2001).  

 The investment in social networks (i.e., social capital) can be operationalized 
from structural and cognitive perspectives and as an individual- or ecological-
level resource (De Silva et al., 2005; Harpham, Grant, & Thomas, 2002; Lin, 1999; 
Yip et al., 2007). The structural view on social capital stresses network 
compositions and behavioral patterns, such as participation, but the cognitive 
approach emphasizes subjective evaluations of the quality of social relations (e.g., 
trust or a sense of belonging) (De Silva et al., 2005; Harpham et al., 2002; Wellman 
et al., 2011). Structural and cognitive social capital comes close to Putnam’s (2000) 
division between bridging and bonding social capital (Islam, Merlo, Kawachi, 
Lindström, & Gerdtham, 2006; Murayama, Fujiwara, & Kawachi, 2012). In this 
division, bridging social capital refers to connections between individuals with 
diverse backgrounds, and bonding capital consists of strong social ties to dense 
social networks, such as family or close friends (Putnam, 2000). As an individual-
level resource, social capital may refer to an individual’s participation behavior or 
trust toward certain social networks. On the other hand, the ecological-level 
operationalization emphasizes the aggregated structural or cognitive investment 
within a certain collective (e.g., a neighborhood) (De Silva et al., 2005; Lin, 1999).  
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Social capital has been related to various positive outcomes on both collective 
and individual level and it has become a salient part of national and international 
public health policy making and planning (De Silva et al., 2005; Muntaner et al., 
2000). In general, social capital facilitates the functioning of democracy and civil 
society (Putnam, 1993), and societies and communities with high social capital 
tend to show fewer social problems, such as violent crime (Kennedy et al., 1998; 
Rosenfeld et al., 2001). On the individual level, social capital associates with 
improved well-being (Elgar et al. 2011; Han 2013; Kawachi, Kennedy, & Glass, 
1999), educational attainment (Dika and Singh, 2002), and lower substance 
misuse (Awgu, Magura, & Coryn, 2016), for example.  

In addition to the direct positive effects, social networks may foster well-being 
indirectly by buffering the stress caused by negative life events (Cohen & Wills, 
1985; Thoits, 2011). This buffering hypothesis (Cohen & Wills, 1985) means that 
when people face negative experiences, such as criminal victimization, their 
relationships to others offer them resources that facilitate reliance and recovery 
from negative events (Brooks, Lowe, Graham-Kevan, & Robinson, 2016; Schultz 
et al., 2013). These resources can be emotional, informational, or instrumental 
support or the sense of social belonging (Cohen & Wills, 1985). Even though the 
buffering hypothesis does not originate from the tradition of social capital, the 
premises of these concepts are compatible and the buffering effect of social 
capital has since been well documented (An & Jang, 2018; Frank, Davis, & Elgar, 
2014; Lindström & Giordano, 2016).  

There are, however, mixed findings concerning the buffering function of 
social networks originating from offline and online environments. Although 
offline and online social ties may serve as buffers against stressing events (Cole 
et al., 2017), there is some evidence suggesting that there are differences between 
these two forms of networks when it comes to protecting individuals against 
negative experiences (Minkkinen et al., 2016; Turja et al., 2017). Furthermore, in 
these studies, social ties to offline primary groups but not to online social 
networks were found to buffer young people against risky online experiences. 
This is in line with previous studies stressing that intimate offline connections are 
of high importance for well-being, and online social ties fail to reach this 
significance (Lee, Chung, & Park, 2018). 

In addition to widely endorsed positive outcomes, social capital may have 
some less desirable consequences. Even though the public good perspective has 
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been widely endorsed, the agonistic tradition (Bourdieu 1984, 1986) has claimed 
that the elements of distinction, exclusion, and rivalry are integral aspects of social 
capital as well (Julien, 2014). Thus, social capital may strengthen the internal 
cohesion of certain social networks but also accentuate borders and conflicts 
between networks. In Putnam and Goss (2002) this would mean that social 
capital has the internal value for network members but not the external value that 
strengthens the overall social cohesion outside the networks. Indeed, social 
capital can foster cohesive yet uncivil social networks and exclusive solidarity, as 
in the examples of criminal coalitions (Ostrom, 1997; Putnam, 1993), civil wars 
(Pe ́rez-Di ́az, 2002), and even genocides (McDoom, 2014).  

In the first years of computer-mediated communication, it was feared that 
online interaction would reduce the level of traditional interpersonal interaction 
and lead to a decline of individuals’ and societies’ social capital (Nie, 2001). 
However, this concern has since been questioned, and online communication has 
facilitated the creation of social capital (Bouchillon 2014; Hampton & Wellman 
2003; Kim & Kim, 2017; Schrock, 2016; Wellman et al., 2001). One often-
suggested explanation for this positive relationship is that SNS offers an efficient 
and accessible communication tool with one’s personal networks, which 
facilitates the formation and utilization of social capital (Boase 2008; Boase and 
Wellman, 2004; Ellison, Gray, Lampe, & Fiore, 2014; Ellison, Lampe, Steinfield, 
& Vitak, 2011; Ellison, Steinfield, & Lampe, 2007). 

Most studies on the subject have concentrated on the effects social media has 
on offline social capital (Abbas & Mesch, 2018; Williams, 2006). However, social 
capital is also generated within online communities based on virtual social ties 
(Oh, 2016; Park & Park, 2016; Perry et al., 2018; Williams, 2006). In these online 
communities, social capital is associated with higher user activity, as those 
members with the most social capital tend to be more likely to disseminate 
information and participate in community interactions (Chang & Chuang, 2011; 
Yen, 2016). In some cases, social capital generated online eventually spills over 
into the offline environment (Shen & Cage, 2015; Rosen et al., 2011). 

According to Julien (2015), online social capital is predominantly seen as a 
public good fostering information sharing and other virtual civic behaviors. 
However, the distinction, exclusion, and conflict aspects of social capital is 
characteristic of online social networks, as online communities can use significant 
effort and creativity to separate themselves from other communities (Julien, 
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2015). This claim is supported by several other studies reporting polarization and 
conflicts between various online networks (Rains et al., 2017; Yardi & Boyd, 2010; 
Zollo et al., 2017). These notions are in line with Lin’s (1999) early theorizing on 
the emerging phenomenon of online communities, which predicted that online 
social networks will promote social capital formation as well as “tensions, 
conflicts, violence, competition, and coordination issues among villages” (p. 47). 
As users with the most social capital embedded in online communities are the 
most active online communicators (Chang & Chuang, 2011; Yen, 2016), they are 
also more likely to expose themselves to risks and conflicts in online social 
networks (Green, 2007). 

3.3 Combining the social capital and social identity approaches 

In this study, the SIA and SCAs are combined to examine how group processes 
within online social networks form risk factors for online hate offending and 
victimization. There are some notable differences and similarities between these 
approaches. First, the SCA stresses investments in social networks that benefit 
individuals and social collectives (De Silva et al., 2005; Lin, 1999). The SIA, in 
turn, stresses the importance of social groups for self-construal (Tajfel & Turner, 
1986). SCAs have focused on social relations within actual social networks, and 
SIT emphasizes subjective identification in actual social networks (e.g., work or 
online communities) and abstract social categories (e.g., ethnic groups; Hogg, 
Abrams, Otten, & Hinkle, 2004). 

 
Social capital and social identification can be considered as theoretical 

explanations for the cohesiveness of social groups and the human being’s ability 
to contribute to social collectives instead of just taking advantage of them 
(Baumeister, Ainsworth, & Vohs, 2016; Brewer & Kramer, 1986; Coleman, 1990; 
Putnam, 1993). Social capital theory suggests that capital embedded in certain 
social networks will benefit network members, but it may have a civic effect 
extending outside these networks as well (Putnam & Goss, 2002). The SIA does 
not propose that identification to a social group would enhance solidarity toward 
other groups as well. On the contrary, identification may induce in-group 
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favoritism and out-group discrimination (Tajfel & Turner, 1979). In addition to 
social integration, both approaches have been used to study conflictual group 
relations. Intergroup conflicts have been in the central focus of SIA from the 
beginning of the tradition (Tajfel, 1970; Tajfel & Turner, 1979). SCAs, on the 
other hand, have been mainly concerned about the benefits of social ties (Julien, 
2015), but more agonistic accounts also exist (Bourdieu, 1984, 1986; Julien 2015; 
McDoom 2014; Pe ́rez-Di ́az 2002).  

Social identification and social capital can reinforce each other. Social 
identification to a group motivates cooperation and collective action which, in 
turn, leads to accumulations of social capital (Brewer & Kramer, 1986; Kelly & 
Kelly, 1994; Kramer, 2006). This tendency has been identified in offline groups, 
such as organizations (Kramer, 2006), and within online communities (Teng, 
2017; Yen, 2016). In addition, social identity may contribute to cognitive social 
capital by enhancing the sense of belonging to a certain social network 
(Baumeister & Leary, 1995; Steffens, Haslam, Schuh, Jetten, & van Dick, 2017). 
Furthermore, social identification is shaped by the interaction within groups 
(Jans, Leach, Garcia, & Postmes, 2014; Thomas et al., 2017). This indicates that 
social capital (e.g., the number and perceived quality of social ties) within social 
networks can induce social identification.  

Together, the SIA and SCAs account for the group processes emerging from 
the social self-construal as well as the quantitative and qualitative aspects of social 
networks. The common factor between these approaches is the role of belonging. 
The knowledge of group membership is the starting point for social identification 
and self-categorization (Tajfel & Turner, 1979; Turner & Oakes, 1986). 
Furthermore, individuals generate social capital via investment in the social 
networks they belong to (Lin, 1999; Wellman et al., 2001). Thus, belonging to 
social networks, such as a group of friends or an online community, can induce 
social identification and self-categorization as well as cognitive (e.g., trust or sense 
of belonging) and structural (e.g., number of social ties) investment into social 
networks. The combined framework of the SIA and SCAs offers a useful 
analytical tool, and it has been used in earlier studies regarding group behavior in 
offline (Vahtera, Buckley, Aliyeva, Clegga, & Cross, 2017; Kramer, 2006) and 
online contexts (Kaye, Kowert, & Quinn, 2017; Teng, 2017; Yen, 2016). The 
combined theoretical framework of SIA and SCAs is shown in Figure 1. 
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Figure 1. The theoretical framework of combined social identity approach and social 
capital approach. 
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4 STUDY OBJECTIVES AND HYPOTHESES 

The objective of this dissertation is to study how online hate offending and 
victimization is affected by online and offline social relations. This is done by 
using a social psychological framework that combines social identity approach 
and social capital theory but also more personal risk factors. I concentrate on 
adolescents and young adults who are members of the age group that is most 
engaged with online social networking (Organization for Economic Cooperation 
and Development, 2016). The number of studies scrutinizing online hate has 
increased in recent years (Burnap & Williams, 2015; Costello et al., 2016; Hawdon 
et al., 2017; Keipi, Näsi, et al., 2017). However, there are still research gaps that 
this dissertation aims to contribute to. First, even though various studies have 
focused on the perpetrators of cyberbullying or harassment (Peterson & Densley, 
2017) there is no research on determinants of offending due to online hate. 
Second, earlier research has analyzed the determinants of online hate 
victimization (Räsänen et al., 2016), but no studies have examined how offline 
and online social relations shape the likelihood and consequences of online hate 
victimization. Third, there is research on how triggering societal conditions 
contribute to online hate (Awan & Zempi, 2016; Burnap & Williams, 2015), but 
these studies have rather short time periods and concentrate on the occurrence 
of hate material in certain online platforms. 

To contribute to the abovementioned research gaps, five studies were 
conducted. The first two studies analyzed how online hate offending (Study 1) 
and victimization (Study 2) associate with cognitive social capital in offline and 
online contexts. The third study examined whether the victimization of offending 
crime online is associated with lower subjective well-being and whether the 
offline and online social belonging buffered this association. The fourth study 
analyzed how online group behavior (social homophily, social identity dynamics), 
and personal risk factors (impulsivity and internalizing symptoms) are related 
online hate offending. The fifth study analyzed whether triggering societal 
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conditions (i.e., economic recession and terrorist attacks) manifested in the 
temporal change of online hate between 2013 and 2015.  

4.1 Research hypotheses 

4.1.1 How does cognitive social capital offline and online associate with 
offending due to online hate? 

In the first study, we analyzed how cognitive social capital in personal networks 
offline (group of friends) and online (online community) associate with offending 
due to online hate among adolescents and young adults using data from Finland, 
Germany, the United Kingdom, and the United States. The cognitive social 
capital was conceptualized as trust and a sense of belonging to a personal 
network. Two competing hypotheses concerning the relationship between 
offending due to online hate and cognitive social capital were stated on the basis 
of social capital literature (see the Social capital approach to online hate section):  

 
H1: Social capital embedded in offline and online networks will have public value 
in the sense that it will facilitate the social organization of online interaction. 
Therefore, trust and a sense of belongingness to a group of friends and an online 
community will have a negative association with conflict behavior (i.e., the 
production of online hate content).  

 
H2: In online interaction, social capital embedded in offline and online networks 
will function as a resource in conflict. Given the distinction and exclusion 
between individuals and social groups, trust and a sense of belongingness to a 
group of friends and an online community will have a positive association with 
conflict-based online activity (i.e., online hate-content production). 
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4.1.2 How does social capital associate with being a victim of online hate? 

In the second study, we examined the relationship between online hate 
victimization and cognitive social capital embedded in offline (group of friends) 
and online (online community) personal networks among adolescents and young 
adults. The cross-national comparison was based on four comparable data sets 
from Finland, Germany, the United Kingdom and the United States. We also 
examined the nature of association between online hate offending and online 
social capital (i.e., whether the association is linear or nonlinear). The cognitive 
social capital was measured as trust and a sense of belonging to a personal 
network. We stated two main hypotheses based on social capital literature (see 
the Social capital approach to online hate section): 

 
H3: Cognitive social capital online will be linked to the likelihood of online hate 
victimization. As earlier research on the matter does not exist, the direction and 
the linearity of this hypothesized association are tested. 

 
H4: Social capital in the offline context will be negatively associated with online 
hate victimization. 

4.1.3 Is offensive cybercrime victimization associated with lower well-being, and 
does social belonging buffer the association? 

In the third study, we analyzed the relationship between cybercrime victimization 
and subjective well-being among adolescents and young adults from Finland, 
Germany, the United Kingdom and the United States. We studied the association 
between crime victimization and subjective well-being and whether the 
association is moderated by a sense of belonging to offline primary groups (family 
and friends) or to an online community. Cybercrime victimization comprised 
general, offensive cyberfraud victimization. We stated the following hypotheses 
on the basis of cyber victimization and buffering effect literature (see the Online 
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aggression and online hate section and the Social capital approach to online hate 
section): 

 
H5: Cybercrime victimization has a negative association with subjective well-
being. 

 
H6a: Social belongingness to offline primary groups buffers the negative 
association between cybercrime and subjective well-being. 

 
H6b: Social belongingness to an online community buffers the negative 
association between cybercrime and subjective well-being. 

4.1.4 Online group behavior and personal risk factors as determinants of online 
hate 

In Study 4, we used an integrative approach including online group behavior and 
personal risk factors (impulsivity and internalizing symptoms) to analyze online 
hate offending among Finnish adolescent and young adults. Online group 
processes were conceptualized as social homophily, social identification, and self-
stereotyping in a social media vignette experiment. On the basis of earlier studies 
concerning online interaction, online hate, and social identity (see the Social 
media and online hate and the Social identity approach to online hate section) we 
stated following hypotheses: 

 
H7: Online hate offending will be positively associated with impulsivity. 

 
H8: Online hate offending will be positively associated with internalizing 
symptoms. 

 
H9: Online hate offending will be positively associated with social homophily in 
online networks. 
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H10: The association between online hate offending and social homophily online 
will be stronger among those with high impulsivity and internalizing symptoms. 

 
H11: Online hate offending will be positively associated with online social 
identification. 

 
H12: Online hate offending will have a direct positive association with self-
categorization in online interaction and an indirect positive association with 
conformity to negative group norms. 

 
H13: The saliency of the group identity will modify the association between 
online hate offending and self-stereotyping. 

4.1.5 Did the risk of exposure to online hate increase after the November 2015 
Paris attacks? 

In Study 5, we analyzed the quantitative and qualitative changes in online hate 
exposure among Finnish adolescents and young adults between two time points 
ranging from spring 2013 to the end of 2015 (a few weeks after the Paris attacks). 
Our interest was whether the social conditions marked by fear, polarization, and 
uncertainty manifested in the temporal change of exposure to online hate. We 
stated three hypotheses on the basis of social identity literature (see the Social 
media and changing social networks section): 

 
H14: As a consequence of the unsafety and uncertainty caused by events in 2015, 
people will witness more hostility expressed in online spaces; thus, our survey 
respondents will report more exposure to hateful material online in 2015 when 
compared to 2013. 

 
H15: People will report more exposure to hate associated with categories relating 
to social uncertainty and perceived in-group threats (ethnicity or nationality, 
religion, political views, and terrorism). 
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H16: No similar effect will be found in terms of less relevant categories, such as 
gender, sexual orientation, disability, and appearance. 

4.2 Contextualizing the research 

In this dissertation, I study online hate among adolescents and young adults from 
Finland, Germany, the United Kingdom, and the United States (in Studies 1–3). 
In the following sections, I shall briefly discuss these factors that contextualize 
existing studies and the interpretations derived from them. 

4.2.1 Adolescents and young adults and online behavior 

The age group of adolescents and young adults is a distinctive population in terms 
of online behavior and aggression. Adolescents and young adults are the most 
active online users internationally (OECD, 2016; Official Statistics of Finland, 
2016; Pew Research Center, 2015b), and the time spent online by young people 
is beyond comparison to any other daily activity (Rideout, Foehr, & Roberts, 
2010; Yao and Zhong, 2013). For adolescents and young adults, online interaction 
can be an important medium for building and maintaining social relationships 
with peers and exploring identities (Boyd, 2014; Ellison, Blackwell, Lampe, & 
Trieu, 2016). However, the intensive use of social media may also endanger well-
being and development, as it can relate to negative outcomes, such as body image 
concerns, internalizing symptoms (Marengo, Longobardi, Fabris, & Settanni, 
2018), pathological use of SNS (Holmgren & Coyne, 2017; Yao and Zhong, 
2013), and parasocial relations and social distrust (Baek, Bae, & Jang, 2013). 

The neurological basis for emotions, motivation, and cognitive processing is 
still developing during adolescence and young adulthood, which manifests in 
relatively frequent risk-taking and immature decision-making at that age (Balogh, 
Mayes, & Potenza, 2013). Similarly, aggressive behavior tends to be most frequent 
during adolescence and then decreases toward young adulthood (Farrell, Sullivan, 
Esposito, Meyer, & Valois, 2005; Karriker-Jaffe, Foshee, Ennett, & Suchindran, 
2008). Currently, online aggression has produced new forms of abuse among 
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young people (Kowalski, Giumetti, Schroeder, & Lattanner, 2014). As in offline 
aggression, cyberbullying and cyber victimization are most prevalent among 
younger people (Álvarez-García, Núñez, Barreiro-Collazo, García, 2017; Barlet 
& Coyne, 2014; Oksanen & Keipi, 2013).  

4.2.2 Societal condition of Finland between 2013 and 2015 

One aim of this dissertation is to examine changes in the online hate exposure 
among Finnish adolescents and young adults during 2013 and 2015. This requires 
contextualizing societal conditions that characterize the time period. Finland was 
hit by the global economic recession (i.e., “the Great Recession”) in 2007, and 
the recovery was slow for years, as indicated by the prolonged youth 
unemployment (OECD, 2016) and record payment defaults (Oksanen, Aaltonen, 
& Rantala, 2015). 

The stagnated economic situation preceded the so-called immigration crisis, 
caused by the conflicts in Syria and Iraq that extended throughout Europe. In 
Finland, there was a fivefold increase asylum seekers in 2015, reaching 32,000 
that year. In Finnish society and around Europe, the increasing number of 
refugees further exacerbated the already existing ideological polarization between 
those opposing immigration and ethnic-cultural diversity and those taking a more 
liberal stance (Czymara & Schmidt-Catran, 2017; Haugerud, 2016; Kazharski, 
2017; Wahlbeck, 2016). The increase in anti-immigration sentiments manifested 
in public demonstrations and in the increasing number of hate crimes, especially 
those targeting immigration centers (Finnish Ministry of the Interior, 2016; 
Tihvera ̈inen, 2016). The theme of immigration was highly present in social media, 
which is part of a longer continuum in which social media and online social 
networks have offered the anti-immigration movement a medium for political 
mobilization and public agenda setting (Horsti, 2015). 

The atmosphere in Europe was already insecure when 2015 culminated in the 
Paris terrorist attacks on November 13, as several strikes by international terrorist 
organizations had occurred around the world that year (Haugerud, 2016). Even 
though the direct consequences of the tragedy were in the French capital, the 
occurrence of such mass violence tend to cause the social climate of continuing 
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insecurity and a disproportionate fear of future attacks (Comer & Kendal, 2007). 
This secondhand terrorism can be even stronger in countries that have infrequent 
terrorist attacks, such as Finland (Comer, Bry, Poznanski, & Golik, 2016).  

4.2.3 The cross-national context 

In this dissertation, I study online hate exposure, offending, and victimization 
among adolescents and young adults in Finland and in a cross-national context, 
including Finland, Germany, the United Kingdom, and the United States (Studies 
1–3). These nations are comparable regarding online risks, as they all are 
technologically advanced countries with high living standards (United Nations, 
2013). However, there are sociodemographic differences between the four 
countries. The United States is the most populated of these countries with more 
than 300 million inhabitants, followed by Germany (82 million), the United 
Kingdom (63 million) and Finland (5.5 million). Finland has the lowest ethnic 
diversity with only 5.7% of the population being immigrants, and the proportion 
is significantly higher in other thee countries (13.2%, 14.4%, and 14.5% for the 
United Kingdom, Germany and the United States, respectively) (United Nations, 
2015). In addition, Finland has the lowest income inequality, followed by the 
Germany, the United Kingdom and the United States (OECD, 2016).  

According to the Organization for Economic Cooperation and Development 
(OECD, 2016), there are also differences between Finland, Germany, the United 
Kingdom, and the United States in the case of technology use and social cohesion 
indicators on the population level. Of these four nations, only Finland is above 
the OECD average regarding technology use skills. The general life satisfaction 
is highest in Finland, followed by the United States, Germany, and the United 
Kingdom. However, when it comes to trusting in other people, the United States 
has the lowest level of trust at the population level. Trust is highest in Finland 
followed by Germany and the United Kingdom, with all of these three countries 
having a trust level above the OECD average. Finnish people are the most likely 
to engage with online social networks, followed by the United Kingdom and 
Germany (no data available from the United States). The Americans and the 
British show the most prosocial behavior on the population level, followed by 



 
 44 

Germans and Finns. However, there are no significant differences in cases of 
anti-social behavior between these countries (OECD, 2011).  

There are also differences between these countries in the legislation regarding 
hate content online and offline (Hawdon et al., 2017; Waldron, 2012). According 
to Hawdon et al. (2017), the United States is at the liberal extreme, having 
traditionally favored freedom of speech even in cases of hatred-inciting material. 
On the other hand, Germany has more restricting legislation banning speech that 
incites hatred against certain social groups or attacks people’s dignity. At this 
continuum, the United Kingdom can be placed closer to Germany, and Finland 
more closely resembles the United States, as Finnish legislation bans speech that 
threatens or insults certain social group, but in practice, these laws are rarely 
applied, and punishments are usually minor (Hawdon et al., 2017). 
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5 DATA AND METHODS 

Next, I will discuss the data and methods utilized in this dissertation. The data, 
measures, and methods used for each research article included in the dissertation 
are also summarized in Table 1. 

5.1 Data 

5.1.1 YouNet survey 

Studies 1 through 3 utilize YouNet survey data collected from Finnish (n = 555), 
German (n = 978), British (n = 999) and American (n = 1,033) adolescents and 
young adults between 2013 and 2014. The data were part of Hate Communities: A 
Cross National Comparison Project (funded by Kone Foundation, 2013–2016). 
Participants were aged 15 to 30 (MFIN = 22.59, SDFIN = 4.21; MGER = 23.21, 
SDGER = 3.97; MUK = 23.18, SDUK = 4.14; MUS = 23.09, SDUS = 4.04), and half 
of them were female (50% in Finland; 50.26% in Germany; 49.09% in the United 
Kingdom; and 50.34% in the United States). The survey was designed to 
investigate exposure and victimization to online hate and online hate offending 
among young people. The data were collected from the United States and Finland 
in spring 2013 and from the United Kingdom and Germany in spring 2014. In 
the online questionnaire, respondents were asked about their psychosocial and 
sociodemographic characteristics, online activities and online and offline social 
relations. For each country, respondents were recruited by Survey Sampling 
International (SSI), using panels that were balanced to demographically reflect 
adolescent and young adult populations in the country in terms of age, gender, 
and area of residence. In accordance with informed consent principles,  
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Table 1. Summary of research hypotheses, data, methods and measures by studies  

 
respondents were informed about the purpose and background of the study and 
their right to withdraw from the research at any point should they want to. In 
addition, participants were provided with contact information for possible further 
questions concerning the research project. After giving their consent, participants 
were provided a link to the online survey. The survey data were anonymous and 
no identifying information was collected from the respondents.  

 

Study 1 Study 2 Study 3 Study 4 Study 5

Tested hypotheses 
(section 4)

H1, H2 H3, H4 H5, H6a, H6b H7, H8, H9, H10, 
H11, H12, H13

H14, H15, H16

Data YouNet (2013-2014) YouNet (2013-2014) YouNet (2013-2014) YouGamble (2017), 
YouGamble-social 
media (2017)

YouNet (2013), 
SAMRISK Flash 
survey (2015)

Countries Finland (n = 555), 
Germany (n=978),      
UK (n=999),                    
U.S. (n=1,033) 

Finland (n = 555), 
Germany (n=978), UK 
(n=999), U.S. 
(n=1,033) 

Finland (n = 555), 
Germany (n=978), UK 
(n=999), U.S. 
(n=1,033) 

Finland (N=1200, 
N=160)

Finland (N=555, 
N=192)

Respondents age 15-30 15-30 15-30 15-25 15-30

Statistical techniques Logistic regression 
analysis

Logistic regression 
analysis

Linear regression 
analysis

Logistic regression 
analysis, structural 
equation modeling

Propensity score 
matching, logistic 
regression analysis

Dependent variables Online hate offending Online hate 
victimization

Subjective well-being Online hate offending, 
self-stereotyping, 
group norm 
conformity

Online hate exposure

Independent variables Offline trust, online 
trust, sense of 
belonging offline, 
sense of belonging 
online

Online social capital, 
offline social capital

Cybercrime 
victimization, 
victimization to 
offensive cybercrime, 
victimization to 
cyberfraud, sense of 
belonging offline, 
sense of belonging 
online

Impulsivity, 
internalizing 
symptoms, social 
identification online, 
social homophily 
online

Time

Covariates Gender, age, online 
activity, living 
arrangements

Size of the online 
network, size of the 
offline network, 
gender, age, 
victimization offline, 
online activity

Country, gender, age, 
online activity

Age, gender, Facebook 
activity, YouTube 
activity

Age, gender, 
education, Living 
arrangements, Internet 
use
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5.1.2 YouGamble and YouGamble Social Media surveys 

Study 4 utilizes YouGamble (N = 1200, first substudy) and YouGamble Social 
Media (N = 160) data sets collected from Finnish adolescents and young adults 
in spring 2017 as part of Problem Gambling and Social Media: Social Psychological 
Study on Youth Behavior in Online Gaming Communities (funded by the 
Finnish Foundation for Alcohol Studies, 2017–2019). Both surveys were 
designed to investigate social media use, online risk behavior, addictive behaviors, 
and well-being among young people. For this dissertation, items concerning 
online hate offending and its hypothesized correlates were included in the 
analyses. The respondents of the YouGamble data set mirror the Finnish 
adolescent and young adult population regionally and in terms of age and gender 
distribution (Sirola, Kaakinen, & Oksanen, 2018). Participant recruitment utilized 
the Finnish respondent panels of SSI. Respondents were contacted via email and 
provided with information concerning the survey as well as a link to an online 
survey. The respondents were aged 15 to 25 (M = 21.29; SD = 2.85), and 50% 
were female. The respondents of the YouGamble social media survey were 
recruited via Finnish discussion forums and SNS sites, and they were provided 
with a link to an online survey. Respondents were aged 15 to 30 (M = 22.48; 
SD = 2.58), and 57% (n = 91) of them were females. 

As the surveys included items concerning gambling and other forms of 
harmful behavior, the Academic Ethics Committee of the Tampere Region 
reviewed the research proposal in December 2016. No ethical problems were 
raised by the committee. Participants in both surveys were informed about the 
aims of the study and provided contact information for possible further 
questions. Afterward, the participation respondents were offered additional 
information concerning the survey and research project and contact information 
for potential further questions. The survey data was anonymous, and no 
identifying information was collected from the respondents.  

The YouGamble social media survey included a vignette experiment concerning 
behavior and self-stereotyping in social media interaction. For the experiment, 
respondents were randomly assigned into a salient group identity condition and 
a control condition for the experiment. In the salient group identity condition, 
respondents were told that they had been assigned into group C, which consisted 
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of similar respondents (based on answers in previous questions). Those in the 
control condition were given no group information.  

In the vignette experiment, respondents were shown vignette scenarios 
concerning gambling-related social media content and asked to indicate whether 
they would “like” (thumbs up) or “dislike” (thumbs down) the content or not 
react to the content at all in a real social media setting. In the vignettes, 
respondents were shown a manipulated distribution of other respondents´ earlier 
reactions. In half of the vignettes, a majority (about 90%) had disliked the content, 
but in the other half the majority had liked the content. For those in the salient 
identity condition, this distribution was framed by their in-group members’ earlier 
responses. We also manipulated the stance toward gambling presented in the 
vignette content. In half of the vignettes, the content was pro-gambling-oriented 
(discussed the upside of gambling; e.g., entertainment), and the other half anti-
gambling-oriented (discussed gambling-related harm; e.g., gambling problems). 
The third manipulated factor was narration of the content. Half of the vignettes 
were narrated as experience-based (first-person narration), and the other half was 
narrated as fact-based (third-person narration). For exact manipulations, see the 
vignettes translated into English in Appendix A 

This 2 × 2 × 2 factorial design resulted in eight vignettes, in which each 
participant was shown four scenarios. Thus, vignettes were partitioned into two 
sets, and the factorial structure was designed in a manner where the majority 
disliked both pro- and anti-gambling content and experience-based and fact-
based narration (Atzmu ̈ller & Steiner, 2010). Therefore, the group did not favor 
any form of gambling orientation or narration. 

5.1.3 SAMRISK Flash survey 

Study 5 utilizes the Finnish YouNet data set (N = 555) and the SAMRISK Flash 
survey data set (N = 193). The SAMRISK Flash survey was collected in the 
beginning of December 2015, approximately one month after the Paris attacks, 
as part of the Disruption, Social Capital and Resilience: A Longitudinal and Comparative 
Approach project (funded by The Research Council of Norway, 2014–2017). The 
original survey (N = 1,003) included respondents with ages ranging from 16 to 
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84 years, but only those respondents who were aged 16 to 30 were selected for 
this study (age, M = 23.13, SD = 3.78; 57.73% female). The data collection and 
respondent recruitment was administrated by TNS Finland, and the sample was 
stratified to mirror the Finnish population in terms of age, gender, and region. 
Quotas allowed small differences in the official population statistics. The survey 
was designed to examine psychosocial characteristics and offline and online 
activities after the Paris attacks. The survey also included questions concerning 
online hate exposure. The survey data was anonymous, and no identifying 
information was collected from the respondents.  

5.2 Measures and methods 

5.2.1 Study 1 

In Study 1, it was tested whether online hate offending associated with cognitive 
social capital in offline and online environments. Online hate offending was measured 
with a survey item in which respondents were asked whether they had produced 
online material that someone had interpreted as threatening or degrading with 
either a yes or no response. A dummy variable indicating whether a respondent 
had engaged in online hate offending (0, no; 1, yes) was coded on the basis of this 
item. In line with earlier research, both offline and online cognitive social capital 
were assessed as trust and a sense of belonging (De Silva et al., 2006; Harpman 
et al., 2002; Yip et al., 2007). Trust was measured by survey items in which 
respondents were asked to rate whether they agreed with the following phrases: 
“Good friends can be trusted” (offline trust), and “Only people met on the 
Internet can be trusted” (online trust) on a scale of 1 (you cannot be too careful) to 10 
(can be trusted entirely). The sense of belonging was measured by items in which 
respondents were asked to rate how closely they felt they belonged to their circle 
of friends (offline sense of belonging) and in an online community (online sense 
of belonging) on a scale from 1 (not closely at all) to 5 (very closely). In addition, 
gender, age, online activity (i.e., number of used online services), and living 
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arrangements (i.e., whether the respondent was living alone) were used as 
covariates in the analyses. 

To assess the associations between online hate offending and social capital 
logistic regression analysis with a maximum likelihood estimation was conducted. 
Logistic regression analysis is a multivariate method used to predict the outcome 
of a dichotomous variable (y = 1) as a function of continuous and categorical 
dependent variables. In other words, logistic regression analysis estimates the (log 
of) odds of studied outcomes given the certain values of dependent variables 
(Keith, 2015; Tabachnik & Fidell, 2001). The modeled associations are often 
reported as regression coefficients or odds ratios. However, interpreting 
regression coefficients and odds rations between logistic regression models can 
be challenging, as they are affected by the unobserved heterogeneity present in 
logistic regression models (Mood, 2010). The reporting of average marginal 
effects (AME) is one way to adjust for this problem. AMEs indicate the change 
in the probability (versus the odds) of y = 1, resulting from a one-unit change in 
certain independent variables. In the case of regression models in Study 1, AMEs 
and their standard errors are reported along with the coefficient of model 
determination (McFadden's adjusted R2). 

5.2.2 Study 2 

Study 2 examined the associations between online hate victimization and 
cognitive social capital.  

Online hate victimization was measured with a survey item in which respondents 
were asked whether they agreed with the statement “I have personally been the 
target of hateful or degrading material online” (0, no; 1, yes). As in Study 1, online 
and offline cognitive social capital were measured as trust and as a sense of 
belonging to an online community or group of friends (see the Study 1 section). 
However, in this study, measures of trust and sense of belonging were combined 
into composite variables measuring both online and offline cognitive social 
capital. Due to the various scales for the indicator variables, we used standardized 
(z-score) variables to form composite variables for online and offline social 
capital. The scale reliabilities were .70 for online and .71 for offline social capital 
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(Cronbach’s α calculated for aggregate data). Furthermore, the size of an online 
network (number of Facebook friends) and an offline network (number of good 
friends), gender, age, victimization experiences offline, and online activity were 
used as covariates. 

As in Study 1, the logistic regression analysis with maximum likelihood 
estimation was used as a multivariate method for predicting the probability of 
online hate victimization given the values of independent variables. To test the 
relationship between online hate victimization and social capital and the linearity 
of the relationships, three logistic regression models with estimated regression 
coefficients, standard errors, and p values were conducted for the aggregate data 
as well as separately for each country. Model 1 estimated the linear relationship 
between online social capital and online hate victimization. In Model 2, the 
relationship between online social capital and online hate victimization was 
estimated by adding a squared online social capital term in the model. In Model 
3, in turn, the third-order online social capital term was introduced for the 
purpose of estimating the cubic relationship. The model with the highest 
significant online capital term was reported for each country (Bliese & Ployhart, 
2002; Keith, 2015). In addition to regression coefficients, we present margin plots 
to facilitate the interpretation of the relationship between online social capital and 
the change in the probability of online hate victimization. Plots were based on 
predictive margins and their confidence intervals that were calculated from the 
predictions of our logistic models. As in the case of AME coefficients, these 
estimates indicated the average probabilities of online hate victimization  in terms 
of online social capital values. Plots are presented separately for each country 
sample.  

5.2.3 Study 3 

In Study 3, we analyzed the associations between online crime victimization and 
subjective well-being and whether offline and online belonging moderated this 
association. Cybercrime victimization, offensive cybercrime victimization, and 
cyberfraud victimization were measured with dichotomous variables (0, no 
victimization experience during the past three years; 1, at least one victimization experience 
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during the past three years). The variable measuring cybercrime victimization in 
general was based on a survey item in which the respondents were asked whether 
they had been subjected to cybercrime during the past three years. Those 
respondents answering yes to this question were then addressed with a follow-up 
question on whether the crime had been defamation, illegal threat, identity theft, 
fraud, sexual harassment, or something else. Two victimization variables were 
then coded on the basis of these answers. Offensive cybercrime victimization was 
coded as 1 if the respondent had experienced defamation, threat, or sexual 
harassment during the past three years. Meanwhile, cyberfraud victimization was 
coded as 1 if the responded had experienced identity theft or online fraud during 
the past three years. Both variables were coded as 0 for respondents with no 
victimization experiences. The country information, gender, age, and online 
activity were used as covariates in the multivariate analyses. 

Subjective well-being was measured with a composite variable based on the 
following survey items: (a) “All things considered, how happy would you say you 
are?” and (b) “All things considered, how satisfied are you with your life as a 
whole nowadays?” For both items, the measurement scale ranged from 1 
(extremely unhappy or extremely unsatisfied) to 10 (extremely happy or extremely satisfied). 
Both of these items are validated and widely used measures of subjective well-
being (Abdel-Khalek, 2006; Diener, 2000; Jorm & Ryan, 2014). Responses to 
these questions were then combined into a sum variable with a scale from 2 to 
20 and good internal consistency (Cronbach’s α = .88).  Social belonging in offline 
and online contexts was measured with variables based on survey items in which 
respondents were asked to indicate, on a scale from 1 to 5, how strongly they felt 
a sense of belonging to their families, circles of friends, school or work 
communities, and online communities. As such, the first three variables measured 
participants’ social belonging to primary groups originating in the offline setting, 
whereas the last measures focused on social belonging to communities originating 
in, yet not necessarily restricted to, the online environment. The variable 
measuring social belonging in the offline context was formed by combining 
answers to the first three questions into a sum variable with a scale of 3 to 15 and 
sufficient internal consistency (Cronbach’s α = 0.69). The variable measuring 
online social belonging was based on the question concerning participants’ sense 
of belonging to an online community.   
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In the predictive analysis, the association between cybercrime victimization 
and SWB was assessed by using hierarchical linear regression models with 
ordinary least squares estimation. In the regression models, unstandardized and 
standardized (ß) regression coefficients and their standard deviations and 
statistical significances, coefficients of effect sizes (partial η2), and model 
determination coefficients (McFadden's adjusted R2) were estimated. The first 
model included SWB as a dependent variable and our covariates as predictors. In 
the second model (main effect model), cybercrime victimization was added as a 
predictor. The potential moderating role of social belonging, in turn, was analyzed 
with a third model including interaction terms between cybercrime victimization 
and offline and online social belonging (moderation effect model). Models 2 and 
3 were estimated separately for each type of cybercrime victimization (cybercrime 
in general, offensive cybercrime, and cyberfraud). To elaborate on the 
hypothesized moderation effect, we present adjusted prediction plots to visualize 
how social belonging moderated the association between cybercrime 
victimization and SWB. Adjusted predictions reveal the effect of cybercrime 
victimization separately for low (one standard deviation below the mean), average 
(the mean), and high (one standard deviation above the mean) social belonging, 
with other covariates being kept fixed at their mean values.  

5.2.4 Study 4 

The Study 4 was divided two sub-studies to analyze how online hate offending is 
associated with online group processes (social homophily, social identification, 
and self-stereotyping) and individual risk factors (impulsivity and internalizing 
symptoms). For measuring online hate offending, respondents were asked how often 
they sent messages in social media that offended or threatened other users. 
Respondents were given the following reply options: 1 = “never,” 2 = “less than 
once a year,” 3 = “at least once a year,” 4 = “at least once a month,” 5 = “more 
than once a moth,” 6 = “once a week,” and 7 = “daily.” The measure was 
dichotomized for further analyses to indicate whether the respondent had ever 
been engaged in online hate offending. 
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In the first sub-study, impulsivity, internalizing symptoms, online social 
identification, and online social homophily were used as independent variables 
predicting online-hate-based offending. Impulsivity was measured with the 
Eysenck Impulsiveness Scale  (Dussault, Brendgen, Vitaro, Wanner, & Tremblay, 
2011; Eysenck & Eysenck, 1978). The five-item scale showed acceptable internal 
consistency (Cronbach’s α = .74), and thus, all items were added up to create a 
composite variable, with a higher figure indicating a higher level of impulsivity. 
Internalizing symptoms were measured with the General Health Questionnaire 
(Goldberg & Blackwell, 1970; Goldberg et al., 1997). The 12-item scale had good 
reliability and a Cronbach’s α of .88. In accordance with the ordinal coding 
method for the General Health Questionnaire, the final variable for our analysis 
was conducted by adding up all 12 items (Pevalin, 2000). Online social 
identification was measured with two items in which respondents were asked to 
assess how well the following phrases described them: “In social media, I’m part 
of a community that is an important part of my identity” and “In social media, 
I’m part of a community that I’m proud of.” For both items, the response scale 
ranged from 1 (does not refer to me at all) to 10 (refers to me completely). These items 
were modified from previous social psychological operationalizations of social 
identification (Leach et al., 2008). Items had good internal consistency 
(Cronbach’s α = .83), and thus, they were added up to create a count variable for 
further analysis. Online social homophily was measured with two items: “In social 
media, I interact only with people who are similar to me” and “In social media, I 
interact only with people who share my interests.” Here, respondents were again 
asked to assess how well the two phrases described them on a scale from 1 (does 
not refer to me at all) to 10 (refers to me completely). These items were modified from 
the attitude dimension of the perceived homophily scale (McCroskey, 
McCroskey, & Richmond, 2006; McCroskey, Richmond, & Daly, 1975). The two 
items were added together to create a scale with a Cronbach’s α of .77. Age, 
gender, and Facebook and YouTube use were used as covariates in the analyses. 

In the second substudy, we analyzed whether online hate offending was 
associated with self-stereotyping and group norm conformity in an online 
interaction experiment included in the YouGamble social media data set (see the 
YouGamble and YouGamble Social Media surveys section). The measures of 
online hate offending, group identity salience, self-stereotyping, and conformity 
to a negative group norm were included in the analyses. The same item was used 
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to measure online hate offending as in Study 1, and it was dichotomized in the 
same manner for the analyses. Information on whether the respondent was 
included in the salient group identity condition or the control condition (see the 
Data section) was included in the analysis as a dichotomous measure (0 = group 
identity condition; 1 = control condition). Self-stereotyping was measured with 
two items on a scale from 1 (do not agree at all) to 10 (completely agree): “I have a lot 
in common with other group members/respondents” and “I am similar to other 
group members/respondents” (adapted from Leach et al., 2008). These questions 
were presented to respondents after they had completed a social media vignette 
experiment (see the Data section). As the measure consisted of only two 
questions, the items were added up and used as an observed variable in our 
structural equation model. Conformity to a negative group norm was calculated as the 
number of dislikes in two vignettes with a majority disliking the content, minus 
the dislikes in the vignettes in which a minority disliked the content (Atzmu ̈ller 
& Steiner, 2010; Bergh et al., 2016).  

In the first substudy, we conducted logistic regression analysis with maximum 
likelihood estimation to assess the associations between online hate offending 
and our predictors. In the models, odds ratios, standard errors, p values, AME 
coefficients, and pseudo-R2 coefficients (McFadden's R2) were estimated. Model 
1 included all of our predictor variables and covariates. In Model 2, interactions 
between our personal risk factor variables, impulsivity and internalizing 
symptoms, and online social homophily were added. We used both the 
significance test of interaction terms and the likelihood ratio test to assess the 
statistical significance of the interaction effects. To elaborate on significant 
interactions in Model 2, we counted predictive margins, and based on these 
estimates, we present adjusted prediction plots to visualize interactions. In the 
second substudy, a structural equation model with maximum likelihood 
estimation was used to asses our theoretical model. For the modeled association 
in our structural equation model, β coefficients and their statistical significance 
are reported. We also report widely used fit indices, including c2 statistic along 
with degrees of freedom and the corresponding significance test, the root mean 
squared error of approximation with a 90% confidence interval, the standardized 
root mean squared residual, and the comparative fit index (Hu & Bentler, 1999). 
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5.2.5 Study 5 

Study 5 analyzed the differences in the quantity and quality of online hate 
exposure before 2013 and after the 2015 Paris attacks (a few weeks after the 
assaults). Online hate exposure was measured in two data sets (see the Data 
section) by asking participants whether they had seen (in the past three months) 
online material that threatened or degraded individuals or social groups (0, no; 1, 
yes). The participants who had seen online hate content were then presented with 
a follow-up question concerning the characteristics to which the hateful material 
had related. Options included ethnicity or nationality, religious conviction, 
political views, sexual orientation, gender, disability, appearance, and terrorism. 
This measure of online hate and its subtypes was used in earlier research (Costello 
et al., 2016; Hawdon et al., 2015, 2016; Oksanen, Hawdon, Holkeri et al., 2014). 
Exposure to these hate content types was measured with dummy variables (0, no 
exposure; 1, exposure to the particular type of online hate). The time variable (i.e., the 
treatment variable) indicated whether the observation was made after the Paris 
attacks. The value of this variable was 0 for the respondents who had answered 
the survey before the attacks (the data set collected in 2013) and 1 for those 
included in the data set collected at the end of 2015. Age, gender, education, living 
arrangements (i.e., whether the respondent was living with his or her parents), 
and Internet use were used as covariates in the analyses. 

These analyses used an analytical combination of the statistical technique of 
nearest-neighbor matching (Rubin, 1973; Stuart, 2010) and logistic regression 
analysis for estimating the effect of time on exposure to hateful online content. 
This chosen statistical technique allowed us to adjust for possible selection bias 
due to differences between the data sets in terms of sociodemographic 
characteristics and online use activity (for selection bias in observational data, see, 
e.g., Rickles, 2016; Stuart, 2010). With nearest-neighbor matching, we created two 
comparative sets of participants from the 2013 data set (the control group, or the 
group prior to the assault) and the 2015 data set (the treated group). In the 
process, every respondent in the treatment group was provided with a closest 
matching counterpart from the control group. The selection of control group 
respondents was based on the propensity score, a measure of the distance 
between observations based on the likelihood of belonging to the treatment 
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group. The likelihood was based on a logistic model using the selected covariates 
(i.e., age, gender, education, living arrangements, and Internet use) as predictors 
and membership in the treated group as an outcome variable.  

In step two, we first combined the matched samples in one aggregate data set. 
Then, we estimated the effect of the Paris attacks (the treatment variable) as a 
change in the probability of online hate exposure by running a logistic regression 
model with the maximum likelihood estimation adjusted for the same covariates 
also used in the propensity score estimation. In our logistic regression models, 
AME coefficients, standard errors, z-values, and p-values were estimated. This 
two-step model combining the matching process and regression analysis is a 
recommended method for reducing selection bias and was used in earlier studies 
as well (Klement, 2016; Rubin & Thomas, 2000). 

5.3 Research ethical reflection 

Researching sensitive topics such as online hate content requires some ethical 
refection (Decker, Naugle, Carter-Visscher, Bell, & Seifert, 2011). Thus, ethical 
perspective has been considered when planning and conducting the research and 
when reporting the research findings. All the research surveys were formulated 
in manner that no actual hate contents were presented and no emotionally 
arousing tasks were involved. In case of a vignette experiment in Study 4 (see 
YouGamble and YouGamble Social Media surveys section), the research proposal 
was reviewed in advance by the Academic Ethics Committee of the Tampere 
Region.  

All conducted surveys were computer administrated and participants could fill 
them without a presence of an interviewer. It is still possible, of course, that the 
questions concerning online hate or online crime would have caused distress 
among respondent with previous online victimization experiences, for example 
(See Decker et al., 2011). For that end, respondents were offered contact 
information for further questions or comments after filling the survey. All the 
surveys were anonymous and all respondents in the dataset were unidentifiable, 
which is of course particularly important when studying sensitive topics. To 
acquire informed consent, participants in all surveys were informed in advance 
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about the theme of the research and they were told that they are free to withdraw 
from the study at any point.  

It is often discussed among criminological inquiry, that reporting research 
findings may cause stigma or deterministic attitudes towards certain groups of 
people (see e.g. Focquaer, 2018).  To address this issue, all the analyses are 
conducted and results are reported in a manner that no specific individuals or 
social groups are being, or could be, referred to as perpetrators or victims of 
online hate. In addition, the limitations of causal inference are discussed. 
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6 OVERVIEW OF THE MAIN FINDINGS 

6.1 Article I: Social capital and online hate production: A four-
country survey article on crime law and social change 

According to our results, online hate offending was rare among adolescent and 
young adults in all country samples, as the proportion of respondents reporting 
online hate offending ranged from 0.9% in Germany to 3.4% in the United 
Kingdom, 4.0% in Finland, and 4.1% in the United States. Online hate offending 
was associated with cognitive social capital indicators. An increase in trust toward 
a group of friends was associated with a decreased likelihood of online hate 
offending. A sense of belonging to a group of friends, however, was not 
significantly related to hate offending. Of the online cognitive social capital 
indicators, both trust and sense of belonging to an online community were 
significantly and positively associated with online hate offending. Thus, our 
results supported both the communitarian (H1) and agonistic (H2) hypotheses, 
as cognitive social capital invested in offline and online personal networks 
appears to have a different function when it comes to hostile online behavior.  

Of our covariates, only gender was significantly associated with online hate 
offending, with males being the more likely offenders. In addition, young people 
who were living by themselves were more likely than others were to engage in 
online hate offending, yet this association was slightly nonsignificant.  
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6.2 Article II: How social capital associates with online hate 
victimization?  

According to our results, the prevalence of online hate victimization experience 
varies between countries. Victimization was most prevalent in the U.S. data set, 
where 16% of young people had been the targets of threatening or degrading 
online material. The United States was followed by the United Kingdom, Finland, 
and Germany, with 12%, 10%, and 4%, respectively, reporting such an experience 
in the past three months.  

Online cognitive social capital was associated with online hate victimization in 
all data sets. In the United States and Germany, the association was linear, with a 
higher amount of cognitive social capital being associated with an increased 
likelihood of online hate victimization. In the case of the United Kingdom, the 
relationship was quadratic indicating that online cognitive social capital was 
related to a higher probability of online hate victimization and the positive effect 
increased toward the highest values of social capital. In the Finnish data set, the 
association was cubic, that is, the likelihood of victimization experience first 
increased when cognitive social capital increased, but the probability then started 
to decrease toward the highest values (values of one standard deviation above the 
mean or more). Offline cognitive social capital, in turn, was associated with a 
decreased likelihood of online hate victimization in all country data sets but 
Finland’s. Thus, our results supported both research hypotheses concerning the 
role of online (H3) and offline (H4) cognitive social capital. 

Of our covariates, online activity and offline victimization experiences were 
associated with online hate victimization as the most active online users and those 
abused in the offline environment were more likely to become victims of online 
hate. The sizes of online or offline social networks were not associated with 
online hate victimization.  
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6.3 Article III: Cybercrime victimization and subjective well-
being: An examination of the buffering effect hypothesis among 
adolescents and young adults 

Only a relatively small proportion of respondents reported having been victims 
of cybercrime. The proportion was highest in the United Kingdom (7.4%) 
followed by the United States (6.1%), Germany (6.0%), and Finland (6.0%). 
Offensive cybercrime victimization was more prevalent compared with 
cyberfraud victimization in all country data sets.  

As hypothesized, cybercrime victimization was associated with lower 
subjective well-being (SWB) (H5). The association was relatively weak, but it was 
strongest in the case of offensive cybercrime victimization. Our moderation 
analysis partly supported our hypotheses; belonging to offline social networks 
significantly buffered the negative association between cybercrime victimization 
and SWB (H6a), as the negative association mainly concerned those with weak 
belonging to offline networks. Online belonging did not have such a buffering 
effect (H6b). Of the included covariates, being Finnish and a possessing strong 
sense of belonging to offline networks predicted higher SWB.  

6.4 Article IV: Impulsivity, internalizing symptoms, and online 
group behavior as determinants of online hate 

According to our results, the majority of adolescents and young adults had never 
threatened or degraded others in their online interactions. 78% of the 
respondents in the first substudy and 75% in the second substudy reported 
having never been engaged in online hate offending whereas the remainder 
reported offending less than once a year or more often.  

Both online group behavior and individual risk factors predicted online hate 
offending. As hypothesized, impulsivity (H7), internalizing symptoms (H8), and 
social homophily (H9) were all positively associated with online hate offending. 
In addition, internalizing symptoms and social homophily had an interaction 
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effect on hate offending, as offending was more likely to occur among those who 
highly preferred similar online contacts and had high internalizing symptoms 
(H10). Unlike hypothesized, however, online social identification was not 
significantly associated with online hate offending (H11).  

The results based on survey experiment in second substudy also supported 
our hypotheses. As hypothesized, online hate offenders were more likely than 
others to self-stereotype in online vignette scenarios (H12) and this was true only 
in the case of salient group identity (H13). The indirect association between 
online hate offending and conformity to a negative group norm via self-
stereotyping was almost significant in the salient group identity condition 
(p = .074) and non-significant in the control condition (p = .537). Of our 
covariates, younger age and male gender were associated with more likely online 
hate offending. 

6.5 Article V: Did the risk of exposure to online hate increase 
after the November 2015 Paris attacks? A group relations 
approach 

As hypothesized (H14), exposure to threatening or degrading material was 
substantially higher after the Paris attacks than it had been in 2013. The 
probability of online hate exposure was 27% higher among adolescents and 
young adults after the Paris attacks. The qualitative change in online hate 
exposure was also in line with our hypotheses (H15 and H16). Whereas the 
encountered online hate material in 2013 related equally often to sexual 
orientation and nationality or ethnicity followed by appearance, the three most 
frequently witnessed hate types in 2015 were nationality or ethnicity, religious 
conviction, and terrorism. The increase was strongest in the case of hate related 
to terrorism (42%), religious conviction (34%), ethnicity or nationality (28%), and 
political views (19%). As hypothesized, exposure to other types of online hate 
(i.e., gender, disability, sexual orientation, and appearance) did not increase at the 
same magnitude or did not increase at all during the time frame.  
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7 DISCUSSION 

The main aim of this dissertation research was to examine online hate offending, 
victimization, and exposure among adolescents and young adults. The 
dissertation research included five studies that analyzed online hate from different 
perspectives. Studies 1 and 4 analyzed online hate offending and its associations 
with offline and online cognitive social capital (Study 1) and online group 
behavior (Study 4). Studies 2 and 3, in turn, examined victimization experiences. 
In Study 2, the associations between online hate victimization and online and 
offline cognitive social capital were analyzed. Study 3 concentrated on cybercrime 
victimization—specifically, whether offensive cybercrime victimization and 
cyberfraud victimization were associated with lower subjective well-being. It was 
also tested whether a sense of belonging to offline and online social networks 
buffered the potential negative association.  In Study 5, it was analyzed whether 
the societal condition is manifested in the temporal change in online hate 
exposure. The studies were conducted among Finnish young people and in the 
cross-national context, including Germany, the United Kingdom, and the United 
States as well (Studies 1–3).   

According to the results of this dissertation, the clear majority of young online 
users in Finland, Germany, the United Kingdom, and the United States does not 
threaten or degrade others in their online communication. In the international 
comparison between 2013 and 2014 (Studies 1 and 2), online hate victimization 
appeared to be more prevalent compared with online-hate-based offending in all 
of the countries. Given the even higher proportion of young people who had 
witnessed hate content online in 2013 (Study 5), it appears that hateful content is 
being amplified in online communication: a relatively small fraction of users are 
producing the hate content, but it can victimize many more and is being 
encountered among an even larger number of online users. These results are in 
line with earlier studies reporting that online hate is only a marginal part of online 
communication (Jakubowicz et al., 2017; Williams & Burnap, 2016) but remains 
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highly visible in mainstream online communication (Costello et al., 2016; 
Hawdon et al., 2017; Oksanen, Hawdon, & Räsänen, 2014).  

The amplifier effect of online hate is likely due to the enhanced possibilities 
of one-to-many online communication that allows users to reach huge audiences. 
In addition, as people are persistently and pervasively connected to a wide 
network of various social ties in social media, they also encounter large amounts 
of shared information, which may include disturbing material (Hampton, 2016; 
Hampton et al., 2014), such as hostile ideas and opinions. Hostile content and 
discussion can also gain visibility due to SNSs’ strategy to maximize the number 
of connections and the amount of data flowing within their platforms (Van Dijck, 
2012, 2013b). This can lead to the promotion of such socially undesirable 
phenomena as harassment campaigns (Pew Research Center, 2017a). 

In the case of online hate offending, however, it is worth noticing that the 
results at two time points using two measurements revealed significant variation 
in the proportion of Finnish adolescents and young adults who had engaged in 
online offending. In the survey data collected in 2013, 4% of respondents 
reported having produced threatening or degrading online content, whereas the 
proportion was 22 to 25% in 2017. This might indicate an increase in hate 
offending among young people during the four-year period, but drawing this 
conclusion would require more evidence, as the age ranges of the respondents 
(15–30 in 2013 and 15–25 in 2017) and the measurement methods differed 
between the two surveys.  

Online hate is related to offline and online social relations. Studies 1 and 2 
indicated that users who had the highest amounts of cognitive social capital 
embedded in their online social networks were also the most likely online hate 
offenders and victims. In the case of offline cognitive social capital, the 
association was reversed, as those with the highest amounts of social capital were 
less likely to offend others or to be victimized in their online interactions. Thus, 
social capital in the offline environment appears to have a public, socially 
integrative function (Putnam & Goss, 2002), whereas online social capital appears 
to function in a more antagonistic manner, making conflictual online behavior 
more likely (Julien, 2015). 

In social media, people can execute selectivity over the social networks with 
which they engage (Bakshy et al., 2015). This may lead to the formation of 
similarly minded social networks but also antagonistic relations between various 
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online groups (Boutyline & Willer, 2017; Densley & Peterson, 2017; Stern & 
Ondish, 2018; Yardi & Boyd, 2010; Zollo et al., 2017). Thus, the users with the 
highest amounts of social capital embedded in online social networks become, 
more often than others, involved in the clashes that take place among various 
networks. This explanation received further support from the finding in Study 4 
that online social homophily was associated with online hate offending, especially 
among those with low psychological well-being. Of course, in some cases, social 
capital may be invested in online hate groups that explicitly endorse and reinforce 
the expressing of hateful ideologies (Caiani & Parenti, 2013; Douglas et al., 2005; 
Gerstenfeld et al., 2003; Levin, 2002; Lucassen & Lubbers, 2012; Lunstrum, 2017; 
M. A. Wong et al., 2015). In addition, members with the highest amounts of social 
capital tend to be the most active participants and information disseminators 
(Chang & Chuang, 2011; Yen, 2016), which may increase the likelihood of 
victimization.  

According to Kawachi et al. (1999), one mechanism through which social 
capital is likely to enhance safety and to inhibit harmful behaviors is that social 
capital fosters social control, which then makes deviant behavior less likely. 
However, in the case of online networks, people may be motivated to form online 
social networks that share and validate their behaviors that are considered to be 
deviant in other social contexts (Dengah et al., 2018). This could explain why 
social capital in the traditional offline context decreased the likelihood of being 
involved in hostile online communication (either as a victim or a perpetrator), 
whereas online social networks appear to have an opposite effect. This same 
mechanism of deviant peer norms has also been found in the offline environment 
in the case of criminal gangs, for example (Densley & Peterson, 2017; Peterson 
& Densley, 2017). 

According to Study 3, being offended online is related to a weaker 
psychological well-being, at least in the case of occurrences identifiable as crimes 
(Study 3). Being a victim of online offensive crime seems to have a stronger 
negative effect compared with being a cyberfraud victim. Social relations can 
buffer the negative association, but, again, offline and online social networks 
appear to function differently. Social relations to offline primary groups protected 
adolescents and young adults from the harmful effects of cybercrime 
victimization as suggested by the buffering hypothesis (Cohen & Wills, 1985). 
This suggests that even though online communities may be important for young 
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people, and especially for those with weak social ties in the offline environment 
(Cole et al., 2017; Leist, 2013; Mesch, 2012), they do not function as equivalent 
psychosocial buffers to offline primary groups. 

In addition to social capital, online hate offending appears to be related to 
social identity dynamics. Even though online hate offending was not, per se, 
associated with online social identification in Study 4, online hate offenders were 
more likely to self-stereotype and thus to follow negative group norms in their 
online behavior. This is in line with earlier research indicating that social 
identification is not necessarily related to out-group antagonism (Brown, 2010; 
Jackson & Smith 1999; Mummendey et al., 1992). Instead, social identification is 
more likely related to out-group antipathies when it leads to a depersonalized self-
concept (e.g., self-stereotyping) or a salient rivalry between the in-group and out-
group (Jackson & Smith 1999). Depersonalization was found to be particularly 
characteristic of online interaction in earlier studies (Lea & Spears, 1991; Reicher, 
Spears, & Postmes, 1995), and it has been reported to be related to online 
antisocial behavior (Christopherson, 2007; Fox & Tang, 2014; Peterson & 
Densley, 2017; Rains et al., 2017; Tang & Fox, 2016). However, as the social 
identity model of deindividuation effects model highlights, perceived in-group 
norms should play an important role in shaping depersonalized group behavior 
(Reicher et al. 1995; Reicher et al., 2016). Thus, it is likely that self-stereotyping 
would not be related to online hate offending if one’s in-group norms endorse 
prosocial behavior. 

The results of Study 5 indicated that online hate is also related to intergroup 
relations on a societal level. At times of public unsafety, uncertainty, and political 
polarization in the past, exposure to online hate became dramatically more 
frequent among Finnish adolescents and young adults. In addition to a 
quantitative increase in hate exposure, hate content was directed against certain 
social groups. Whereas hate material was increasingly related to terrorism, 
ethnicity or nationality, religious convictions, or political views, such less heated 
themes as gender, appearance, sexual orientation, and disability did not increase 
at the same magnitude, if at all. This is in line with earlier research reporting 
increased online hate content targeting ethnic and religious groups after triggering 
events (Awan & Zempi, 2016; Williams & Burnap, 2016). According to SIA, 
times of insecurity and uncertainty make certain social categories more relevant 
for making sense of social reality and thus for self-concept and social comparison 
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(Tajfel & Turner, 1979). Furthermore, a perceived threat and uncertainty are likely 
to reinforce identification with clearly bounded in-groups (such as nationalities) 
and antagonism toward out-groups (Greenberg et al., 1986; Hogg, 2007, 2014; 
Stephan et al., 2009). In online spaces, this is manifested in the increased presence 
of hate content. This trend may be self-reinforcing, as the increasing visibility of 
hateful opinions in social media can be found to be empowering among those 
holding similar views, which, in turn, lowers the threshold of expressing one’s 
own ideas (Barkun, 2017; Chun & Lee, 2017). Thus, online hate trends can be 
seen as a reflection of wider societal group-relations (George, 2017). Thus, online 
hate may induce a vicious cycle in which strained group-relations are reflected in 
online hate and the hostilities expressed online, in turn, further polarize the 
offline social relations (see Chan & Fu, 2017). 

7.1 Limitations 

As this dissertation has explored online hate using cross-sectional data, all 
reported results must be interpreted as associations rather than causal relations. 
All directions in statistical models (i.e., dependent and independent variables) and 
their interpretations are based on a theoretical framework rather than on 
temporality or variable manipulation, for example. This limitation must also be 
acknowledged when interpreting the results of Studies 4 and 5, which used 
experimental design and propensity score matching to account for some of the 
problems in observational data but were still based on correlational analysis. 

The measurement of online hate should also be acknowledged when 
interpreting the results. First, online hate was measured as the subjective 
experience of seeing (exposure), producing (offending), or being the target of 
(victimization) online material that threatens or degrades individuals or social 
groups. Thus, some idiosyncratic disagreement on the meaning of threatening or 
degrading content likely exists. As in the case of hate speech, online hate refers 
to the heterogeneous collection of expressive phenomena (see Brown, 2017), and 
the diversity present in this collection cannot be easily reduced to survey items. 
Thus, the personal interpretation of threatening or degrading material might be 
arbitrary to some degree, but it also captures the experience of being a witness, 



  
 68 

offender, or victim of online hate. Second, questions concerning online hate can 
be affected by so-called social undesirability bias, which refers to the 
underreporting of some phenomena possibly considered to be sensitive among 
respondents (Tourangeau & Yan, 2007). However, this problem was addressed 
in the present studies, as all of the online surveys were self-administered, and as 
respondents were able to complete the surveys by using their own devices without 
the presence of an interviewer. These techniques have been found to reduce 
social undesirability bias (Tourangeau & Yan, 2007). 

In addition to online hate measurement, the operationalization and 
measurement of social capital in this dissertation require some reflection. Social 
capital has been conceptualized and measured in various manners in past research 
(Bourdieu, 1984; Coleman, 1988; Putnam, 1993, 2000). In this dissertation, I 
approached social capital form the network capital perspective (Lin, 1999; 
Wellman, 1979; Wellman, 2001). In addition, the studies concentrated on the 
cognitive aspects of social capital, that is, the perceived quality of social relations 
(De Silva et al., 2005; Harpham et al., 2002). Of course, other possible approaches 
would have been available within the tradition. For example, concentrating on 
more structural elements or on bridging and bonding social capital (Putnam, 
2000) probably would have provided unique insight into the phenomenon of 
online hate and its associations with social relations.  

The dissertation used a cross-national data set in examining online hate in the 
international context. However, Finland, Germany, the United Kingdom, and the 
United States are all relatively similar Western countries with high living 
standards. Thus, an international comparison including a wider range of nations 
could offer more information on the cultural characteristics of online hate. On 
the other hand, the relative similarity among the chosen countries can also be 
seen as valuable for such a comparison, as the countries share many features 
concerning online communication and online risks, for example (United Nations, 
2013). 



  
 69 

7.2 Conclusion 

Social media and SNSs are increasingly important forums of human interaction, 
entertainment, business, and learning, for example. Adolescents and young adults 
have been especially active in adopting new technology-driven platforms. 
However, social media does also have some less desirable social consequences. 
As these technologies allow for efficient connectivity to other users, they also 
facilitate forms of virtual abuse, of which online hate is an example.  

According to the results of this dissertation, social media facilitates both 
connection and disconnection between users. The disconnect is manifested in the 
results indicating that a high amount of social capital invested in online 
communities is related to more probable online hate offending and victimization. 
In addition, homophilic social networks and perceiving oneself as an 
interchangeable part of an online group are associated with online hate offending. 
Thus, increased connection to online groups seems to come with increased 
conflicts and distinctions. In addition, online hate is connected to societal 
situation and social tensions associated with it. Thus, hostilities in social media 
are likely to further accentuate inter-group conflicts and distinctions. 
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APPENDIX A: ENGLISH-TRANSLATED VIGNETTES AND 
MANIPULATIONS USED IN THE SURVEY EXPERIMENT 

Positive stance on gambling [experience-driven] [fact-driven] 
 
[Me and many of my friends] [According to a recent report, 80% of the Finnish 
people] gamble. Gambling brings [me enjoyment] [enjoyment], and it [has 
brought significant benefits to me and my family’s well-being] [brings significant 
benefits to the society and people’s well-being]. Behind the following link, you 
can read more [about Finnish people’s experiences] [research findings] on 
gambling. 

 
Negative stance on gambling [experience-driven] [fact-driven] 
 
[Me and many of my friends] [According to a recent report, over 120,000 Finnish 
people] suffer from gambling problems. Gambling causes [me problems] 
[problems], and it [has caused significant damage for me and my family’s well-
being] [causes significant damage for the society and people’s well-being]. Behind 
the following link, you can read more [about Finnish people’s experiences] 
[research findings] on gambling. 
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