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Abstract

The continuous software engineering paradigm is gaining popularity in modern development practices, where the interleaving of design and runtime activities is induced by the continuous evolution of software systems. In this context, performance assessment is not easy, but recent studies have shown that architectural models evolving with the software can support this goal. In this paper, we present a mapping study aimed at classifying existing scientific contributions that deal with the architectural support for performance-targeted continuous software engineering. We have applied the systematic mapping methodology to an initial set of 215 potentially relevant papers and selected 66 primary studies that we have analyzed to characterize and classify the current state of research. This classification helps to focus on the main aspects that are being considered in this domain and, mostly, on the emerging findings and implications for future research.

Editor's note: Open Science material was validated by the Journal of Systems and Software Open Science Board. (see [https://www.sciencedirect.com/science/article/pii/S0164121221002168] for an example for where to place the statement and how to format it).

1. Introduction

Continuous software engineering (CSE) is a promising software process that interleaves business strategy (i.e., requirement engineering), development, and operations on a continuum. It aims to produce a better software product and create more successful implementations that satisfy the relevant requirements and constraints. Similarly, the recent emphasis on DevOps recognizes that the integration between software development and its operational distribution must be continuous. DevOps improves end-to-end collaboration between the stakeholders, development, and operations teams. In addition, they have been successfully employed in disciplines such as security and testing. Software performance (SP) is an essential quality aspect for the adoption and success of a software system. Researchers and industry practitioners have identified the importance of integrating performance engineering practices in continuous development processes in a timely and efficient way (Ferme and Pautasso, 2017). However, current software performance engineering methods are not tailored for environments using CSE processes and practices are lagging (Bezem et al., 2018; Kudrjavets et al., 2022).

Although SP is a non-functional property related to the platform on which the software is deployed, performance assessment, in the last two decades, has been mainly estimated at the design level through methods, such as software architecture (SA) (Brosig et al., 2011; Cortellessa et al., 2011; Martens et al., 2010). SAs can be transformed into performance models, whose indices can be exploited to compare SA alternatives. Such a design-time performance assessment does not extensively consider several aspects of the target platform characteristics. However, these early-stage comparative analyses that show differences evident in the alternative results certainly support architects to make decisions with an enhanced view of their performance effects.

The rise of the continuous engineering paradigm has substantially changed in the last decade of the software process. More often, it is nowadays required that software engineering follows a continuous loop between the running code and design models such that these two sides...
of the process can reciprocally feed each other (Fitzgerald and Stol, 2017). For example, runtime data can be collected from execution traces to feed software models. Software models are then aimed at checking either functional or non-functional properties. The analysis of software models in the context of incoming execution scenarios can suggest just-in-time refactoring/adaptation actions that keep the software behavior acceptable when these scenarios occur (Mazkatli et al., 2020; Spinner et al., 2016, 2019). In the context of CSE processes, architectural models appear to have gained relevance, among others, for supporting performance-related decisions (Arcelli et al., 2019; Cortellessa et al., 2022).

Despite rising interest in embracing the continuous architecting approaches and performance engineering practices, there has been a little consensus in the literature on the appropriateness of different performance engineering techniques that can be used in a continuous engineering process. A limited number of studies that consider continuous engineering in some specific aspects of self-adaptive systems and microservices have been published (Koziolek, 2010; Becker et al., 2012; Pahl and Jamshidi, 2016; Taibi et al., 2019; Jabbari et al., 2016).

However, current CSE and DevOps practices focus on rapid delivery, minimizing time to release for new features, mitigating risks, driving new efficiencies, and establishing a continuous delivery pipeline. Efficient and automated performance engineering tools are critical and pose relevant challenges in accomplishing this mission. Thus, there is still a need for a study that systematically investigates all the key publications on this topic and identifies possible performance engineering techniques applicable to continuous engineering processes.

In this study, we conduct a mapping study of the existing literature (Petersen et al., 2015) to investigate the contributions of the scientific community to architectural support for SP within CSE. Furthermore, the study aims to characterize and classify the current research scenario to better structure our understanding of the topic and identify research directions worth investigating in this domain soon.

The main contributions of this study include:

- A reusable framework for classifying, comparing, and evaluating solutions, methods, and techniques specific to architectural support for software performance in continuous software engineering;
- A systematic map of the state of research in the domain of architectural support for SP in CSE in terms of the performance areas, domains, addressed problems, and adopted instruments;
- A discussion of the emerging trends, gaps in the literature, and their implications for future research.

The remainder of this paper is organized as follows: In Section 2, we provide a background review and compare the existing literature. In Section 3, we define our target question and illustrate the process that we have adopted to conduct the mapping study; In Sections 4 and 8, we describe and analyze the results obtained to answer our target questions. In Section 9, we discuss the threats to validity of our study, and finally, Section 10 presents the concluding remarks.

2. Background and related work

This section provides some background information and presents the synergies among the main concepts involved; other studies on related topics are also presented in this section.

2.1. Main concepts

Continuous Software Engineering (CSE). This refers to the capability to develop, release, and learn from software in rapid parallel cycles. This includes determining new functionality to build, evolve and refactor the architecture, develop the functionality, validate it, release it to customers and collect experimental feedback from the customers to inform the next cycle of development (Tichy et al., 2017).

The definition of CSE is prone to interpretations and is often used in conjunction with other continuous activities that emerge during the entire software (engineering) lifecycle (Fitzgerald and Stol, 2017). In particular, the activities considered in the development phase are: continuous integration, continuous deployment/release, continuous delivery, and continuous verification/testing. Whereas, the operation phase concerns the end of the process, where handover of the release is initiated; in this phase, particular attention is devoted to the continuous use of these systems, after the initial adoption, as well as continuous monitoring, to observe and detect compliance issues and risks. The most recent stand out of the DevOps (Ebert et al., 2016) practices, which promote the integration between development and operations, confirms that these areas are closely interact to achieve CSE. Finally, a closer and continuous linkage between business management and software development functions is also necessary to benefit activities such as business planning; the BizDev (Fitzgerald and Stol, 2017) phenomenon complements DevOps, integrating business management with software development and operations functions.

Software Performance (SP). This represents the entire collection of software engineering activities and related analyses used throughout the software development cycle, which are directed at meeting performance requirements (Woodside et al., 2007). This field focuses on the quantitative evaluation of modern software systems (e.g., data-intensive, autonomous, distributed, adaptive, and embedded systems) and trade-offs between performance and other quality of service (QoS) attributes (e.g., security, reliability, and availability). In the last few decades, numerous performance engineering methods, methodologies, and techniques have been developed for system evaluation (Mersguer et al., 2017).

SP assessment is a crucial task in software engineering to ensure that a new software release does not impair the user-perceived performance. Performance degradation can occur in various forms, such as high response time latency, low throughput, and excessive resource utilization. Although these arguments would suggest that performance should be assessed on every change, recent studies on continuous engineering shows that it is not standard practice yet (Laaber, 2019).

Software Architecture (SA). The SA of a software system is the structure or structures of the system, which comprise software components, the externally visible properties of those components, and the relationships among them (Bass et al., 2003). SA is often the first design artifact to represent decisions on how the requirements of all types are to be achieved. It shows the correspondence between the requirements and the constructed system, thereby providing a rationale for the design decisions (Hasselbring, 2018). The design of the overall system structure, particularly in large and complex systems, is an essential factor. For instance, performance depends largely upon the complexity of the required communication, coordination, or cooperation among the different components, particularly in complex distributed systems.

The need for SA evaluation is based on the realization that software development, similar to all engineering disciplines, is a process of continuous modeling and refinement. Detecting architectural problems before the bulk of the development work is completed allows re-architecting activities to take place in due time. At the same time, tuning activities enhance and maintain the SP during the software lifetime (Del Rosso, 2006).

Synergies between CSE, SP, and SA. CSE involves several challenges in terms of SA evolution and the detection/resolution of problems related to software quality attributes, such as performance (Fitzgerald and Stol, 2017). Software development, in practice, concerns the continuous evolution of software, primarily owing to new incoming requirements. It is possible that SA is not adequate to embed new required functionalities, thus imposing a heavy and complex software evolution.
This is compounded by situations in which the original developers are no longer available. In such cases, the system maintainability is strongly related to its architecture (Daneva and Bolscher, 2020).

With continuous engineering practices, developers have greater control and visibility of defects as well as early access to the state of quality attributes, enabling them to remedy any potential issues during the system development. Interactions between design-time and run-time in software engineering allow for dynamic adaptation and ensure non-functional properties and end-user expectations (Bruneliere et al., 2018). Notably, continuous monitoring is considered an enabler for the early detection of QoS problems, such as performance degradation (Hasselbring and van Hoorn, 2020).

Fig. 1 illustrates the context of this study. We considered the holistic view of the CSE proposed in Fitzgerald and Stol (2017) and tailored the figure by focusing only on the continuous activities that are central to SP (in the white rectangles) and by adding the specific task of performance assessment (in the light blue rectangle).

This figure also shows the bridge artifacts between CSE and SP. SA and runtime data are output artifacts of CSE that feed the SP, whereas refactoring enters the CSE. SA is the abstraction that represents the best trade-off between model complexity and expressiveness and allows the assessment of the performance characteristics of a (software) system. Runtime data represents the running system that provides all means to manage changes and uncertainty, while CSE is a dynamic process focused on quality assurance.

Based on the above tailoring, we formulate a query to extract the literature object of our analysis.

2.2. Related work

In this section, we discuss secondary studies that somehow address the role of SA and SP in the CSE paradigm.

Koziolek (2010) conducted a holistic literature review classifying the approaches concerning performance prediction and measurement for component-based software systems based on studies published from 1999 to 2009. These approaches introduce specialized modeling languages for the performance of software components and aim to understand the performance of a designed architecture instead of code-centric performance fixes. The review acknowledges the limited support for the runtime life-cycle stage of software components and the lack of consensus on the performance modeling language. In fact, none of the reviewed approaches was ready to gain widespread use due to limited tool support, fundamental in the case of CSE. The surveyed methods support modeling the runtime life-cycle stage of software components only in a limited way (i.e., they only included the workload and the usage profile modeling of the component-based system at runtime). For continuous performance improvement, dynamic software refactoring is of paramount importance. However, the reviewed primary studies in (Koziolek, 2010) partially supported dynamic and automated mechanisms for CSE for performance aspects. Furthermore, online performance monitoring at runtime was not fully combined with modeling techniques to react on changing usage profiles and deployment environments. As an extension of the review published by Koziolek (2010), we present an updated analysis of the literature in our study including papers published until February 2022. Differently from (Koziolek, 2010), our work focuses on publications investigating performance engineering methods that can be applied in the context of CSE and considering approaches applicable to all kind of systems without limiting our study to component-based software systems.

In a subsequent holistic literature review, Becker et al. (2012) specifically investigated model-driven performance engineering approaches for self-adaptive systems based on studies published from 2004 to 2011. The authors provided a thorough classification scheme, presented as a feature diagram. They distinguished between the reactive and proactive adaptation strategies, and they derived two main categories of adaptation: design-time and run-time.

Self-adaptation is the ability of the system to decide autonomously (i.e., without or with minimal human intervention) how to adapt to accommodate changes in its context and environment, and to manage the uncertainty in the environment in which the software is deployed, and during the execution (Weyns, 2020). Self-adaption is enabled because self-adaptive systems use an explicit representation of their own structure, behavior, and goals (de Lemos et al., 2013). Recent efforts have been devoted to investigating motivation and the application of self-adaptation in practice (Weyns et al., 2022). In this context, CSE defines a continuous engineering process needed to quickly respond to market and new customer requirements, i.e., to build solutions that much more accurately align with dynamic customer needs (Bosch, 2014).

A number of continuous activities (such as continuous monitoring, continuous integration, and so on) are part of an overall CSE (Fitzgerald and Stol, 2017). CSE and (self-)adaptation are two different run-time mechanisms in the sense that self-adaptation is the ability of a system to manage changes and uncertainty, while CSE is a dynamic process that continuously engineers the system allowing to add new features, functionalities, and abilities, or new smarter implementations of them.

While the aforementioned study (i.e., Becker et al. (2012)) consistently outlines performance engineering in self-adaptation targeting model-driven performance approaches, we seek to extend the area of interest to a more general interleaving of runtime knowledge and architectural models in CSE, without limiting the study to model-driven performance approaches.

Recently, different studies have covered the different aspects of CSE (Pahl and Jamshidi, 2016; Taibi et al., 2019; Jabbari et al., 2016) in several contexts. However, differently from our work, they did not specifically consider SP engineering. Pahl and Jamshidi (2016) have presented a systematic mapping study of 21 papers published from 2014 to 2015 to identify, taxonomically classify, and systematically compare the existing research body on microservices and their application in the cloud, by positioning them within the context of continuous development. Taibi et al. (2019) have presented a systematic mapping study of continuous architecture with microservices and DevOps, and included 23 studies published from 2014 to 2017 in their investigation. They provided an overview of the architectural styles of microservices applications, highlighting the advantages and disadvantages of each style. However, no consideration was given to non-functional properties, such as performance. Jabbari et al. (2016) presented a systematic mapping study on the classification of DevOps and included 49 papers published from 2011 to 2016. They investigated how DevOps was exploited during software development processes. They found that few primary studies exploited model-driven engineering techniques and focused on quality assurance.
Finally, Bezemer et al. (2019) conducted an industrial survey to gain insights into how performance is addressed in industrial DevOps settings. In particular, they have investigated the frequency of executing performance evaluations, the tools being used, the granularity of the performance data obtained, and the use of model-based techniques.

In contrast to the aforementioned papers, in this paper, we execute a systematic mapping study that investigates how performance is assessed in the context of CSE by providing a classification schema able to classify primary studies concerning research areas, addressed target problems, provided contributions, devised methodologies, studied performance indices, and type of used data. Unlike other related work, the focus of this study is the combination of SA and SP within CSE.

3. Research method

To gain insights into the current research practices on the architectural support for SP within CSE, we conducted a systematic mapping study of the literature based on the guidelines proposed by Petersen et al. (2015), and the “snowballing” process defined by Wohlin (2014).

The process adopted in this study consists of five steps, as shown in Fig. 2. In the first step, we define the research questions and identify the scope of the review to be incorporated in the next steps. Subsequently, we conduct a literature search to retrieve a list of relevant publications that are then selected by applying the inclusion and exclusion criteria in the papers selection step. The selected publications are the input for the data extraction, where we categorize the relevant publications by considering their full text. As output, we obtain a classification schema that is used as input for mapping the data retrieved from the papers to the questions.

In the following section, we describe the five aforementioned steps of the mapping process. In Sections 4–8, we present the results of the analysis and mapping of the papers. Moreover, to simplify the replicability of this study, a complete replication package is made publicly available (Eramo et al., 2021).

3.1. Defining research questions

To investigate the contributions of the scientific community on the architectural support for SP within CSE, we formulated the following research questions:

**RQ1: What research areas and target systems have been investigated?**

The aim of this research question is two-fold: (i) to highlight the research areas that are focused on providing solutions in this field; and (ii) to extract the subject systems on which the application or technique is intended to apply (we refer to this by the term “target system” (Bjørner, 2006; Bryant et al., 2010)).

The rationale for this RQ is strongly related to the goal of this study and it aims to define how and what degree of performance engineering is exploited in CSE. It also determines which application domains have been considered in the selected studies. This helps us to understand the maturity of continuous performance assessment and to determine the applications for which performance is considered a key constraint.

**RQ2: What and how performance problems have been addressed?**

This research question focuses on the identification of the SP engineering problems targeted in a CSE process and the solutions proposed to address them.

Several issues can be addressed in SP engineering, including requirement specification, modeling, analysis, prediction, and suggestions to improve the software system performance. The rationale behind this RQ is strictly related to the identification of the SP target problems considered by the researchers and the related contributions proposed in the context of CSE.

**RQ3: What instruments have been adopted?**

Several instruments can be used to address the performance issues. We partitioned these into three categories of keywords: input data, methodologies/techniques, and performance data obtained, and the use of model-based techniques. Examples of the second category are patterns/anti-patterns recognition, performance prediction or testing. The third category aims to identify the target metrics, such as response time, throughput and network bandwidth. This research question aims to identify which, and with what degree instruments have been applied in the context of CSE.

The rationale behind this question is strictly related to determining the characteristics and limits of the proposed solutions in the SP and CSE domains.

**RQ4: What are the gaps in current research gaps and the implications for future research?**

This research question combines the different viewpoints highlighted in the previous three RQs, and aims to identify contexts that have been hitherto most or least investigated. For example, how intensively has performance assessment (as a problem) been investigated in the context of continuous monitoring (as a research area) on distributed systems (as a target)?

We are particularly interested in highlighting combinations that exhibit low intensities. We expect that some of these combinations to raise negligible interest and others to represent research gaps. Moreover, we are focused on identifying areas worth investigating in the near future.

3.2. Conducting search

The search process involves the identification of search strings, the outline of the most relevant bibliographic sources and search terms, the definition of the inclusion and exclusion criteria, and the query execution.

**Search strings.** We defined the search keywords based on the PICO¹ terms (Kitchenham and Charters, 2007) in our questions structure. As suggested by Kitchenham and Charters (2007), the comparison and outcome terms cannot always be considered in software engineering if the research focuses on general investigation. Hence, we extracted the keywords from the population and intervention terms.

We refined the search terms and the related search strings to ensure that relevant studies were returned by combining the keywords and reviewing the titles and abstracts of the search results. The final set of keywords is listed in Table 1. The resulting query was then adapted

---

¹ PICO elements include: problem/patient/population, intervention/indicator, comparison, outcome (Huang et al., 2006).

---

Fig. 2. Mapping process.
Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Assessment criteria</th>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion</td>
<td>The paper covers software performance engineering issues</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>The paper proposes model-based or architectural approaches for CSE/DevOps or contributes to (self-) adaptation/refactoring targeted to software performance</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>The paper is not fully written in English</td>
<td>T/A</td>
</tr>
<tr>
<td></td>
<td>The paper is not peer-reviewed (i.e., blog, forum, etc.)</td>
<td>T/A</td>
</tr>
<tr>
<td></td>
<td>The paper is a duplicate (only consider the most recent version)</td>
<td>T/A</td>
</tr>
<tr>
<td>Exclusion</td>
<td>The paper does not fully or partly focus on software performance</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>The paper does not fully or partly focus on software architecture or software engineering</td>
<td>All</td>
</tr>
</tbody>
</table>

After obtaining the initial set of papers, we applied the selection process described in this section. An overview and numbers of this process is depicted in Fig. 3.

Testing the applicability of the inclusion and exclusion criteria. Before applying the inclusion and exclusion criteria, all the authors tested their applicability iteratively, on a subset of 20 randomly selected papers. Based on the disagreements, and on a shared discussions, we clarified the inclusion and exclusion criteria.

Applying the inclusion and exclusion criteria to the title and abstract. The refined criteria were applied to the remaining 195 papers (Table 2). We have included papers that meet all the inclusion criteria and excluded those that meet any of the exclusion criteria. Each paper was read by two authors; in the case of disagreement, a third author helped to resolve the disagreements. For 32 papers, the authors discussed and cleared possible disagreements. Out of the 195 initial papers, we included 74 papers based on the title and abstract. The inter-rater agreement before the third author was involved was 0.75, obtained using Cohen’s kappa coefficient, which indicated a substantial agreement between the authors (Emam, 1999).

Snowballing. We performed the snowballing process (Wohlin, 2014), by considering all the references presented in the retrieved papers and evaluating all the papers referencing the retrieved papers, which resulted in one additional relevant paper. We applied the same process to papers retrieved from the initial search. A snowballing search was conducted in March 2022. We identified 86 potential papers, but only 11 were included (after applying the inclusion and exclusion criteria to the title and abstract) in order to compose the final set of publications that were subjected to full reading and data extraction.

Full reading. The screening of the remaining 85 papers was performed independently by two authors. We ensured that the papers were randomly assigned such that each author had a similar number of papers assigned. Moreover, we permuted the assignments to enable a good balance between each pair.

We read the 85 papers in full and applied the criteria defined in Table 2. To improve the reliability of our study (Wohlin et al., 2013), we sought the services of a third author in two papers to reach a final decision. In this case, the inter-rater agreement before the third author was involved was strong (Cohen’s kappa coefficient = 0.94; almost perfect agreement). Based on this process, we selected a total of 66 papers for the review.

3.3. Papers selection

3.4. Data extraction and analysis

To ensure a rigorous data extraction process and to ease the management of the extracted data, a well-structured classification framework was rigorously designed, as explained in this section.
To answer our RQs, we extracted a set of information from the 66 selected papers. Notably, we defined the main concepts and corresponding data in our study by following a systematic process called keywording. The goal of this process is to effectively develop a classification scheme so that it fits the selected papers and considers their research focus into account (Petersen et al., 2008). In particular, we identified the codes for our coding schema using a semi-automated process in the following two steps:

1. **Automatic identification of the most recurrent keywords in the papers.** We used natural language processing (NLP) techniques to automatically identify the keywords that were most frequently mentioned in the abstracts of the selected papers. We started by collecting the abstracts from a single dataset that constituted the text corpus for the processing. The corpus was pre-processed in two phases: noise removal and normalization. In the noise removal phase, we performed an initial clean-up by converting the text to lowercase and by removing punctuations, tags, special characters, and digits. We then applied two normalization techniques: stemming to remove suffixes and lemmatization to group together words having the same root. As a final pre-processing step, we removed the prepositions, pronouns, and conjunctions. Thus, we created a vector of words counts by deriving a bag-of-words model for the text. In this model, words order and grammar information are not considered because the entire text is represented by the multiset of its words from which one can derive their multiplicity. The vector of words counts was then used to obtain the 50 most frequent single words and two words (bi-grams) and three words (tri-gram) combinations.

2. **Manual refinement of the keywords.** We refined our collection of keywords and concepts by reading the abstract of each paper. We combined together keywords from different papers to develop a high level understanding of the nature and contribution of the research. This helped us to define a set of categories of keywords that is representative of the research questions. However, the paper abstracts were too limited to define all meaningful keywords. Therefore, we thoroughly examined all the sections of the papers to consolidate our classification schema. We performed a double round of reviews by shuffling reviewers (among the authors of the paper) after the first round. Finally, upon obtaining a consolidated set of keywords, we have re-organized the original categories to obtain the final classification used hereafter.

We assigned each author a set of 10 randomly selected papers, to validate the coding schema and keywords, and to ensure a common understanding among the researchers. Subsequently, we discussed on the results of the coding and possible inconsistencies, and we finalized the schema.

The resulting classification framework is presented in Table 3. It comprises seven categories, with groupings of pertinent extracted keywords. A detailed description of each keyword is provided in Appendix C. Each category addresses the corresponding research questions by using the metrics described in details below.

For RQ1, we extracted the information on the research area and target system. Both research areas and targets may be either fully or partially investigated. The primary goals of a paper are included in the fully-investigated research areas and targets.

In a partially-investigated research area, either the primary goals of the paper are considered, or it is in the research area that supports the primary goals (while a partially-investigated target implies that the study can support that targeted system, even if it is not described as central in the paper). As an example, we considered papers, such as [SP40], where continuous software engineering has been partially investigated because the paper mainly focuses on software performance engineering. It is important to note that papers might fully investigate one area and partially investigate another one, and therefore there might be more than one research area assigned to each paper.

Regarding the problems addressed in the selected papers for RQ2, we extracted information on the primary and secondary problems and contributions reported by the selected papers. As an example, we considered performance requirement as the primary problem and quality of service as the secondary problem for paper [SP58], while we considered performance analysis approach as main contribution and performance modeling approach and performance prediction approach as the secondary contributions for the paper [SP45]. The same approach was applied also for RQ3.

After extracting all the information from the selected papers, we analyzed the data by counting the number of papers obtained for each data group and metrics (see Table 3). Therefore, for (RQ1), we counted the number of papers that fully investigated a topic, partially investigated it or considered the topic (either fully or partially investigated it). Similarly, for (RQ2), we counted the papers that considered each research problem (primary, secondary, or both). Following the previous approach, (RQ3) was analyzed by counting the number of fully- and partially- evaluated indices, used data, and methods.

For the first three RQs, we considered the individual keyword results. RQ3 has been introduced to observe the results across different keywords, with the goal of identifying contexts that have scarcely been investigated. To achieve this goal, we introduced bubble plots, which allowed for a straightforward comparison of how intensively a certain context was investigated in comparison to other contexts. In the plots, the size of the bubbles represents the number of papers that investigate a specific keyword at the intersection of a research area (x-axis) and domain (y-axis). The exact number of papers is annotated for each bubble. In this way, one can visually identify areas of the plot where no bubbles or only small bubbles are observed, thereby establishing combinations of research areas and target systems where a certain keyword appears to be seldom investigated in the considered literature. Moreover, we analyzed the combination of the previous results and future improvements and direction described in the selected papers to identify a set of implications for future research.

A complete list of the keywords and metrics used for the analysis is presented in Table 3.

### 4. Results overview

We selected 66 peer-reviewed publications, including 21 (32.3%) articles, 30 conference papers (46.2%) and 15 workshop (or others satellite events) papers (21.5%), as shown in Fig. 4. The selected papers were presented at 33 different venues. Fig. 5 depicts the list of venues considered by at least two of the selected papers.

The selected papers show a continuously growing interest on performance-targeted CSE between 2016 and 2022, while a very small number of publications have been published until 2015, which is in line with the fact that continuous development and DevOps have emerged only recently (Fitzgerald and Stol, 2017). Thus, we can gather that the intuition of supporting SP through continuous engineering solutions has
Table 3
Classification framework: Data Extraction, Keywords, and Metrics adopted for the analysis. Keywords in blue have been obtained in the manual keyword refinement step.

<table>
<thead>
<tr>
<th>RQ Categories</th>
<th>Keywords</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1 Research area</td>
<td>Software performance engineering, Software architecture, Continuous Software Engineering, DevOps, Continuous Monitoring, Agile software development.</td>
<td>#Fully investigated topics (F) #Partially investigated topics (P) #Investigated topics (F, P)</td>
</tr>
<tr>
<td>Target system</td>
<td>Embedded/CPS, Cloud, Real-time, Distributed, Data intensive, Software intensive, Component-based software/Microservices/SOA.</td>
<td></td>
</tr>
<tr>
<td>RQ2 Research problems</td>
<td>Performance evaluation/assessment, Performance requirement, Quality of service, Resource allocation/deployment, Uncertainty.</td>
<td>#Main target problem/contributions (M) #Secondary target problem/contributions (S) #Main or Secondary target problem/contributions (M, S)</td>
</tr>
<tr>
<td>Contributions</td>
<td>Performance analysis approach, Domain specific languages, Continuous engineering framework, Performance modeling approach, Tool support, Performance prediction approach, Self-adaptation.</td>
<td></td>
</tr>
<tr>
<td>RQ3 Methodologies</td>
<td>Performance model, Model based engineering / Model driven engineering (MBE/MDE), Performance antipattern/Root cause/Bottleneck detection, Performance prediction techniques, Performance analysis techniques, Parametric dependency, Performance testing/Load Testing/Benchmarking, Performance model generation/extraction, Simulation, Machine Learning, (Multi-objective) Optimization.</td>
<td>#Fully evaluated indices/data/methods (F) #Partially evaluated indices/data/methods (P) #Fully or Partially evaluated indices/data/methods (F, P)</td>
</tr>
<tr>
<td>Indices (output)</td>
<td>Response time, Utilization, Throughput, Resource demand, Network bandwidth, Memory/Memory Leaks.</td>
<td></td>
</tr>
<tr>
<td>Used Data (input)</td>
<td>Runtime/Monitored, Workload, Requirements, Performance model, Software model, Data analytics.</td>
<td></td>
</tr>
<tr>
<td>RQ4 Research area and Target system combined with data from RQ2 and RQ3</td>
<td>All keywords of RQ1 combined with specific keywords of RQ2 and RQ3.</td>
<td>#Fully or Partially addressing a specific combination of keywords (F, P)</td>
</tr>
</tbody>
</table>

Fig. 5. Selected paper per venues.

been strengthened since 2015, although there has been a decrease in the number of publications in 2020 and 2021.

The cumulative number of citations per year for the primary studies (Fig. 6, blue line, source: Google Scholar) highlights that the growing interest concerns not only the publications but also the number of citations obtained from the studies of the dataset. Moreover, citations have grown rapidly since 2016. It is worth noting that the entire dataset has a total of more than 3000 citations to date (i.e., they have more than doubled in the last six years). This result indicates an important growing interest in the context of this study.

Thus, although the DevOps and CSE domains are relatively young compared with performance engineering, significant contributions have been made in the last ten years and researchers are becoming increasingly active (Fig. 6).

In the following sections, we present the results of this study aimed at answering our research questions (see Section 3.1). For each extracted piece of information, we report both the quantitative data and an interpretation of the results obtained.2

5. What research areas and target systems have been investigated (rq1)

The topic considered combines several aspects, as we discussed in Section 2, which may attract interest from different disciplines and for different scopes of research. To provide an overview of this research topic, we describe the research areas focused on providing solutions and the target systems for which solutions have been developed.

Fig. 7 depicts the principal research areas that are focus areas of the selected papers (each study may contribute to more than one area).

2 For sake of readability, some of the results have been summarized; the interested reader may consult the extended version at http://arxiv.org/abs/2304.02489.

Fig. 6. Cumulative number of primary studies and citations in each year, and by type of publication.
The chart in the figure compares the identified research areas with respect to the number of papers. For each research area, we stacked two different bars to combine both the fully and partially investigated areas (as described in Section 3.4).

As expected, the selected papers mainly focus on the areas of software performance engineering and software architecture, which is in agreement with the information on publication venues obtained in the publication trends.

Many studies have contributed to continuous software engineering that considered at least one of the continuous dimensions introduced in Section 2.

Significant attention has been paid to the continuous monitoring of data to realize continuous development, delivery, and integration, which improves system performance at the level of SA. As the monitored data enable performance analysis, continuous monitoring represents a fundamental capability to provide CSE. In general, the results confirm that in the areas of SA and SP, CSE is an emerging topic that is progressively gaining the interest of researchers and practitioners. Existing conferences and systematic reviews on DevOps suggest that software engineering researchers have a strong interest in this topic. Despite this, only a few papers focus on DevOps, highlighting an interesting gap to be addressed by the research community. However, the limited number of articles on agile is an expected result. Even as a precursor to DevOps, agile development is more code-focused and produces less documentation (e.g., software/design models), not supporting SA-based SPE.

Although a large number of selected papers have been fully identified as contributors to the CSE field, the number of papers that partially investigate this area has increased. Beyond that, several selected papers have not been placed within the context of CSE or DevOps, which can be attributed to the fact that these papers do not explicitly place themselves in these areas, even if they actually offer solutions that cover several aspects of an iterative development process, wherein updates are made continuously. However, this confirms that this emerging theme is gaining ground.

Fig. 8 describes the specific type of target systems (as case studies) in the selected papers. These keywords are not meant to be mutually exclusive, in that a system could be, for example, at the same time a distributed and realtime system. We have basically identified, in each paper, the main characteristics of the systems to which the paper approach/solutions have been (or can be potentially) applied, where they have been unambiguously identified.

Component-based software and software intensive systems have been most investigated. These targets are characterized by the existence of different components, services, or subsystems. These can be independent of each other (e.g., microservices) or have strong dependencies and relationships amongst themselves and with the environment, as in many complex systems. However, in both cases, the presence of heterogeneous components makes it necessary to integrate these activities into continuous development and maintenance (e.g., DevOps). The component-based development paradigm is based on the concept of reuse within distinct components (e.g., services), enabling integration. Once integrated and implemented, these components must enter a continuous dimension, that is, to know and analyze the behavior after the integration and not only of the single component; therefore, they are also important in the context of performance.

Next, the results show the targets of cloud and distributed systems, characterized by the technology stack and infrastructure complexity. Cloud nodes may attain performance orders of magnitude worse than other nodes (Armbrust et al., 2009). For instance, if during the hosting of a mission-critical service or a scientific application, performance variability and availability become a concern, cloud monitoring is required to continuously measure and assess the infrastructure or application behavior (in terms of performance, reliability, power usage, and security) to adapt the system to changes or to apply corrective measures. Generally, we can observe that in open systems characterized by uncontrolled requests, continuous engineering, which supports their integration and evolution, is fundamental to identifying the occurrence of further problems not observed before.

Finally, we note that more recent and innovative targets are not yet widely investigated. For instance, in the case of data intensive systems, the massive use of big data and machine learning requires efficient management of resources, performance, and security.

Main findings:
- Significant attention is paid to continuous monitoring of data, which represents a fundamental capability to provide CSE;
- CSE and DevOps are gaining ground: most studies offer solutions covering several aspects of the iterative development process where updates are made continuously;
- Software intensive systems, especially when component-based, are the most investigated ones: their heterogeneous components require the integration of their activities in a continuous development and maintenance;
- More recent and innovative targets, such as cloud and data intensive systems, have not been widely investigated.

6. What and how performance problems have been addressed (RQ2)

We classified the 66 selected papers by considering the research problems addressed by them (we divided the target problems into five categories), and their research contributions (we identified seven different types of contributions). In particular, the selected papers were thematically associated with at least one target problem and at least one research contribution based on their research directions and scope. We provide a detailed overview of the performance problems that have been addressed and illustrate them with exemplary papers.

Fig. 9 presents the problems targeted by the selected papers (research problems). The results obtained confirm that most of the selected papers are aimed at solving performance evaluation and assessment problems. This is a relevant goal in the development of modern software.
systems, where increasingly agile paradigms require that performance analyses be in a continuous dimension to be effective.

Part of the selected papers aims to provide QoS, where the target is to satisfy different requirements/properties for the overall quality of the system, including guaranteeing a certain level of performance.

Managing the uncertainty of the system behavior is an emergent topic (papers addressing this issue are recent publications), and it is cross-cutting to the target problems previously mentioned. Although having the complete model of the system represents the ideal situation, in practice, only partial and limited measures are available. Consequently, specialized performance analysis or prediction techniques must work with uncertain knowledge. The proposed studies and their discussions on the different types of uncertainty highlight relevant issues and offer new research ideas.

Fig. 10 describes the principal research contributions. From our analysis, we can state that most of the studies contribute to the continuous performance assessment of the system with performance analysis, performance modeling, and performance prediction approaches. Most of the approaches use performace evaluation to achieve the desired QoS objectives in software systems.

More than half of the research problems considered were addressed using the support of dedicated tools or CSE frameworks and were well partitioned between performance prediction, performance analysis, and performance modeling. This is an interesting result, as in the context of this study, the quality and performance requirements demand the support of continuous engineering frameworks or dedicated tools.

Other research problems were dedicated to self-adaptation approaches and, to a lesser extent, domain-specific languages. The latter result shows that few studies have exploited abstraction for continuous performance control, although they consider large heterogeneous runtime data. Raising the level of abstraction of the specification would favor increased automation and interoperability.

Main findings:

- Performance prediction, performance analysis and performance modeling have been further explored in order to offer adequate support in continuous development;
- A relevant number of self-adaptation approaches have been proposed to ensure the quality of services (including performance);
- Quality and performance requirements demand the support of continuous engineering frameworks or dedicated tools.

7. What instruments have been adopted (RQ3)

Performance analysis can be conducted by adopting multiple techniques with different output-targeted metrics and with the support of different types of input data. In this section, we aim to identify the instruments that are adopted more often in the context of the study.

Fig. 11(a) reports the input data. In regard to CSE, a system is continuously monitored to feed performance indices back into a performance model that supports predictive analyses. A total of 61 and 32 papers (of 66) used runtime/monitored and performance model as input data, respectively. Lesser number of papers consider the performance model as the input data because performance models have only been integrated into software engineering processes in the last few years. Whereas runtime performance assessment and fixing have long been considered as common practices. Majority of the papers that used monitored data also proposed a continuous approach to monitoring performance features and then used them mainly for analysis and prediction.

A significant number of papers considered the software model as an input to the process. This is likely due to the different notations that are usually adopted for representing software models, preventing an automated full integration in the performance assessment task.

The results here also provide evidence that data analytics has not yet been largely considered in this domain. However, interest in data analytics has grown over time; thus, data analytics is expected to become a primary source of inputs in the next few years.

Fig. 11(b) presents the methodologies/techniques used in the selected papers. As expected, the majority of papers are focused on performance modeling and performance analysis. It is necessary to build and analyze models to address the performance issues early in the lifecycle. Model based software engineering and model driven engineering techniques were also widely considered, as they did not restrict the adoption of models in the performance domain. A considerable number of papers deal with performance model extraction and performance testing.
techniques which were typically adopted when studying performance issues on existing running software systems. Finally, it is observed that although in the last few years the adoption of machine learning and multi-objective optimization techniques has spread in diverse fields in the context of CSE, they are still marginally considered.

It is observed that this occurs despite the fact that performance modeling is fully investigated. In certain contexts, extensive performance analysis can be difficult owing to the lack of system measurements and parameter values. Hence, in such cases, performance modeling can be fully investigated, but the analysis remains marginal among the contributions of the papers.

Fig. 11(c) shows the targeted output measures/indices. The three typical performance indices, namely, response time, utilization, and throughput, are the most widely targeted ones in the considered papers. Although, on one hand, this can be seen as an expected outcome, on the other hand it is somehow surprising that memory and network bandwidth have been significantly less studied in this context. These two measures may play crucial roles in the performance assessment of modern heterogeneous distributed software systems. Hence this result evidences a lack of investigation in this direction.

**Main findings:**

- Approaches of performance modeling and analysis techniques that take as input monitored data and produce response time and utilization indices as output are widely used methodologies. Requirements and data analytics rarely enter the process to target memory and network bandwidth;
- Even if machine learning and multi-objective optimization techniques are being increasingly studied, they are still marginally considered in the context of CSE;
- Model-based and model-driven techniques are widely considered, as they do not restrict the adoption of models to the performance domain, but in several cases, software models are also considered.

8. Current research gaps and future directions (RQ_4)

In this section, we aim at detecting potential research gaps by visualizing the number of papers that lie at the intersection of research areas and target systems for each keyword of interest. In the following section, we discuss our findings in the categories of keywords: target problems, research contributions, used methodologies and techniques, used performance measures and indices, and input data. To represent our results, we developed bubble plots, as described in Section 3. Moreover, we discuss the implications for future research based on the research gaps analyzed and future directions described in the selected papers.

8.1. Research problems and contributions

Figs. 12 and 13 show the bubble plots for the Performance evaluation and Uncertainty research problems, respectively. The plots present a very different situation. Many studies have targeted the problem of performance evaluation, especially in certain areas, and few papers have considered uncertainty in general. A reason for this may be attributed to the fact that uncertainty has emerged only recently as a distinct concern in software engineering and its inclusion in continuous engineering practices is still very limited.

In contrast, because the general problem of performance evaluation is specifically targeted by our study, a greater number of papers are expected to consider it. From Fig. 12, it is evident that certain research areas (continuous monitoring, DevOps, and agile) never intersect with certain target systems (real-time, embedded and CPS) when pursuing performance evaluation. This could simply be due to the scarce adoption of DevOps and agile practices in these systems.

A further gap appears in the area of the development of software intensive systems, even if it is continuously evolving owing to the adoption of new technologies, such as cloud computing, IoT, and artificial intelligence. Continuous engineering and DevOps can benefit from new performance engineering solutions to achieve more pervasive software (for example in smart cities, smart manufacturing, and smart mobility).

Among several research contributions identified, we reported the plots for continuous engineering framework (Fig. 14) and performance prediction (Fig. 15) as we considered them to be relevant for the purposes of our study. In Fig. 14, we observe that most of the papers proposing a novel continuous engineering framework are gathered in the lower half of the plot. The target systems for which most of these frameworks are designed are CBS/SOA/Microservices, software intensive systems, and distributed systems. Predictably, CSE is the most targeted research area in this field. However, continuous engineering frameworks are rarely or never proposed in real-time and embedded systems.

Fig. 15 shows that only a few papers proposed performance prediction approaches in embedded, real-time, and data-intensive systems. In addition, only three papers appear to focus on both DevOps and agile. This may represent a research gap about to be filled in the next few years because approaches based on artificial intelligence and machine learning, such as those in the AIOps (Dang et al., 2019) field, are rapidly emerging as a new way of modeling and predicting performance that can be more easily integrated with current DevOps practices.

8.2. Data, methodologies/techniques, and measures/indices

The types of data that are used as input to the approaches play a significant role in establishing the situations in which an approach
can be applied and the type of information required to initiate the process. **Workload** (Fig. 16) and **requirements** (Fig. 17) are the types of data, consideration of which appears to be related to the specific target system. For instance, while the workload is often considered in the **cloud**, **distributed**, and **CBS/SoA/microservices** systems, it is rarely considered in **embedded**, **real-time**, and **data intensive** systems. The lack of consideration of workload in embedded and real-time systems is expected, whereas in data intensive systems it presents a research opportunity. When considering the use of requirements, we are presented with a different situation. From the number of papers in the bubble plot, it appears that **DevOps** and **agile** do not put much emphasis on the requirements when assessing the performance; this is unexpected because they consider the specification of requirements in their processes.

In addition, the **software intensive** and **CBS/SoA/microservices** systems often consider the requirements as the starting point for the development of performance engineering approaches.

The methodologies and techniques that are employed in the approaches of our study represent a compelling source of information for discovering the current research interests and gaps. For instance, when examining the use of performance models (Fig. 18), it is clear that the **DevOps** and agile research areas lag behind the other areas in terms of the number of papers.

A different picture is presented using performance testing, as shown in Fig. 19. In this case, while all the research areas are almost equally represented, a lack of focus on the adoption of performance testing, load testing, and benchmarking is evident in real-time and embedded systems, as the number of papers contributing to above-mentioned aspects in the real-time embedded systems are 0 and 3, respectively. Generation or extraction of a performance model (Fig. 20) is a special use case in the adoption of performance models. Therefore, unsurprisingly, we can still count a few papers in the DevOps and agile research areas, whereas distributed and microservice systems seem to rely the most on the automated generation of performance models. Finally, in regards to the use of simulation (shown in Fig. 21), we observed...
that, in contrast to other methodologies, simulation has been employed in several papers for real-time and embedded systems. In addition, DevOps and agile appear to be less represented than in other research areas.

When investigating the performance measures and indices that were targeted as outputs in the selected papers, we observed two radically different situations in the number of papers that considered the keywords response time (Fig. 22) and memory/memory leaks (Fig. 23). In software performance engineering, response time and memory are among the primary measures of interest as they are usually employed to assess the quality of service and operating costs, respectively. Nonetheless, memory is rarely considered in the papers selected for this study. Even more interesting is the fact that DevOps and agile seem to not consider memory at all in any target system. We expect memory use to become critical as ML and data-intensive systems continue to increase. In contrast, response time is considered more often in general and in particular in the domains of distributed systems, software intensive systems, and CBS/IMC/IMicroservices. This paints a picture in which performance measures that impact the quality of service are the foremost concern in research related to CSE, thus resulting in a substantial gap in the investigation of issues related to memory usage and how these can affect the cost of providing a service.

**Main findings:**

- Although performance evaluation is a very well-established research topic, the conjunction with the latest trends in the software industry, such as agile and DevOps, is overdue.
- Researchers have started to study software performance under uncertainty. The research area has not yet been sufficiently investigated but may possess great growing potential.
- There is no evidence of the experience of companies in conducting performance analytics on cloud systems.
8.3. Implications for future research

In this section we discuss the implications of this study and challenges for future research.

8.3.1. Towards a culture of quality in CSE

The results obtained suggest an interest in a culture of quality, indicating that analysis and verification occur early in the CSE pipeline (as for testing in DevOps), making it easier to discover and fix defects with a collaborative approach to product improvement. In order to bring up the quality characteristics of software (architecture) and its continuous improvement (and re-architecting), QoS analysis must become an integrated activity in the entire software development life cycle, which requires continuous exposure of quality characteristics exposed to analysis.

As discussed earlier, most of the selected studies focused on a few of the performance properties. However, there is a need to strengthen the support for various properties in both performance and, in general, software quality during the continuous engineering of the system. Some challenging quality aspects to consider are: verification of correctness properties, such as architectural mismatches, evaluation of the architectural runtime models with respect to fidelity and usefulness for human inspection, extending scalability by considering influencing factors such as variation in the complexity of user behavior in experiments, supporting state management and resource provisioning mechanisms, and introducing time consumption for memory allocation and release operations to increase the prediction quality of the model. Similarly, other QoS properties, such as reliability, consistency, safety and security, and availability can be modeled and analyzed in a CSE framework.

8.3.2. Performance engineering benefits in DevOps

DevOps is gaining widespread adoption in industry. However, its principles of rapid changes, development automation, and fast feedback loop (often relying on dynamic cloud environments) conflict with the complexity of the current performance engineering approaches. Thus, performance engineering frameworks should be improved for adoption in rapidly changing systems. The structures and behaviors of the modern systems change frequently and require continuous relearning of the failure models in order to retain the prediction quality.

Moreover, these systems are characterized by a continuous stream of available data. Performance models should be built periodically, incrementally, or even continuously, and be triggered by changes to components in the monitored environment. Models can be quickly rebuilt once a potential problem is detected using only the most recent data only, and then used to compare with previous model results.

8.3.3. Data-driven methods and machine learning

Performance and load tests produce a large amount of data that can be difficult to analyze. Data-driven methods provide powerful insights into optimizing performance, building new features, and preventing problems with services, especially in distributed (enterprise) applications, in-memory databases, and big data systems.

Despite developments in modern software engineering technology, there is no established methodology for systematically employing performance engineering and data-driven engineering in continuous development.

In addition, performance evaluation based on machine learning can become an integral part of the continuous engineering process. The performance model must learn autonomously and improve itself during system operation in a production environment.

8.3.4. Continuous controlling system uncertainty

As discussed in Sections 6 and 8, uncertainty has been addressed marginally in the papers selected in this study. However, both in academia and industry, significant attention is paid to the contexts characterized by a high degree of uncertainty. To reduce uncertainty and obtain feedback on products/software as soon as possible, it is important to test assumptions and hypotheses in short cycles (Fitzgerald and Stol, 2017).

Continuous monitoring and frequent re-assessment and re-architecting are necessary to reduce the uncertainty in CSE and DevOps. An efficient analysis method can be used to propagate the effect of uncertain parameters in software systems and calculate the robustness of the performance indices, thereby enhancing the flexibility in addressing uncertainty.

8.3.5. Integration and abstraction

A recurring issue is the need to integrate methods and tools into the continuous and DevOps pipelines. Hence, it is necessary to design and develop performance engineering approaches that can be integrated with other tools and methods used in the context of this study.

Continuous monitoring is a fundamental process in CSE. In the context of implications for future research, further investigation on adaptive monitoring and analysis infrastructure that can automatically update the system and performance/q...
Main findings:

- There is a growing interest in a culture of quality, where quality properties are continuously exposed to analysis and verification during the software development life-cycle;
- The complexity of the current performance engineering approaches should improve their suitability for the DevOps principles of rapid changes, development automation, and fast feedback loop;
- There is a need for an established methodology for the systematic employment of performance engineering and machine learning/data-driven engineering in continuous development;
- Continuous monitoring and frequent re-assessment and re-architecting are necessary to reduce uncertainty in CSE and DevOps;
- Using higher abstraction levels (i.e. by means of a model-based framework or domain-specific languages and automation mechanisms) can help in reducing the effort of integrating heterogeneous methods and components in systems.

9. Threats to validity

Systematic Literature Review results might be affected by some threats mainly related to the correctness and completeness of the survey. In this section, we determined these threats according to the guidelines proposed by Wohlin et al. (2012): construct, internal, external, and conclusion validity threats. Moreover, we identified the actions required to mitigate them.

9.1. Construct validity

Construct validity is related to the generalization of the result to the concept or theory behind the execution of the study execution (Wohlin et al., 2012). We identified the threats related to the potentially subjective analysis of the selected studies. As recommended by the guidelines of Kitchenham and Charters (2007), data extraction was performed independently by two or more researchers and, in case of discrepancies, a third author was involved in the discussion to resolve any disagreement. The quality of each selected paper was checked according to the protocol proposed by Dybå and Dingsøyr (2008).

9.2. Internal validity

Internal validity threats are related to possible incorrect conclusions about the causal relationships between the treatment and outcome (Wohlin et al., 2012). In the case of secondary studies, internal validity represents how well the findings represent those reported in literature.

To address these threats, we rigorously defined the study protocol, including the data-extraction form. The data extraction form was first validated by all authors by extracting information from 10 randomly selected papers. Considering the data analysis process, threats are minimal, as we only adopted descriptive statistical techniques when dealing with quantitative data.

When considering qualitative data, keywords were defined using a semi-automated approach to transform them into quantitative data. In regards to keyword definition, we first applied natural language techniques to reduce the subjectivity of the terms selected and then manually refined the keywords collaboratively.

Finally, 10 studies were randomly selected by all the researchers to verify whether the results were consistent, independent of the researcher performing the extraction. Disagreements were discussed and resolved collaboratively when needed.

9.3. External validity

External validity threats are related to the ability to generalize the result (Wohlin et al., 2012). In secondary studies, the external validity depends on the representativeness of the selected studies. If the selected studies are not externally valid, the synthesis of their content may not be valid. In our study, we were not able to evaluate the external validity of all the included studies.

To address this threat, we applied our search string to multiple bibliographic sources, including the SpringerLink, Scopus, ACM Digital Library, and IEEEExplore Digital Library. The usage of different bibliographic sources enabled us to guarantee to obtain the vast majority of papers. Moreover, we also complemented our search by performing a snowballing activity. The inclusion of papers written only in English may have biased our results. Studies in other languages may be relevant. However, we have adopted English only as it is the language most widely used for scientific papers, and we can consider the bias related to this threat as minimal. We only included peer-reviewed papers, without considering grey literature (e.g., technical reports, master theses, and web forums, etc.). Because we aimed to identify only high-quality scientific studies, we believed that this threat was minimal.

9.4. Conclusion validity

Conclusion validity is related to the reliability of the conclusions drawn from the results (Wohlin et al., 2012).

One of these is related to the potential non-inclusion of some studies. To mitigate this threat, we carefully applied the search strategy and performed the search in eight digital libraries in conjunction with the snowballing process considering all the references presented in the retrieved papers and evaluating all the papers that reference the retrieved ones, which resulted in one additional relevant paper. We applied a broad search string, leading to a large set of articles and enabled us to include more possible results. We defined the inclusion and exclusion criteria and first applied them to the title and abstract. However, we did not rely exclusively on titles and abstracts; before accepting a paper based on the title and abstract, we browsed the full text and applied our inclusion and exclusion criteria again.

Another possible conclusion validity threat is related to the incorrect interpretation of the results. To mitigate this threat, all authors carefully reviewed the results. However, other researchers may provide different interpretations.

10. Conclusion

This paper presented a mapping study on the architectural support for SP within CSE. Of 215 relevant studies, we selected 66 primary studies, which were analyzed to answer our research questions. Thus, we have taken a deeper look at the research context, and therefore we provided ideas to researchers and developers to address the challenges related to this topic, including the fact that knowledge gaps and future topics of research have not yet been thoroughly investigated in this context. In particular, we analyzed the publication trends, the research areas and target systems, target problems and contributions, and specific characteristics of the selected primary studies through a classification framework.

This study shows that SP and SA are aspects well considered in CSE, where the most affected dimensions are continuous monitoring and continuous improvement. The results of this study also show that SPE approaches and methodologies are sufficiently mature (owing to the support of specific frameworks and tools) to be applied in continuous practices, with a prevalence in the use of data monitored at runtime. In general, SA is considered to offer specific support; in many cases, SA models are used as input for the analysis and prediction of performance as well as architectural parameters and configurations. More support has been provided to distributed systems, component-based systems,
SOA, micro services, and software intensive systems in general. Other contexts, such as data-intensive or embedded systems, have fewer applications. The most interesting gaps are identified in cloud systems and systems where uncertainty needs to be investigated.
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