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ABSTRACT
The current practical approaches for depth-aware pose estimation convert a human pose from a monocular 2D image into 3D space with a single computationally intensive convolutional neural network (CNN). This paper introduces the first open-source algorithm for binocular 3D pose estimation. It uses two separate lightweight CNNs to estimate disparity/depth information from a stereoscopic camera input. This multi-CNN fusion scheme makes it possible to perform full-depth sensing in real time on a consumer-grade laptop even if parts of the human body are invisible or occluded. Our real-time system is validated with a proof-of-concept demonstrator that is composed of two Logitech C930e webcams and a laptop equipped with Nvidia GTX1650 MaxQ GPU and Intel i7-9750H CPU. The demonstrator is able to process the input camera feeds at 30 fps and the output can be visually analyzed with a dedicated 3D pose visualizer.
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1 Introduction
Traditional 2D pose estimation algorithms [1], [2] use a convolutional neural network (CNN) to estimate human pose from a single monocular RGB image. Because they do not provide any depth information, manual or estimated depth mapping is required before their pose estimates are deployable in any 3D scenario. On the other hand, the latest monocular depth-aware pose estimation algorithms [3]-[11] are able to infer depth information from a single image but at a cost of high computational complexity. In addition, they often suffer from limited capability to estimate odd poses that need to be inferred by quantizing a 2D projection of the pose to the database of limited set of pre-captured 3D poses.

Hypothetically, more accurate depth information could be obtained with binocular schemes that use two cameras in stereo configuration and compute disparity values between every image pixel. However, these exhaustive schemes tend to be too computationally intensive and sensitive to invisible or occluded parts of the human body.

This paper introduces a hybrid binocular multi-CNN scheme that is robust to occlusions and provides accurate 3D pose estimates without letting complexity get out of hand. To the best of our knowledge, our proposal is the first open-source implementation for real-time binocular 3D pose estimation. It is distributed under the Apache 2.0 license and available online on GitHub at https://github.com/ultravideo/Stereo-3D-Pose-Estimation

The rest of the paper is organized as follows. Section 2 provides an overview of the proposed 3D pose estimation algorithm. Section 3 presents the demonstration setup and visitor experience. Section 4 evaluates the performance of our proposal and compares it with the state-of-the-art approaches. Section 5 gives the conclusions and directions for future research.

2 Proposed 3D Pose Estimation Algorithm
Our solution uses two cameras in stereo setup. Individual camera calibration was avoided by applying similar intrinsic parameters to both cameras. In practice, the camera intrinsic matrix was obtained with OpenCV camera calibration [12].

First, the proposed algorithm downscales the images to 360×270 pixels regardless of the input resolution. This allows the underlying networks to generalize better and to be more robust, especially with low-light and noisy images.

The intermediate 2D pose data is obtained by executing a 2D CNN on both camera feeds. In this work, the underlying network for our scheme was adopted from [1] but also other CNNs could be used.

The stereo parallax effect allows us to calculate the horizontal pixel distance between the x-coordinates of every keypoint in the pose. This gives a sparse disparity map of the region of interest. Contrary to depth image sampling, our solution is immune to invalid depth values caused by occluded body parts.
However, pure disparity data is not enough to determine the position of a body keypoint in world space. Therefore, a disparity value is first converted into a depth value as

\[ z_{\text{world}} = \frac{f \times B}{w \times (x_{\text{left}} - x_{\text{right}})} \]

where \( f \) is the focal length, \( B \) is the distance between the cameras, \( w \) is the width of the image in pixels, and \( x_{\text{left}} \) and \( x_{\text{right}} \) denote the \( x \)-coordinates of the pixels in the input feeds, respectively [13]. Finally, the parameters of the camera intrinsic matrix are used to transform the screen point \([u, v]\) along with the depth value \( z_{\text{world}} \) to a 3D point \([x_{\text{world}}, y_{\text{world}}, z_{\text{world}}]\) in world space as

\[ x_{\text{world}} = (u - c_x) \times \frac{z_{\text{world}}}{f_x}, \quad y_{\text{world}} = (v - c_y) \times \frac{z_{\text{world}}}{f_y} \]

where \( c_x \) and \( c_y \) are the camera principal points and \( f_x \) and \( f_y \) are the camera focal lengths [14].

The accuracy of this solution is only limited by the reliability of the underlying CNN. Some jitter and noise can always be expected so the pose is filtered by taking a weighted average of the previous pose positions. The filtering trades the pose immediate responsiveness for smoothness. In the normal case, the noise can be measured in centimeters.

### 3 Demonstrator Setup and Visitor Experience

Fig. 1 illustrates the demonstrator setup. Two Logitech C930e webcams are used to capture live 1080p (1920×1080) video feeds at 30 frames per second (fps) for stereoscopic video. The proposed 3D pose estimation algorithm processes the camera feeds at 30 fps on a laptop equipped with Nvidia GTX1650 MaxQ GPU and Intel i7-9750H CPU. In addition, our test set includes pre-captured videos to better highlight different features of the pose estimation.

The visitors captured by the cameras are able to see their 3D pose estimates in a visualizer as exemplified in Fig. 2. This tailor-made 3D pose visualizer is built with the Unity 3D engine. Although the underlying CNN is able to recognize multiple people, the current version of the visualizer is limited to display a single pose at a time.

### 4 Performance Evaluation

With pre-captured videos, our algorithm can be executed at a stable frame rate of 50 fps on a high-end Nvidia GTX 1080 GPU and AMD Ryzen 9 3900X CPU. Switching to a faster underlying 2D CNN, such as [15], has the potential to double the performance on the same hardware.

According to our subjective evaluations, the estimated pose is accurate for realistic pose reconstruction with distances less than 10 m and with an inter-camera distance of 16 cm.

Because the 2D pose extraction is performed by a different thread than the CNN inference, the resulting pose is always one frame behind the input videos. Converting the dual 2D pose into 3D is not computationally intensive and the resulting 3D pose has a latency of \( 2 \times (\text{frame rate})^{-1} \) seconds.

Our multi-CNN fusion scheme outperforms the state-of-the-art implementations in execution speed. Many of the prior works in the field are largely theoretical and do not address actual implementations. The most competitive monocular implementation presented in [10] achieved a performance of \( \approx 27 \) fps on a more powerful system than our demonstrator that can process pre-captured videos at \( \approx 34 \) fps.

### 5 Conclusions

This paper proposed an open-source, fast, accurate, and robust implementation for binocular 3D pose estimation. It is able to provide realistic pose estimates for cost-efficient motion capture and other computer vision applications.

The future work includes offloading the applied CNN to a dedicated hardware, such as Google Coral Edge TPU [16] or Nvidia Jetson Nano [17]. In addition, the feasibility of CNN cloudification will be investigated with low-power mobile devices.
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