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\textbf{ABSTRACT} \\
Ions enhance the formation rate of atmospheric aerosol particles, which play an important role in Earth’s radiative balance. Ion-induced nucleation involves the stepwise accretion of neutral monomers onto a molecular cluster containing an ion, which helps to stabilize the cluster against evaporation. Although theoretical frameworks exist to calculate the collision rate coefficients between neutral molecules and ions, they need to be experimentally confirmed, ideally under atmospherically relevant conditions of around 1000 ion pairs cm\textsuperscript{-3}. Here, in experiments performed under atmospheric conditions in the CERN CLOUD chamber, we have measured the collision rate coefficients between neutral iodic acid (HIO\textsubscript{3}) monomers and charged iodic acid molecular clusters containing up to 11 iodine atoms. Three methods were analytically derived to calculate ion-molecule collision rate coefficients. After evaluation with a kinetic model, the 50\% appearance time method is found to be the most robust. The measured collision rate coefficient, averaged over all iodine clusters, is (2.4 \pm 0.8) \times 10^{-9} \text{ cm}^3 \text{ s}^{-1}, which is close to the expectation from the surface charge capture theory.

\textbf{CONTACT} Xu-Cheng He \textsuperscript{a} \& \textsuperscript{b} \textsuperscript{e}; xucheng.he@helsinki.fi \textsuperscript{a} \& \textsuperscript{b} Faculty of Science, Institute for Atmospheric and Earth System Research (INAR)/Physics, University of Helsinki, Helsinki, Finland; Jasper Kirkby \textsuperscript{a} \& \textsuperscript{f}; jasper.kirkby@cern.ch \textsuperscript{g} CERN, Geneva, Switzerland. \textsuperscript{2}Faculty of Science, Department of Chemistry, University of Helsinki, Helsinki, Finland; \textsuperscript{3}Division of Chemistry and Chemical Engineering, California Institute of Technology, Pasadena California, USA; \textsuperscript{4}CENTRA and Faculdade de Ciências, Universidade de Lisboa, Lisboa, Portugal; \textsuperscript{5}Laboratory of Atmospheric Chemistry, Paul Scherrer Institute, Villigen, Switzerland; \textsuperscript{6}Faculty of Physics, University of Vienna, Vienna, Austria; \textsuperscript{7}Center for Atmospheric Particle Studies, Carnegie Mellon University, Pittsburgh, Pennsylvania, USA; \textsuperscript{8}Department of Chemistry & CIREN, University of Colorado, Boulder, Colorado, USA; \textsuperscript{9}Institute for Ion Physics and Applied Physics, University of Innsbruck, Innsbruck, Austria; \textsuperscript{10}Lebedev Physical Institute, Russian Academy of Sciences, Moscow, Russia; \textsuperscript{11}Joint International Research Laboratory of Atmospheric and Earth System Sciences, School of Atmospheric Sciences, Nanjing University, Nanjing, China; \textsuperscript{12}CERN, Geneva, Switzerland; \textsuperscript{13}DL-Universidade da Beira Interior, Covilhã, Portugal; \textsuperscript{14}Aerodyne Research Inc, Billerica, Massachusetts, USA; \textsuperscript{15}Aerosol Physics Laboratory, Physics Unit, Tampere University, Tampere, Finland; \textsuperscript{16}Finnish Meteorological Institute, Helsinki, Finland; \textsuperscript{17}Helsinki Institute of Physics, University of Helsinki, Helsinki, Finland; \textsuperscript{18}Aerosol and Haze Laboratory, Beijing Advanced Innovation Center for Soft Matter Science and Engineering, Beijing University of Chemical Technology, Beijing, China.

\textbf{ARTICLE HISTORY} \\
Received 27 June 2020 \\
Accepted 9 October 2020

\textbf{EDITOR} \\
Jingkun Jiang

\textbf{Supplemental data for this article is available online at https://doi.org/10.1080/02786826.2020.1839013.}
Introduction

Gordon et al. 2017 estimated that around half of the global cloud condensation nuclei (CCN) originate from new particle formation (NPF) in the atmosphere. Laboratory measurements in the CERN CLOUD chamber find that ions can enhance the formation rates of particles from sulfuric acid (SA), sulfuric acid-ammonia (Kirkby et al. 2011), and pure biogenic vapors (Kirkby et al. 2016) by up to two orders of magnitude compared with ion-free experiments, indicating the important role of ion-induced nucleation (IIN). Ions enhance particle formation via two mechanisms. First, the presence of an ion in a molecular cluster increases its binding energy, thereby reducing its evaporation rates. Second, the collision rate coefficient between neutral molecules and charged clusters is faster than that calculated for hard-sphere kinetic limits, due to ion-dipole interactions (Su and Bowers 1973a) and dipole-dipole interactions (Sceats 1989). This enhances particle formation by accelerating the growth of the embryonic molecular clusters when they are highly mobile and most susceptible to scavenging loss on preexisting aerosol particles. The importance of ions for atmospheric new particle formation and climate underscores the need for a fundamental understanding of ion-polar molecule collision.

One of the key parameters in the charged cluster growth processes is the ion-polar molecule collision rate coefficient (hereafter referred to as the “collision rate coefficient”). It can be determined with both theoretical and experimental methods. Various theoretical methods yield significantly different values for the same molecular species (e.g., Kummerl and Beyer 2005; Lushnikov and Kulmala 2005; Su 1988; Tröe 1987; Hu and Su 1986; Sakimoto 1985; Su and Chesnavich 1982). Consequently, experimental measurements of the collision rate coefficients have been carried out in the laboratory for selected systems at elevated vapor and ion concentrations (e.g., Balaj et al. 2004a, 2004b; Froyd and Lovejoy 2003; Viggiano et al. 1982, 1990, 1992). However, relative contributions of loss processes, such as evaporation, ion-ion recombination and coagulation with larger particles, are generally quite different in the laboratory compared with the real atmosphere, and this could sometimes make it difficult to obtain accurate collision rate coefficients. For instance, an elevated neutral monomer concentration will enhance the neutral cluster population exponentially (Lehtipalo et al. 2016), which will in turn collide with charged clusters. Such coagulation processes not only enhance the loss processes of a smaller charged cluster, but also add additional sources of larger charged clusters, which can be hard to distinguish in the measurement. Here we report experiments in the CERN CLOUD chamber under atmospheric conditions where neutral cluster coagulation rate is negligible.

Methods

CLOUD facility

In this study, we report measurements of the appearance times of charged clusters during ion-induced nucleation of iodic acid (HIO₃) at atmospheric vapor concentrations, carried out in experiments at the CERN CLOUD chamber. Iodine-containing species are believed to be an important source of particles in coastal areas and in the Arctic (O’Dowd et al. 2002; Sipilä et al. 2016).

The CLOUD chamber is located at CERN (European Center for Nuclear Research), Geneva, Switzerland. This 26.1 m³ stainless steel cylinder chamber, described in Kirkby et al. 2011, enables experiments to be conducted at near-atmospheric conditions. The data set for this study is from the CLOUD12 experiments performed in autumn, 2017. The experiments were conducted under very clean conditions, with total organic contamination below 150 pptv (Kirkby et al. 2016). Experiments were performed at approximately +11°C, 34% relative humidity, and 40 ppbv ozone concentration.

The synthetic air fed into the chamber was humidified with ultra-purified water. Ozone was produced by passing ultra-clean synthetic air through an ozone generator. Molecular iodine (I₂, Sigma-Aldrich, 99.999% purity) was injected into the chamber from a temperature-controlled evaporator to produce mixing ratios in the chamber of 0.1 to 1100 pptv (Kirkby et al. 2016). Experiments were performed at approximately +11°C, 34% relative humidity, and 40 ppbv ozone concentration.

The synthetic air fed into the chamber was humidified with ultra-purified water. Ozone was produced by passing ultra-clean synthetic air through an ozone generator. Molecular iodine (I₂, Sigma-Aldrich, 99.999% purity) was injected into the chamber from a temperature-controlled evaporator to produce mixing ratios in the chamber of 0.1 to 1100 pptv. The stainless-steel injection line through which the molecular iodine passed was coated with sulfinert to minimize losses. Fresh gases and ultrapure humidified air were continuously injected at the bottom of the chamber to compensate for sampling and dilution losses, and mixed by two magnetically driven fans, with one located at the top, and the other on the bottom of the chamber.

A green light, consisting of 528 nm light emitting diodes inside a quartz tube (153 W optical power), was installed in the chamber to photolyze gas-phase molecular iodine into iodine atoms and initiate iodine
oxidation in the chamber, producing HIO₃ as one of the final products.

The CLOUD chamber allows unique control over the ionization state of the chamber. Electrodes installed in the chamber can produce a strong electric field to remove ions within one second, so that ions do not influence new particle formation or growth rates during neutral experiments (which are not presented in this study). With the clearing field turned off, ions pairs are produced by galactic cosmic rays (GCR) and reach equilibrium concentrations of around 1000 ion pairs cm⁻³, allowing study of particle formation under typical sea-level ion concentrations. GCR ionization from galactic cosmic rays (GCR) produced iodate ions (IO₃⁻) as the seed anion in our IIN experiments.

**Instrumentation**

Ozone was measured with an ozone monitor (Thermo Environmental Instruments TEI 49 C). Two Atmospheric Pressure Interface Time Of Flight mass spectrometers (APi-TOF, Junninen et al. 2010) measured negatively and positively charged clusters, and an APi-TOF coupled with a nitrate chemical ionization unit (nitrate-CIMS, nitrate-CI-APi-TOF, Jokinen et al. 2012) to measure the gas-phase concentration of HIO₃. The calibration of the nitrate-CIMS follows Kürten et al. 2012. Briefly, the concentration of HIO₃ is estimated from

\[
[HIO₃] = C \times \frac{IO₃⁻ + HIO₂NO₃⁻ + HIO₃HNO₂NO₃⁻}{NO₃⁻ + HNO₃NO₃⁻ + (HNO₃)₂NO₃⁻}
\]

where \([HIO₃]\) is the concentration of HIO₃; \(C\) is the calibration factor estimated as 8.09 × 10⁹ molecules cm⁻³ by measurements of sample gas with known amount of sulfuric acid; different anion concentrations were determined from the signals measured by the nitrate-CIMS. The sampling line losses are incorporated into the calibration factor and the overall systematic uncertainty is estimated to be −33%/+50% (3σ). H₂SO₄ is a well-known compound that is kinetically detected by nitrate-CIMS (Jokinen et al. 2012). To show that HIO₃ is also detected at the kinetic limit, we further calculate the dissociation enthalpies of HIO₃NO₃⁻, the major iodic acid peak, using quantum chemical calculations (details provided in the next section). The calculated dissociation enthalpies to 1) HIO₃ + NO₃⁻ and 2) IO₃⁻ + HNO₃ are 30.9 and 25.7 kcal mol⁻¹, respectively, which suggests that the second pathway is the dominant fragmentation pathway in our instrument. As the major fragment, IO₃⁻, is efficiently detected in our instrument, HIO₃ can be considered kinetically detected, similar to H₂SO₄. Therefore, we adopted the calibration factor of H₂SO₄ to HIO₃.

A Neutral cluster and Air Ion Spectrometer (NAIS) was used to measure the mobilities and concentrations of the charged clusters (only the ion measurement mode was used; the total particle mode was turned off to increase time resolution of ion measurements). The total concentrations of ions of each polarity reported in this study are the sum of all the ion channels in the NAIS of that polarity.

The experiments presented in this study represent well-controlled conditions (relatively low concentrations of HIO₃ – around 10⁻⁷ cm⁻³ – where most of the clusters formed are from ion-related processes. This is important, since were the clusters to originate mainly from neutral processes (such as in Mace Head (Sipilä et al. 2016), and in the sulfuric acid – dimethyl amine experiments in Lehtipalo et al. 2016), then charged clusters could be formed by charge transfer to neutral clusters (formed from neutral nucleation processes), which would affect the interpretation of pure IIN processes.

**Quantum chemical calculations**

Theoretical collision rate coefficients (Su and Bowers 1973a; Kummerlöwe and Beyer 2005) are further calculated to compare with measurement values. In order to calculate theoretical collision rate coefficients, polarizabilities and dipole moments of neutral molecules are needed. The method used to obtain polarizabilities and dipole moments of neutral molecules have been described in an earlier study (Iyer et al. 2016), we describe it only briefly here. The initial conformer sampling is performed using the Spartan ’14 program. For HIO₃I₂O₅ and I₂O₅I₂O₅ clusters, ABCluster, a novel cluster sampling algorithm (Zhang and Dolg 2015, 2016) is applied to generate a series of conformers. The program uses the initial (rigid) geometries of the individual molecules in the cluster, and the partial charges and the Lennard-Jones potentials of the individual atoms. The partial charges are calculated at the ωB97X-D/aug-cc-pVTZ-PP level of theory by running a single-point calculation with the Pop = MKUFF keyword. Iodine pseudopotential definitions are taken from the EMSL basis set library (Feller 1996). The ABCluster procedure uses force-field method (CHARMM, Vanommeslaeghe et al. 2010) to generate a list of the 20 most energetically
favorable conformers. These conformers are then optimized using Density Function Theory (DFT) methods at the ωB97X-D (Chai and Head-Gordon 2008)//SDD level. The SDD basis set is equivalent to the D-95 basis set (Dunning and Hay 1977) for atoms up to argon, and uses the Stuttgart/Dresden pseudopotentials for the core electrons of the heavier atoms (Fuentealba et al. 1982). Conformers within 3 kcal mol−1 in relative electronic energies are then optimized using a higher DFT ωB97X-D//aug-cc-pVTZ-PP method (Kendall, Dunning, and Harrison 1992; Frisch et al. 2009). The dipole moments and polarizabilities used in collision rate calculations are also calculated at the ωB97X-D//aug-cc-pVTZ-PP level of theory and corresponded to that of the lowest-energy conformer. Calculations are carried out using the Gaussian 09 program (Frisch et al. 2009).

Theoretical calculation of the collision rate coefficient

Ion-molecule collisions have been previously studied both theoretically and experimentally. Su and Bowers (Su and Bowers 1973a) derived the widely used “average dipole orientation” (ADO) theory for ion-polar molecule collision rate coefficients, which considers the thermal rotational energy of the polar molecules. However, Balaj and coworkers reported collision rate coefficients exceeding the ADO theory by a factor of 3.7 in the collision between Pt7O+ and CO, and by a factor of 3 in the collision between (H2O)n+ and CO2 (Balaj et al. 2004a, 2004b). Mackay et al. 1976 also observed that the ADO theory underestimates collision rate coefficients by 10-40%. A number of theories have been developed to overcome the limitations in the ADO approach (Kummerlöwe and Beyer 2005; Lushnikov and Kulmala 2005; Su 1988; Troe 1987; Hu and Su 1986; Sakimoto 1985; Su and Chesnavich 1982). While detailed trajectory calculations are often difficult to carry out in reactivity studies, Kummerlöwe and Beyer (Kummerlöwe and Beyer 2005) proposed two new approaches: the Hard Sphere Average dipole orientation (HSA) theory, and the Surface Charge Capture (SCC) theory, which are both modified versions of the ADO theory. HSA theory accounts for the finite size of the charged cluster, while SCC accounts for the location of the charge. HSA theory amplifies the ADO theory by introducing the concept of hard sphere deflection, where the neutral molecule is not captured, but instead reflected by the charge to collide with the charged cluster because the charged cluster has a finite size. SCC theory, on the other hand, assumes that the charge is on the surface of the charged clusters (rather than at the center), leading to a more effective capture and thus a higher collision rate coefficient.

The collision rate coefficient by ADO theory can be calculated by the following equation

\[ k_{l,j,ADO} = \frac{q_i}{2\mu_0} m_{\text{red}}^{-1} \left[ 4\pi\varepsilon_0 \chi_j \right]^{\frac{1}{2}} + C\mu_j \left( \frac{2}{\pi kT} \right)^{\frac{3}{2}} \]

where \( m_{\text{red}} \) is the reduced mass of the colliding pair, \( q_i \) is the ion charge, \( \chi_j \) and \( \mu_j \) are the polarizability volume and the dipole moment of the neutral molecule, respectively, \( \varepsilon_0 \) is the vacuum permittivity, \( C \) is an empirical factor scaling the importance of the ion-dipole term (\( C \) was found to be as 0.22 for HIO3, 0.17 for I2O5, 0.14 for HIO3I2O5 and 0 for I2O10 in our study, by fitting to data from Su and Bowers 1973b). The polarizability and the dipole moment are calculated using quantum chemical methods as detailed in Methods and SI. The HSA and SCC values are calculated by the tool provided by Kummerlöwe and Beyer 2005, based on the values calculated above. These methods are used to calculate the collision rate coefficient of charged iodic acid clusters and will be presented in Results and Discussions.

A kinetic model to simulate charged iodic acid cluster formation processes

We have developed a kinetic model (Polar ANd high-altituDe Atmospheric research 520, PANDA520) to simulate the charged iodic acid cluster formation processes (see the online supplementary information [SI] Section 3, SI3 for model descriptions). This model includes a detailed description of the cluster formation and loss processes in the CLOUD chamber.

The model considers neutral clusters containing up to 10 monomers and charged clusters with up to 15 monomers (including the core anion). All charged clusters larger than the 15-mer are treated the same, and share the same parameters as the 15-mer. Similarly, all the neutral clusters larger than the 10-mer are treated the same and share the same parameters as the 10-mer. This is a valid simplification since we only study charged clusters equal to or smaller than the 11-mer in this study. The simulation data are used from the start of the experiment to the time when the 11-mer reaches its maximum, and clusters larger than the 11-mer play a minor role in this study. The real time needed for this is typically less than 1000s. This simplification significantly saves computational time, while preserving accuracy.
Results and discussions

Charged cluster appearance

The chemical composition and the time evolution of the charged iodic acid clusters were measured with a negative APi-TOF. We present the time evolution of the negatively charged iodic acid clusters in Figure 1a. Zero time corresponds to switching on the green light and initiating the photolysis of iodine and its subsequent oxidation. The oxidation processes lead to the formation of iodine oxides (I_xO_y) and oxoacids (HIO_y). Galactic cosmic rays trigger primary air ion production, which in turn produces iodate (IO_3^-) by collisions with iodic acid. The interaction between ions and iodine-containing molecules initializes IIN processes, which is followed by charged cluster growth. The composition of the measured anions from the monomer to the 11-mer is noted by different colors, as shown in the legend. The measurements show a distinct appearance for each cluster, with the concentration rising to a peak and then gradually decreasing due to the growth processes. The negatively charged iodine clusters appear sequentially, with the (n+1)-mer appearing after the n-mer. This suggests that the measured I_2O_5 in the negatively charged clusters is from the condensation and conversion of two HIO_3 molecules, providing critical support to the mechanism proposed in an earlier study (Sipilä et al. 2016). If the direct condensation of I_2O_5 would contribute significantly to the ion-induced iodic acid nucleation, the time sequence of the negatively charged clusters would not display such a pattern, as (n+2)-mer would form immediately from n-mer. Thus, we confirm that the (HIO_3)_0^-/(I_2O_5)_n^- clusters measured in Sipilä et al. 2016 can indeed form from pure HIO_3 addition in the presence of IO_3^- core anions.

Collision rate coefficient calculation from measurement data

In this section, we analytically derive two methods to calculate collision rate coefficients of charged iodic acid clusters and HIO_3 molecules. We use an appearance time method since it has already been successfully used to calculate particle growth rates (Lehtipalo et al. 2014) which are conceptually similar to cluster growth rates. Step-by-step derivations can be found in the SI Section 2 (SI2), and we describe only the key steps here.

In order to obtain analytical solutions, several assumptions have to be made. While the validity of these assumptions is detailed in the SI, we briefly list these assumptions here:

1. Assumption 1
2. Assumption 2
3. Assumption 3

Figure 1. Example evolution of the time sequence of a single ion-induced nucleation experiment in the CLOUD chamber. The experimental conditions are 11 °C, 34% RH, 40 ppbv ozone and 8 (±6) pptv I_2 with green light on. (a) The concentrations of charged clusters are measured by an negative APi-TOF (circles joined by lines); model predictions are shown by smooth curves. They are normalized by the maximum and minimum of individual time series. The colors indicate the number of iodine atoms in the charged cluster. The chemical composition and number of iodine atoms in the charged clusters are listed in the legend with respect to colors. (b) HIO_3 concentration during the experiment. Time represents the elapsed time from the starting of the experiment in seconds.
1. The HIO₃ concentration is constant.
2. The ion production rate is constant.
3. At t = 0, the synthetic air is assumed to be clean, without any ions or neutral HIO₃.
4. The collision rate coefficients are the same for all the charged clusters regardless of size.
5. Only the HIO₃ monomer condenses on the charged clusters, while the neutral clusters do not coagulate with the charged clusters.
6. Cluster scavenging processes including wall loss, dilution loss, ion recombination, condensation sinks and thermal evaporation are assumed to be negligible.

Using MATLAB 2017 to analytically solve the differential equations, the primary ion is found to follow

\[ \frac{d[e^-]}{dt} = Q = a_1 \times [e^-] \]
\[ \frac{d[u_1]}{dt} = a_1 \times [e^-] - a_1 \times [u_1] \]
\[ \frac{d[u_2]}{dt} = a_1 \times [u_1] - a_1 \times [u_2] \]
\[ \frac{d[u_3]}{dt} = a_1 \times [u_2] - a_1 \times [u_3] \]
\[ \frac{d[u_i]}{dt} = a_1 \times [u_{i-1}] - a_1 \times [u_i] \]

where the e⁻ is the primary negative ion which is produced by galactic cosmic rays (the primary negative ions include e.g., electrons and O₂⁻); Q is the ion production rate; [uᵢ] is the concentration of the charged cluster i-mer; a₁ is [HIO₃] × k₁ where [HIO₃] is the concentration of neutral HIO₃ and k₁ is the collision rate coefficient.

Using MATLAB 2017 to analytically solve the differential equations, the primary ion is found to follow

\[ \frac{d[e^-]}{dt} = Q - Qe^{-a_1t} \]
\[ \frac{d[u_1]}{dt} = Q - Qe^{-a_1t} \]
\[ \frac{d[u_i]}{dt} = -Qa_1e^{-a_1t} \]

For the charged clusters, we find

\[ [u_i] = \frac{-Qe^{-a_1t}}{a_1!} \left[ -e^{-a_1t} + e^{-a_1t} \sum_{n=1}^{i-1} \left( \frac{a_1^n}{m!} \prod_{m=n+1}^{i} m \right) + a_1^i \right] \]
\[ \frac{d[u_i]}{dt} = \frac{Qa_1^i e^{-a_1t}}{a_1!} \]
\[ \frac{d^2[u_i]}{dt^2} = -\frac{Qa_1^i e^{-a_1t}(a_1 t - i)}{a_1!} \]

\[ \Delta[u_i,i+1](t) = [u_i](t) - [u_{i+1}](t) = e^{-a_1t}Q \frac{(i+1)!a_1^i}{(i+1)!} \]

We note that since MATLAB can only analytically solve until the \( [u_2] \), we further summarized and generalized the results into (5).

We further find (as detailed in SI2) that a maximum production rate method (MPR) can provide the following analytical solution for the collision rate coefficients

\[ t_{i+1,\text{max}} = t_{i,\text{max}} = \frac{1}{a_1} = \frac{1}{[\text{HIO}_3] \times k_1} = \tau \]

where \( t_{i,\text{max}} \) is the time when the i-mer reaches its maximum concentration, and \( \tau \) is the expected lifetime of a single i-mer as it grows to become an \((i+1)\)-mer.

However, this analytical method is not suitable for experimental data with poor time resolution. The calculation of \( t_{i,\text{max}} \) requires \( \frac{d[u_i]}{dt} = 0 \) to be calculated, which can yield high uncertainties with noisy experimental data. Therefore, another form needs to be derived.

From Equation (5), the concentration difference between \((i+1)\) - and i-mers at time t can be represented as

\[ \Delta[u_{i,i+1}](t) = [u_i](t) - [u_{i+1}](t) = e^{-a_1t}Q \frac{(i+1)!a_1^i}{(i+1)!} \]

Where \( \Delta[u_{i,i+1}] \) is the concentration difference between i- and \((i+1)\)-mers. Further derivations find that the time \( t_{i+1,\text{maxDiff}} \) when \( \Delta[u_{i,i+1}] \) achieves its maximum is the same time as the time \( t_{i+1,\text{max}} \) i.e.

\[ t_{i+1,\text{maxDiff}} = t_{i+1,\text{max}} = \frac{i + 1}{a_1} \]

We name this method as maximum concentration difference method (MCD). This means that at a time when an i-mer reaches its maximum production rate, the concentration difference between the \((i-1)\)- and i-mers is the largest. However, we note here that despite MCD and MPR methods arrive at the same points under the conditions assumed in this study, they are intrinsically different methods.

Finally, despite the fact that the 50% appearance time method (APP50) cannot achieve analytical solutions to calculate the collision rate coefficient, we use it to derive two parameters to show its level of fidelity in comparison to MCD and MPR methods.

\[ L_i = \frac{i! \left[ -e^{-a_1t} + 2! + 2 \sum_{n=1}^{i-1} \left( \frac{a_1^n}{m!} \prod_{m=n+1}^{i} m \right) + 2! \right]}{2!a_1^i} \]
In order to achieve close enough results to MCD and MPR methods, two conditions need to be satisfied: the difference between $L_{i+1}$ and $L_i$ needs to be small and $Y_{i+1}$ is close enough to 0.5. We show in Figure S1 that while for $i < 5$, these two conditions are not well satisfied, for $i \geq 5$, they are well satisfied. Thereby, we conclude that when $i < 5$, the APP50 method produces a certain level of inaccuracy, while when $i \geq 5$, the APP50 method produces close enough results to MCD and MPR methods, under the conditions defined for the derivation.

The collision rate coefficient between the $(i+1)$-mer cluster and HIO$_3$ molecule is therefore calculated according to

$$k_{i+1} = \frac{1}{[\text{HIO}_3]_{\text{avg}} \times (t_{i+1} - t_i)}$$

where $t_{i+1}$, $t_i$ are the characteristic times (derived from MCD, MPR or APP50 methods) of the $(i+1)$-mer and $i$-mer, and $[\text{HIO}_3]_{\text{avg}}$ is the averaged HIO$_3$ concentration during the time interval $[t_{i+1}, t_i]$.

In order to visualize the difference among the three methods, we made a test simulation using the PANDA520 model with the same assumptions as in the derivation above. The input parameters are

\[
\begin{align*}
[HIO_3] &= 2 \times 10^7 \text{ cm}^{-3} \\
Q &= 2 \text{ s}^{-1} \\
k_1 &= 2 \times 10^{-9} \text{ cm}^3\text{molecules}^{-1}\text{s}^{-1}
\end{align*}
\]

The results are shown in Figure 2. The MPR/MCD methods produce the points $u_{i,M}$, while the 50% appearance time method produces the points $u_i$. These two sets of points differ from each other, but with increasing $i$, the concentration differences decrease, as do the time differences between the neighboring points.

A fundamental advantage shared by all three methods derived here is that they do not require charged cluster concentrations to calculate the collision rate coefficient. The characteristic times can be derived from normalized time series of individual charged clusters (Figure 2). This overcomes the difficulty that the number concentrations of atmospheric charged molecular clusters are only around 10-100 cm$^{-3}$ at boundary layer conditions which are difficult to measure precisely. However, if concentrations of charged clusters can be measured precisely, for instance, under laboratory conditions, a simpler method can be found in e.g., Li et al. 2019.

**Inter-comparison of the three methods**

To test the accuracy of the three derived methods in calculating the collision rate coefficients, we treat the
input collision rate coefficients in the PANDA520 model as the true values. After running the model, the time series of the charged clusters generated by the model are used to calculate the collision rate coefficients using the APP50, MCD and MPR methods. Two parameters are subjected to change in the comparison: the input collision rate coefficient and the HIO3 concentration, while all other parameters stayed unchanged as described in the (SI).

In the first scenario, HIO3 concentration is set to $2 \times 10^7$ molecules cm$^{-3}$ and all the collision rate coefficients are set to $2 \times 10^{-9}$ cm$^3$ s$^{-1}$. This scenario is fairly similar to the simulation shown in Figure 2, except that all the loss and production processes are included in the simulation. The ratios between the calculated collision rate coefficients calculated by the three methods and the model input values are shown in Figure 3. The average over-estimations are 15%, 13% and 4% for APP50, MPR and MCD methods, respectively. We note that by the definition of the MCD method, the collision rate coefficient between IO$_3^-$ and HIO$_3$ cannot be calculated. Thereby, the $k_1$ for the MCD method is not shown in the figure. In this scenario, all the three methods show good results, with the best estimation from the MCD method.

In the second scenario, the HIO$_3$ time series is input from the experiment shown in the Figure 1, i.e., it is increasing first then approaching a stable concentration. Additionally, the collision rate coefficient in the model is also set to vary. The collision rate coefficients for all the odd number charged clusters (e.g., monomer, trimer and so on) are set to $2.5 \times 10^{-9}$ cm$^3$ s$^{-1}$, while the value is $1.5 \times 10^{-9}$ cm$^3$ s$^{-1}$ for the rest. While this setting is not physically reasonable, it can, to a certain degree, mimic real atmospheric measurements in which data are not always smooth. Surprisingly, MCD method shows substantially worse results than the APP50 and MPR methods. Additionally, the APP50 method appears to be more stable against the MPR method.

Overall, the MCD method can achieve slightly better results when the real collision rate coefficients do not fluctuate, and when experimental conditions are more stable. On the other hand, the APP50 method has a more robust performance in the tested scenarios. Thus, we choose the APP50 method as the method to calculate the collision rate coefficient in this study. However, we note that in different applications, the MPR and the MCD methods could be more accurate, and thereby should not be discarded.

**Collision rate coefficients between charged iodic acid clusters and iodic acid**

The results of the collision rate coefficient calculated from the charged cluster appearance are shown in

![Figure 3](image-url)
Figure 4. We note that since the iodate anion (IO₃⁻) appears before the starting of our experiment, we cannot calculate the collision rate coefficients $k_1$ and $k_2$, according to Equation (11). This is because a small amount of residual HIO₃ was charged by natural anions because of its low proton affinity, causing an inaccurate estimation of the appearance time of the IO₃⁻. The calculated collision rate coefficients have an average value of $2.4 \times 10^{-9}$ cm$^3$ s$^{-1}$ with a standard variation of $8.2 \times 10^{-10}$ cm$^3$ s$^{-1}$.

The collision rate coefficients calculated by ADO, HAS and SCC theories are also shown in Figure 4. The ADO and HSA theories produce similar results since the hard sphere collision assumption does not contribute significantly to the overall collision rate coefficient significantly. SCC theory produces much higher collision rate coefficients than the other two methods suggesting that if the charge is on the surface of the charged cluster, the rate coefficient can be enhanced (Kummerlowe and Beyer 2005). Additionally, Ahonen et al. 2019 concluded that the hydration of charged iodic acid clusters increased the collision cross section by most 12% (up to saturation ratio of 0.65) which has a negligible effect on the overall collision rate coefficient. Our calculated collision rate coefficients are higher than all of the theoretical values, and closest to the SCC values. We further investigated the effect of wall loss and ion-ion recombination on the accuracy of the APP50 method as shown in the Figure S4. We find that, by including wall loss and ion-ion recombination into the model simulation, the calculated collision rate coefficients by the APP50 method are increased by 4% and 10%, respectively. This would suggest that the difference between the measured collision rate coefficients and the SCC theory values can partly arise from the error of the APP50 method. Nevertheless, as only one set of experimental data is used as an example case in this study, further investigations are needed to constrain the statistics and external losses on the accuracy of the proposed three methods.

Simulation of charged iodic acid cluster formation

Finally, we use the calculated collision rate coefficients as input in the PANDA520 model and try to simulate the measured charged iodic acid cluster formation processes shown in Figure 1. We note that theoretical values from the SCC theory are used for the missing collision rate coefficients that are not measured, since SCC theory produces results that are closest to our measured values. The initial total positive ion concentration was measured to be 806 ions cm$^{-3}$, while the initial total negative ion concentration was 630 ions cm$^{-3}$. The imbalance between the positive and negative ions is due to the NAIS ion detection size threshold and differences in the mobility size distributions of the initial positive and negative small ions. The anions are divided into “other negative ions” (377 molecules cm$^{-3}$) and “IO₃⁻” (253 molecules cm$^{-3}$). This attribution is found empirically to fit the initial IO₃⁻ normalized ratio from the model to the APi-TOF...
measurement data (approximately 0.8) in Figure 1a by carrying out multiple simulations. Such attribution was made since we could not quantify the concentration of the measured charged clusters. However, since the APP50 method does not require charged cluster concentration as input values, the missing absolute concentrations do not affect the calculation of collision rate coefficients.

The results are shown by the solid lines in Figure 1a. We can see that the simulation reproduces the charged iodic acid cluster formation reasonably well, supporting the application of the APP50 method to calculate the collision rate coefficients. However, starting from the tetramer, our simulation seems to reach the maximum somewhat faster than the measured charged clusters. This implies that the application of the APP50 method may over-estimate the collision rate coefficients because the derivation of MCD, MPR, and APP50 methods neglects a number of loss and production processes.

Conclusion
In this study, we derived and evaluated three methods for the calculation of ion-polar molecule collision rate coefficients from the analysis of charged cluster appearance data. Of these, the 50% appearance time method is shown to be the most robust method, and it is thus chosen for our data analysis. With these methods, we are able to calculate the collision rate coefficient from the measured evolution of charged clusters and neutral molecules under atmospheric conditions. The collision rate coefficients have a mean value of $2.4 \pm 0.8 \times 10^{-9} \text{ cm}^3 \text{ s}^{-1}$ (1σ error). The enhanced collision rate coefficient, for charged clusters, together with their reduced evaporation rates, result in rapid growth of embryonic charged clusters, when they are especially vulnerable to scavenging loss. The results reported here are the first direct measurement of ion-polar molecule collision rate coefficients at atmospherically relevant conditions. In order to simulate charged iodic acid cluster formation processes, we further developed a kinetic model (PANDA520, see S13) which accounts for all the cluster loss and formation processes in the CLOUD measurements. The simulation reproduces our measured charged iodic acid cluster appearance data reasonably well and validates our calculated collision rate coefficients. However, we note that future studies should account for the loss processes which are currently neglected in our derivation of the appearance time method.

Iodine-containing species have been measured globally (Saiz-Lopez et al. 2012), and iodic acid nucleation has been shown as an important process in coastal regions such as Mace Head, Ireland and Villum, Greenland (Sipilä et al. 2016). Given the threefold increase in atmospheric iodine over the past 70 years (Cuevas et al. 2018), the global contribution of ion-induced iodic acid nucleation is likely to continue to grow in future. However, despite its importance, ion-induced iodic acid nucleation is not yet included in global simulations. A part of the reason is that there is no quantitative information available to do so. The collision rate coefficients provided in our study can be used in global aerosol simulations to evaluate the contribution of ion-induced HIO$_3$ nucleation to regional and global new particle formation.
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